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2.29 NUMERICAL FLUID MECHANICS— SPRING 2007 

Problem Set 1 
Posted 02/08/07, due Thursday 4 p.m. 02/23/07, from Lecture 1 to 3 

Problem 1.1 (40 Points) 
Solve the below problems from “Chapara and Canale” textbook: 

• 1.11 
• 2.13, 2.15: Print the program and the result 
• 3.1, 3.7, 3.9 
• 4.5, 4.8, 4.15, 4.19 

Solution of Textbook Problem 1.11: 

a) 
Note with positive “v” as upward velocity: 

dv

dt
= !g(x) !

c

m
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b) 
For negligible drag force: 
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d) 
The below plot is produced by attached file C2p29_PSET1_1p11.m; accordingly Euler’s solution 

stands on top of analytical solution due to: 
dv

dx
= !

g
0
R
2

v(R + x)
2
< 0 & v(x): downward convex function . 

BTW, as we know and we expected the Euler’s solution is only accurate for small x. 
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Solution of Textbook Problem 2.13: 

Look at C2p29_PSET1_2p13.m file. 

Solution of Textbook Problem 2.15: 

Look at C2p29_PSET1_2p15.m file. 

Note that a logical switch exist which checks whether within each round, any numbers are swapped or 
not. If not, then the numbers are already sorted and an early termination can be done. 

Also note after every round, we reduce the size of sort vector by one. This is because the last part of 
array is already sorted. 

Solution of Textbook Problem 3.1: 

a) 
(101101)2 = 1! 2

5
+ 0 ! 2

4
+1! 2

3
+1! 2

2
+ 0 ! 2

1
+1! 2

0

(101101)2 = 1! 2
5
+1! 2

3
+1! 2

2
+1! 2

0
= 45

b) 
(101.101)

2
= 1! 2

2
+ 0 ! 2

1
+1! 2

0
+1! 2

"1
+ 0 ! 2

"2
+1! 2

"3

(101.101)2 = (101101)2 ! 2
"3
=
45

8
= 5.625

c) 

cos
!

3
= 0.5

(0.01101)
2
=
13

32
! 0.4062

Solution of Textbook Problem 3.7: 

Look at C2p29_PSET1_3p7.m file. 

Note that chopping should be done at any step including the summation and the powers. For example if 
chop3 is the function for this work then for case a and b: 
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f_a=chop3(chop3(chop3(chop3(x*chop3(x*x))-chop3(7*chop3(x^2)))+chop3(8*x))-0.35);

f_b=chop3(chop3(chop3(chop3(chop3(x-7)*x)+8)*x)-0.35);


Note that in general chop(x3) ! chop(x " chop(x2 )) or chop(a + b + c) ! chop(chop(a + b) + c) . For 
example: 

x = 1.37, x
2
= 1.8769, x

2
= 2.571353

chop3(x
3
) = 2.57

chop3(x
2
) = 1.88

What we really get for x
3
: chop3(chop3(x

2
) ! x) = chop3(1.88 !1.37) = chop3(2.5756) = 2.58

Apparently error for case “a” is higher (0.007 compared to 0.004). This can be due to the fact that we 
have smaller number of operations (and consequently smaller number of choppings) for case “b”. 

Solution of Textbook Problem 3.9: 

We are interested to see that at which term, the accuracy of summation is reliable up to 8 significant 

digits. Since 0.3! "
!

3
and cos

!

3
= .5 , then previous condition is equivalent to saying where the summation of 

truncated terms is smaller than 0.5*10-9. The rigorous answer to this question comes from Taylor’s remainder1: 

f (x
0
+ !x) = f (x

0
) + f

(i )
(x

0
)

i=1

"

#
!xi

i!

f (x
0
+ !x) = f (x

0
) + f

(i )
(x

0
)

i=1

n

#
!xi

i!
+ Rn , where Rn = f

(n+1)
($)

!xn+1

(n +1)!
for some 0 % $ % !x

To find an upper bound for error we have to find an upper bound for f (n+1)(!) . Now for f=cos(x), the 
series terms correspond to even n, so the (n+1) term which is zero is already included. As a result, if we have 
n=2k as the last term then the remainder is: 

where Rn=2k = f
(n+2)

(!)
"xn+2

(n + 2)!
for some 0 # ! # "x

By ignoring the sign of remainder, then we have to find an upper bound for cos(!), 0 " ! " 0.3# . This 
is when cos(! = 0) = 1 . So to find the right number of terms we have to solve the below equation: 

1 Here we use double with 15 significant digits and we only need 8 significant digits. So the error is mostly due 
to series truncation and predictable. However, if 8 were closer to 15 then we had comparable and non-
formulabe errors due to numerical representation. In that case even if sum up to the right term in series we 
might not get the correct significant digits. 
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1!
x
n+2

(n + 2)!
" 5 !10

#9
, where x = 0.3$ and n = 2k = ?

This can be solved with a few iterations as shown in the commandline outputs. So the n=10 have to be 
selected and the result is shown below. Now indeed if we compare the exact solution and series summation; we 
see that they at most match up to 8 significant digits for n=10 (when rounded to equal number of significant 
digits). However, for n=8 they at most match up to 6 significant digits which is not enough. 

Exact: Rounded: 0.587,785,252 

n=10, Rounded: 0.587,785,251 
Accurate up to 8 significant digits 

n=8, Rounded: 0.587,785,404 
Accurate up to 6 significant digits 

Alternatively, one might stop the summation when the last term is smaller than 5e-9. Here this approach 
works and ends exactly to the same as equation as above. However, as will be discussed in problem 4 as well, in 
general there is no warranty that when the last term is smaller than something, the summation of remaining term 
is also smaller than it. On the other hand, if we were restricted to rely on only 8 significant digits, then while the 
remaining term might contribute to the summation they will be all lost on a forward summation scheme. 
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Solution of Textbook Problem 4.5: 

To compute the Taylor series note that: 

f !!!= ln(x) f (1) = 0

f
(1)
=
1

x
!!!!! f

(1)
(1) = 1

f
(2)

=
!1

x
2

!!! f
(2)
(1) = !1

f
(3)

=
2

x
3
!!! f

(3)
(1) = 2

f
(4 )

=
!6

x
4

!!! f
(3)
(1) = !6

So we can compute it around ln(1). Unfortunately as seen on the next page; the error is in fluctuation 
and indeed it is not converging. This is because the ln(1+x) Taylor expansion will converge only if abs(x)<1 
and here (2.5-1)>1. 
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Solution of Textbook Problem 4.8: 
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Solution of Textbook Problem 4.15: 

The results are displayed on the next page. Accordingly it is more sensitive to variation in “n: 
roughness”. This is because both “n” and “S” appear as power terms but absolute value of “n” power is higher 
than “S” one (ratio of errors matches the ratio of powers). 
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Solution of Textbook Problem 4.19: 

Note that: 
f = x

3
! 2x + 4

f ' = 3x
2
! 2

f '' = 6x

For the 2nd derivative we have (from tables on chapter 23): 

f ''(xi ) !
f (xi+1) + f (xi"1) " 2 f (xi )

h
2

+O(h
2
), Central

f ''(xi ) !
f (xi+2 ) + f (xi ) " 2 f (xi+1)

h
2

+O(h), Forward

f ''(xi ) !
f (xi"2 ) + f (xi ) " 2 f (xi"1)

h
2

+O(h), Backward

The plot next page is generated by C2p29_PSET1_4p19.m file. As we see errors for central 
approximation is zero in 2nd derivatives. This relies on the fact that “f’ is a 3rd order polynomial and 
consequently its second derivative has no 2nd order term to appear on O(h2). That’s also why central 1st order 
derivative has very small error and also the 2nd order derivative by forward and backwards methods have 
constant errors. 

It is also important to note that central and backward approximation curves are basically the same curve 
just shifted forward or backward. 
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Problem 1.2 (10 Points) 
Review MATLAB help on these commands: 

• realmin 
• realmax 
• eps 

Now use the eps for both single and double accuracy levels and compute the below series by 
calling a RECURSIVE function. Compute the relative and absolute accuracy and compare it by errors 
associated with numerical representation in your computer. 

2 = 1+
1

2
+
1

2
2
+
1

2
3
+
1

2
4
+ .....

Solution: 
MATLAB HELP: 
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“eps” command is capable of estimating numerical round off errors, both absolute and relative one. Note 
that an upper bound for “round off relative error” due to numerical representation exists (also reflected in 
significant digits). This comes from limited number of bits associated with mantissa. Indeed for double and 
single precision it is 2^-52 and 2^-23 (for more information refer to http://www.hal-pc.org/~clyndes/computer-
arithmetic/floats.html). Whenever we sum two numbers that their ratio is around eps, one of them will almost be 
totally lost. 

On the other hand “realmax” and “realmin” commands show the maximum and minimum positive 
representable numbers with full possible significant digits. This takes into account the bits associated with 
exponent as well. Numbers greater than realmax be approximated infinity. Numbers below realmin start to lose 
their significant digits (the initial mantissa bits becomes zero). We have always to be careful if our numbers 
becomes around this limits. We can not exceed the realmax limit but we might be able to get non-zero numbers 
below realmin value (and as low as to eps*realmin, however they are suspicious values and their significant 
digits are questionable. The below run can better clarify this: 
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PROGRAM: 
The attached file C2p29_PSET1_2.m provides the solution. The program adds terms as long as 

“S” changes due to new term. Then it continues until the last term is approximated by zero. In the 
program the series is represented as below: 

S
n
= 2

! i

i=0

n

" , limS
n
= 2

n#$

The program output is shown in the following pages. For both single and double precision the 
relative and absolute error reported is EXACTLY zero. However, this is only due to limited available 
significant digits. In other words, the error is zero only up to the significant digits. Indeed careful 
examination proves that for example for double precision, the summation is stationary right after 2^-53 
(equal to eps(‘double’)/2=eps(2)/4). However, the series terms are not zero and we can still have non 
zero represented ai up to the 2^-1074 (note that 1074=52+1022 when 2^-1022=realmin(‘double’) and 2^-
1074=eps(0) ). Similar statements can be made for single precision. 

We might be interested in computation of truncation error (here fortunately it is rounded to zero). 
For that purpose we will use the below formula for summation of decreasing geometrical series: 

Sn = a
0
q
i

i=0

n

!

if q < 1" limSn =
n#$

a
0

1% q

Now for double precision the truncated terms begin with 2^-54. So we have: 
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AbsoluteError =
2
!54

1!
1

2

= 2
!53

Re lativeError =
2
!53

2
= 2

!54

And as can be seen this numbers are comparable to eps(‘double’)=2^-52. Similar calculations for 
single precision shows that relative and absolute errors due to truncation are 2^-25 and 2^-24. 
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Problem 1.3 (10 Points) 
For a uniform inviscid flow passing a sphere with radius “R”, the potential field is given by: 

!(r,") =U(r +
R
3

2r
2
)cos(")

Here U is the far field velocity and the far field pressure is zero. 
a) 
b) 
c) 
d) 

Compute the fluid velocity and plot it. 
Discuss and evaluate the boundary conditions in infinity and in r=R. 
Compute the pressure field and plot it. 
Compute the drag force. 

Solution: 
a) 

 

r
V = !"

V
r
=

#"

#r
= U(1$ (

R

r
)
3
)cos(%)

V% =
1

r

#"

#%
= $U(1+

1

2
(
R

r
)
3
)sin(%)

The attached file C2p29_PSET1_3.m generates a graph for fluid velocity and pressure contours. 
Figure is show on the next pages. 

b) 
Velocity at infinity (as expected to be a uniform field): 

 

V
r
(r!",#) = U cos(#)

V
#
(r!",#) = $U sin(#)

r
V (r!",#) = V

r
e
r
+V

#
e
#
=Ue

z

Velocity at r=R: 

V
r
(r = R,!) = 0

V
!
(r = R,!) = "

3

2
U sin(!)

The radial velocity at sphere surface is zero. However, the tangential velocity is not zero because 
the flow is inviscid and we cannot include boundary layer effect and etc. 
c) 

Gravity term is ignored and steady flow with Bernoulli relation is utilized. It is taken into 
account that every streamline passes through infinity, and there it has zero pressure and U velocity. 

 

const =
1

2

r
V

2

+
P

!

1

2
U

2
+ 0 =

P

!
+
1

2
{[U(1" (

R

r
)
3
)cos(#)]2 + [U(1+

1

2
(
R

r
)
3
)sin(#)]2}
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P =
1

2
!U 2

{1" [(1" (
R

r
)
3
)cos(#)]2 " [(1+

1

2
(
R

r
)
3
)sin(#)]2}

The maximum pressure occurs at front and back stagnation points and is equal to 

P(r = R,! = 0 or " ) =
1

2
#U 2

P(r = R,! = ±
"

2
) = #

5

8
$U 2

. The minimum pressure occurs at top and bottom of sphere and is equal to 

.


d) 
The pressure has to be integrated in the sphere surface to compute the drag force. However, the 

net drag force will be zero due to symmetry. 
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Problem 1.4 (30 Points) 
The sec(x) is defined as the inverse of cos(x): 

sec(x) =
1

cos(x)

a)	 Drive the Taylor series for both sec(x) and cos(x) around x=0. Note that the coefficients 
of sec(x)’s Taylor series are somehow complicated so you might need a program to 
evaluate them. 

b)	 Write down the numerical value of 1st eight coefficients of sec(x)’s Taylor series. 

c)	 Now compute the by its Taylor’s series expansion. Sum up the series from the 

1st term until the nth term; when the last term is smaller than “esp”. Report “n” beside 
absolute and relative error. 

d)	 Discuss whether the error is smaller than “eps” or not. Now repeat the part c; but stop 
the summation when for the first time, the last nonzero term is smaller than “esp” and is 
approximated by zero in your computer. 

e)	 Repeat part c, but this time stop the summation when for the 1st time adding a nonzero 
term does not change the value of sec(x). Can you somehow approximate an 
upperbound for the error just from the numerical representation? 

f) Repeat part c, d and e when sec(x) and series terms are represented by “single” data type 
(instead of default MATLAB data type, “double”, which were used in previous parts). 

g) Repeat part c, d and e; but this time, with known n, sum up the series from n to 1. Do 
you get better results? Discuss. 

In practice the summation stops whenever either the condition e or the condition c (more 
conservatively d) is satisfied. From now on implement both conditions at the same time for 
computing both sec(x) and cos(x). 

h) Compute sec(x) by inversing the cos(x). However, compute the cos(x) from its series 
expansion. Report “n” as well as absolute and relative errors. 

i) Which way of computing sec(x) is better? Discuss. If we want to use a reverse 
summation scheme; can you estimate the n by which the summation should start? 

j) Compare n and errors for computing sec(x) by its own series versus cos(x) series for 

cases when 

Solution: 
a) 

The Taylor’s series can be given by this formula: 

sec(
!

4
)

x =
!

8
,
3!

8
,
!

16
,
7!

16
. 

f (x
0
+ !x) " f (x

0
) + f

(i )
(x

0
)

i=1

#

$
!x

i

i!

To compute the cos(x) Taylor’s series around zero, we have to compute all order of its 
derivatives around zero. Fortunately this is easy for cos(x): 
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d cos(x)

dx
= + sin(x)

d
2
cos(x)

dx
2

= ! cos(x)

d
3
cos(x)

dx
3

= ! sin(x)

d
4
cos(x)

dx
4

= + cos(x)

M

Now if we evaluate above relation at x=0 we have: 

 
f = cos(x)! f

(2k )
(0) = ("1)

k
, f

(2k+1)
(0) = 0 k = 1,2,3,K

Substitution of above values in the main equation leads to below Taylor expansion for cos(x). 
Note that convergence test proves that it will converge for all values of x. 

 

cos(x) ! 1+ ("1)
i=1

#

$
i
x
2i

(2i)!
= 1"

x
2

2!
+
x
4

4!
"
x
6

6!
+L for !all x

We have to follow the same approach for finding Taylor expansion of sec(x) (which is a unique 
expansion). However, the evaluation of derivative of sec(x) is rather complicated. Instead here we use a 
recursive method by application of below derivative rule to ysec(x)=1. This seems to be one of the 
easiest direct ways to compute Taylor expansion of sec(x). Also, there are more advanced approaches to 
compute the coefficients and derive closed formula expansion for them, which we ignore due to 
advanced mathematic prerequisites for them. 

 

f = f
1
f
2

f
(1)
= f

1

(1)
f
2
+ f

1
f
2

(1)

f
(2)

= f
1

(2)
f
2
+ 2 f

1

(1)
f
2

(1)
+ f

1
f
2

(2)

f
(3)

= f
1

(3)
f
2
+ 3 f

1

(2)
f
2

(1)
+ 3 f

1

(1)
f
2

(2)
+ f

1
f
2

(3)

M

This formula relates the consecutive differentiation of a product to the Newton’s polynomial 
expansion: 

f = f
1
f
2

f
(n)

=
n

r

!
"#

$
%&r=0

n

' f
1

(r )
f
2

(n( r )
, where

n

r

!
"#

$
%&
=

n!

r! n ( r( )!
Application of above formula to 1=y*cos(x) leads to: 
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1 = ycos(x)

0 = y
(1)
cos(x) ! ysin(x)

0 = y
(2)
cos(x) ! 2y

(1)
sin(x) ! ycos(x)

0 = y
(3)
cos(x) ! 3y

(2)
sin(x) ! 3y

(1)
cos(x) + ysin(x)

M

Evaluation of above formula at x=0 leads to below relation. Note that we have omitted (x=0) 
from here forward: 

 

1 = y

0 = y
(1)

0 = y
(2)

! y

0 = y
(3)

0 = y
(4 )

! 6y
(2)

+ y

0 = y
(5)

0 = y
(6)

!15y
(4 )

+15y
(2)

! y

M

This leads to the recursive formula2: 

y
(2k+1)

= 0

y
(2k )

= !
2k

2i

"
#$

%
&'i=1

k

( (!1)i y(2k!2i )

b) 
The attached script C2p29_PSET1_4.m computes the coefficients. Please note that the odd 

coefficients are zero as we expected from the function being an even function. 

 

k = 0,1,2,3,K

y
(2k )

= [1 1 5     61        1385       50521                        2702765 K]

y
(2k )

(2k)!
= [1 1  0.5   0.2083   0.08472   0.034350198412698 0.013922233245150 K]

So the sec(x) Taylor’s expansion can be computed: 

 

sec(x) ! y
(2i ) x

2i

(2i)!i=0

"

# = 1+
x
2

2!
+
5x

4

4!
+
61x

6

6!
+
1385x

8

8!
L Converging for x <

$

2

c) 
We know the exact solution: 

2 Here we can define Euler number Ek where: y(2k ) = (!1)k Ek . For more information refer to eg 
http://en.wikipedia.org/wiki/Trigonometric_function. 
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sec(
!

4
) =

1

cos(
!

4
)

= 2

The program output is shown on the next page. For example in part c, the summation stops at 
2k=56 and we have a relative error of order -4.71e-16. Please note that with modulation of script, it is 
rather easy to run various variations of it for incoming parts of problem. 

Also please note that due to limited significant digits, we have some errors for combinatorial 
function when 2k>15 and also some error for factorial function when 2k>21. 

d) 
Assume that “f” is the value of function. Then in general the error could be larger than eps(f)3, 

because while the last term is smaller than eps(f) the summation of truncated terms could be bigger than 
eps(f) (e.g. in previous problem the summation of truncated terms was two times the first truncated 
term). However, since the series usually converge very fast, the error will be of order eps(f) , where f is 
the value of function. Here eps(f)=2.22e-16 and absolute error is -6.66e-16. Also the relative error (here 
-4.71e-16) is comparable with eps=esp(1)=2.22e-16. 

Since the series convergence is rather slow, we see that for last term to be approximated to zero; 
we have to go to 2k=174 (compare with case c: when 2k=56). Unfortunately the new terms (covering 
almost from 0.5*eps to realmin) do not bring any improvement because all of them are smaller than 
eps(f) and all of them will be truncated in the forward summation. 

e) 
Here we get similar results to part c. This is because the eps(1) is equal to eps(f) for 

f=1.41<1+1/2. However, in general the summation stops whenever, we do not have an improvement for 
the summation (the last term is smaller than 0.5*eps(f)) or the last term becomes smaller than realmin. 

f) 
The relative error in all three cases is equal to esp(‘single’). However, we need to compute fewer 

terms. For example in part c for double we need 2k=56 and here 2k=26. 

g) 
In all cases the relative error is divided by four while using the same number of terms. Indeed in 

general it is better to first sum over smaller number. However, we should be aware that: 
- This needs higher amount of memory, because a lot of terms are computed with forward 

recursion (like factorial, power terms and derivativs) and then the summation is done with 
backward recursion. Here the memory constraint is ignorable for vectors with size about 
50. 

- The other concern is that where we have to start the backward recursion. An initial guess 
could be when the last term is of order eps(f). However, even then the order is not trivial to 
find. Here the order becomes 2k=56 from case c. As shown in the program output even if 
we start with 2k=76 we do not get any improvement. 

3 Since f=1.41 is very close to one, the value of f*eps=f*eps(1)=3.14e-16 is of the same order as eps(f)=2.22e-
16=eps(1). 
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h) 
With only 11 terms (2k=20), the cos(x) series converges and the absolute and relative errors are 

zero up to all 15 available significant digits. 

i) 
Clearly cos(x) expansion has a faster convergence (due to lower coefficients and alternating 

signs). Indeed as will be seen in the next part this is true for other values of x and especially when x gets 

close to 
!

2
(the convergence limit of sec(x) function). So if we ignore the computational cost of division 

(which is less than computing Euler’s numbers!) the computation with 1/cos(x) is faster. 
Also as discussed in part g, the inverse summation can improve the accuracy. However, it does 

not help cos(x) series, because its terms drop very quickly (by a 
x
2

(2k !1)(2k)
factor). On the other hand 

we see that the error for sec(x) is dropped by a factor of ¼ for backward summation.

In part g we discussed how we can find the last term (equal to realmin or eps(f) ). In general


computing the right n (here 2k) is difficult, but below relation can help for estimation of n!: 

n!! 2"n (
n

e
)
n

j) 

Exact sec(x) value at x =
!

8
,
3!

8
,
!

16
,
7!

16
can be computed from below relation: 

cos
2
x =

1+ cos2x

2

So we have: 

cos
!

8
=

1+ cos2
!

8

2
=

1+ cos
!

4

2
=

1+
1

2

2
=

1+ 2

2 2

This can also be used to compute cos
!

16
. Then we have: 

cos
3!

8
= cos(

!

2
"
!

8
) = sin

!

8
= 1" cos

2 !

8

cos
7!

16
= 1" cos

2
!

16

The numerical results are shown on the next page. Accordingly sec(x) has a slower convergence 

compared with cos(x). When x gets close to 
!

2
, the sec(x) series has too much error and still we need to 

x =
7!

16
compute a lot of terms. For example for cos(x) converges with 2k=24 and 1.55e-15 as its 

relative error. On the other hand, sec(x) has 2k=174 and its relative error is 5 order of magnitude larger 
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and equal to -1.12e-10. More surprisingly if we use 2k=24 for sec(x), then we have unacceptable relative 
error of 3.29%. 
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