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Note: This question paper contains two parts A and B.
. .. Part A is cornpulsory which carries 25 marks. Answer all questions
:.. : "Part B consisLs of 5 Units. Answer an) one full quq5tloir lrom

Each question carries 10 marks and may have a, b, c as sub questions.

PART. A

l.a) Definc Data ware housing.
b) Differenriarc OLAP, nOip and HOLAp
c) Discuss about subset selection
d) Mention any three measures of Similarity.
e) Define Association rule mining two ste]r processes.
f) Write short note on support and confidence measures.
g)...Mentiontypes.o{classifiertechniques.]
h)' Define Pre-prulning and posr piuning
i) Discuss on Agglomerative and Divisive crustering techniclues.j) Mention the various types of clustering methods.

(25 Marks)
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PART.B

Explain aatdi 
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process of' knowledge::
Functionalities of Data mining.

OR

How can the data cube be efficiently constructed for discovery-driven
Fxplain vario"us.operations of. aData Cube.
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4. Explain the various Data pre-processing techniques. How data reducrion helps in datapre-processing. 
t10l

3. Differentiate Operational database systems and data warehousing. Explain the star

,".", ,."".r"h"*a 
and...^fact constellatio!.-s.c. hemas. , .,.[ 10]

OR

6. How can we mine multilevel Association rules efficiently using concept
Explain. Illustrate with an A-priori algorithm fbr the given dutur"t below.

TID List of items

001
i",:

002 Dal, sugar, wheatjam

003 Milk, bread, curd. paneer

004 Wheat, paneer, dal, sugar

Q0s Milk, panebi,.6read

006 Wheat, dal, paneer, bread

h ierarch ies ?
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milX, dall.!.r{g,}r, bread :'.'.'.:
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8.

C'n..Y. clesign a method tltat mines the complete set of frequent ircrn rets uithour
candidate generation? If yes, explain with erampie rable menrioned aboye. Ll0l

Describe the data classification process wrth a neat diagram. How docs the Naive
Bal,esian classification works? Explain. t10J

9.

10.

11:,

What is prediction'l Explein rhe vuriuLrs pr.ediction techniques. Explain about Decision

I 101
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tree Induction classification technique.

what are outliers? Discuss the methods adopted for outlier detection.
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