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Preface

Idea of using soccer game for promoting science and technology of artificial intelligence and 
robotics has been presented in early 90’ of the last century. Researchers in many different 
scientific fields all over the world recognized this idea as an inspiring challenge. Robot soccer 
research is interdisciplinary, complex, demanding but most of all – fun and motivational. 
Obtained knowledge and results of research can easily be transferred and applied to 
numerous applications and projects dealing with relating fields such as robotics, electronics, 
mechanical engineering, artificial intelligence, etc. As a consequence, we are witnesses of 
rapid advancement in this field with numerous robot soccer competitions and vast number 
of teams and team members. The best illustration is numbers from the RoboCup 2009 world 
championship held in Graz, Austria which gathered around 2300 participants in over 400 
teams from 44 nations. Attendance numbers at various robot soccer events shows that interest 
in robot soccer goes beyond the academic and R&D community. 

Several experts have been invited to present state of the art in this growing area. It was 
impossible to cover all the aspects of the research in detail but through the chapters of this 
book, various topics were elaborated. Among them are hardware architecture and controllers, 
software design, sensor and information fusion, reasoning and control, development of more 
robust and intelligent robot soccer strategies, AI-based paradigms, robot communication and 
simulations as well as some other issues such as educational aspect. Some strict partition 
of chapter in this book hasn’t been done because areas of research are overlapping and 
interweaving. However, it can be said that beginning chapters are more system - oriented 
with wider scope of presented research while later chapters are generally dealing with some 
more particular aspects of robot soccer. 

I would like to thank all authors for their contribution and to all those people who helped 
in finalisation of this project. Finally, I hope that readers will find this book interesting and 
informative.

Vladan Papić
University of Split 
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1. Introduction 
 

Robot Soccer becomes more popular robot competition over the last decade. It is the passion of 
the robot fans. There are some international soccer robot organizations who divide the 
competitions into several leagues, each of these leagues focus on the different technologies.  
In this chapter, the rules and history of RoboCup Small Size League games will be 
introduced shortly. That can make the audience understand the current design style 
smoothly. Comparing the small robot with our human being, we can easily find that the 
mechanism looks like one’s body, the circuit looks like one’s nerve, the control logic looks 
like one’s cerebellum, the vision system looks like one’s eyes and the off-field computer 
which is used for decisions looks like one’s cerebrum. After all, the RoboCup motto is: “By 
the year 2050, develop a team of fully autonomous humanoid robots that can play and win 
against the human world champion soccer team” (Official RoboCup Org., 2007). 
Nowadays, with the development of LSI, the applications of FPGA make the circuit design 
more simple and convenient, especially for the soccer robot which always needs to be 
programmed in the field. A soft-core CPU which can be embedded in FPGA can fill a gap in 
the FPGA control logic and can also make the design more flexible. In this chapter, the 
circuit design configuration of our soccer robot which is developed based on FPGA is 
introduced, including real-time control system, the function of each module, the program 
flow, the performance and so on.  
After we got a stable control system based on single CPU in the FPGA, we start to make an 
attempt to embed multiple CPUs in the control system. It gets an obvious advantage of high 
performance that two CPUs can work at the same time. Although one CPU can meet the 
request of global vision, multiple CPUs could pave the way for self vision systems or more 
complicated control logic.  

 
2. Background 
 

2.1 RoboCup (Official RoboCup Org., 2007) 
RoboCup is an annual international competition aimed at promoting the research and 
development of artificial intelligence and robotic systems. The competition focuses on the 
development of robotics in the areas of:  

1
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 Multi-Agent robots planning and coordination  
 Pattern Recognition and real time control  
 Sensing Technology 
 Vision Systems (both global and local cameras) 
 Mechanical design and construction 
The RoboCup World Championship consists of different levels:  
 Soccer Simulation League 
 Small Size Robot League  
 Middle Size Robot League 
 Standard Platform League 
 Humanoid League 
RoboCup is a competition domain designed to advance robotics and AI research through a 
friendly competition. Small Size robot soccer focuses on the problems of intelligent multi-
agent cooperation and controlling in a highly dynamic environment with a hybrid 
centralized or distributed system.  
 

Vision
System

Multi-Agent 
Planning System

Path Program
System

C

 
Fig. 1. Overview of the entire robot system 
 
A Small Size robot soccer game takes place between two teams of five robots each. The 
environment of the game shows in Figure 1. Each robot must conform to the dimensions as 
specified in the rules: The robot must fit within a 180mm diameter circle and must be no 
higher than 15cm unless they use on-board vision. The robots play soccer (an orange golf 
ball) on a green carpeted field that is 6050mm long by 4050mm wide (Official RoboCup 
Org., 2007). For the detail rules,. For the detail rules, please refer RoboCup web site. Robots 
come in two ways, those with local on-board vision sensors and those with global vision. 
Global vision robots, by far the most common variety, use an overhead camera and off-field 
PC to identify and drive them to move around the field by wireless communication. The 
overhead camera is attached to a camera bar located 4m above the playing surface. Local 
vision robots have the sensing on themselves. The vision information is either processed 
onboard the robot or transmitted back to the off-field PC for processing. An off-field PC is 
used to communication referee commands and position information to the robots in the case 
of overhead vision. Typically the off-field PC also performs most, if not all, of the processing 

 

required for coordination and control of the robots. Communications is wireless and 
Wireless communication typically uses dedicated commercial transmitter/receiver units. 
Building a successful team requires clever design, implementation and integration of many 
hardware and software sub-components that makes small size robot soccer a very 
interesting and challenging domain for research and education. 

 
2.2 System Overview 
The robot system is a layered set containing subsystems which perform different tasks. 
Figure 1 shows the flow diagram that how the system is laid out. An overview of the system 
is given bellow by following the flow of the information from the camera to the robots 
actuators (motors). 
The overhead digital camera captures global images of the field by 60 fps. The vision system 
(software installed in off-field PC) processes these images to identify and locate the robots 
and the ball. The environment and state information of the field are sent to the Multi-Agent 
Planning System (MAPS). MAPS is the highest level planner of the robot system, arranges 
the task of the whole team, actually, arranges each individual robot’s action and its action 
location. Some actions include KICK and DEFEND (Ball D., 2001).  
After each robot has an action, the Path Program system calculates the path for the robot to 
achieve its action, and optimizes path for each robot.  
In the robots, there is a motion system which can accelerate and decelerate the robot to the 
desire speed and distance by creating force limited trajectories. The motion system ensures 
wheel slip to a minimum. 
 

 
Fig. 2. The 3D assembly drawing of the small size robot 
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2.3 Mechanical Design 
The mechanical design is consisted of an omni-directional drive system, a powerful 
crossbow kicker, a scoop shot kicker and a dribbler. It should be a compact and robust 
design. All the robots are of the same mechanical design, a mass of 4.2 kilograms each. The 
robots are constructed using aluminum that gives them a strong but light frame. The robots 
have a low centre of mass, achieved by placing the solenoid, the majority of the batteries and 
the motors on the chassis. It can reduce weight transfer between wheels as the robot 
accelerates based on the low centre of mass. Consistent weight transfer leads to less slip of 
the wheels across the playing surface. The whole assembly drawing is shown in Figure 2. 
Omni-Directional Drive 
For maximum agility, the robots have omni-directional drive. The robot omni-directional 
drive is implemented by using four motors each with one omni-directional wheel. The angle 
of the front wheels is 120 degree, because we should add ball control mechanism and kicker 
between the front wheels. It is 90 degrees between the back wheels. During the year 2007, 
we use the DC motors. But now, we start to use brushless motors to save more space and 
improve the performance. Figure 3 shows the 3D assembly drawing of the small size robot 
chassis with brushless motors. 
 

 
Fig. 3. The 3D assembly drawing of the small size robot chassis with brushless motors 
 
Kicker 
The robots feature a powerful kicking mechanism that is able to project the golf ball at 
6.2m/s. The kicking mechanism for the Robots is a crossbow and uses a solenoid to generate 
the energy. The kicking mechanism, while mechanically simple, uses only one solenoid to 
retract the crossbow. The plate that strikes the golf ball is the same mass as the golf ball. This 

 

gives maximum efficiency of energy transfer, this experience is mentioned in reference (Ball 
D., 2001). There is also another solenoid and related mechanism for scoop shot. 
Ball Control Mechanism 
The ball control device of Robots is a rotating rubber cylinder that applies backspin to the 
golf ball when touching. Here we use a 6 Volt 2224 MiniMotor to drive the shaft. A 10:1 
gearbox is used between the motor and the shaft. One feature of the Robots ball control 
mechanism is that the cylinder is separated into 2 parts. When the ball is located in this 
dribbler, it has the benefit as the crossbow kicker could give a more accurate and powerful 
kick to a ball located in the centre of the ball control mechanism. 

 
2.4 Electrical Control System  
Comparing a robot to a human, the electrical control system of the robot would be 
equivalent to a nervous system of human being. In humans, actions are commanded 
through the nervous system, and sensed information is returned through the same system. 
There is no difference in the robots. Sending commands and receiving sensed information 
are the responsibilities of a critical human organ, the brain. The micro control system in the 
soccer robot is equivalent to a brain. 
 

 
Fig. 4. The Soccer Robot with Electronic Control system.  
 
Acting as a metaphorical brain, the micro control system must process received information 
and generate the appropriate response. The off-field artificial intelligence (AI) computer 
does most of the required brainwork to make the robots play a recognizable game of soccer, 
but the on board brain translates the AI’s decisions into robotic actions and does the 
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required thought-processing which is needed to maintain these actions. Encoded commands 
are received from the AI computer via a wireless module. 
By decoding these commands, the microcontroller system determines whether to kick, 
dribble or move. Onboard sensor feedback indicates if the robot should carry out a kick 
command. Adequate microcontrollers are necessary for quick and reliable processing of 
these inputs and outputs. 
Microcontrollers are microprocessors with a variety of features and functionality built into 
one chip, allowing for their use as a single solution for control applications. The operation of 
a microcontroller revolves around the core Central Processing Unit (CPU), which runs 
programs from internal memory to carry out a task. Such a task may be as simple as 
performing mathematical calculations, as is done by an ordinary CPU of a personal 
computer. On the other hand, the task may be more complex, involving one or many of the 
microcontroller’s hardware features including: communications ports, input/output (I/O) 
ports, analog-to-digital converters (A/D), timers/counters, and specialized pulse width 
modulation (PWM) outputs. With access to hardware ports, the CPU can interface with 
external devices to control the robot, gather input from sensors, and communicate with off-
field PC by wireless. The control of these ports, handled by the program running on the 
CPU, allows for a great deal of flexibility. Inputs and outputs can be timed to occur in 
specific sequences, or even based on the occurrence of another input or output. A major 
drawback of microcontrollers is that, there are usually constraints to design and implement 
a system in a reasonable size for integration in compact systems, because so much 
processing power can be provided due to the need to fit the CPU and all of the hardware 
features onto the same chip.  
 
3. Previous Control System 
 

3.1 Control Part 
The first real-time and embedded control system of our robots was designed in competitions 
of year 2006 by us (Zhenyu W. et al., 2007). It was remarkably reliable, and had run without 
big failure in 2007 China RoboCup Competitions as well as periods of testing and numerous 
demonstrations.  
The robots’ main CPU board uses TI TMS320F2812, a 32 bit DSP processor, as a CPU. With 
the high performance static CMOS technology, it works at a frequency of 150 MHz. This 
processor executes the low level motor control loop. The major benefit of using this 
processor is its Event Managers. The two Event Managers have 16 channels Pulse Width 
Modulation (PWM) generation pins that can be configured independently for a variety of 
tasks. Except for the kicker mechanism, the motors have encoders for fast and immediate 
local feedback.  
A DSP and FPGA based digital control system has already been developed for the control 
system where FPGA gathers the data and DSP computes with it in 2006. Figure 5 describes 
the frame of the previous control system. This hardware architecture takes the advantage of 
the higher computation load of DSP and the rapid process. 
In this Figure, there are two broken line frames, one is DSP board, and the other one is 
FPGA board. On the DSP board, DSP processor communicates with wireless module by 
serial interface. If the wireless module gets data from the off-field PC, it generates an 
interrupt to the DSP processor. When DSP is interrupted, it resets the PID parameter, then, 

 

starts a new PID control loop. After a new speed is calculated, DSP processor drivers the 
motors by PWM signal. 
On the FPGA board, there are FPGA, RAM, flash memory, kicker control circuit, LED, etc. 
FPGA is used to connect with these peripherals and has the features below: 
 save and fetch data in RAM and flash 
 decode the signals from the 512 lines motor speed encoders 
 display the system states by LED 
 control the kicker 
 gather the information of the acceleration 
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Fig. 5. The DSP and FPGA based digital control system (Zhenyu W. et al., 2007) 
 
The innovative idea of the previous control system is that DSP controls each peripheral by 
writing and reading data of the registers at specific addresses in FPGA. The rest of tasks are 
done by FPGA except wireless communication and motor PWM control.  

 
3.1.1 DSP 
The TMS320F2812 devices, member of the TMS320C28x DSP generation, is highly 
integrated, high-performance solutions for demanding control applications. The C28x DSP 
generation is the newest member of the TMS320C2000 DSP platform. Additionally, the C28x 
is a very efficient C/C++ engine, hence enabling users to develop not only their system 
control software in a high-level language, but also enables math algorithms to be developed 
using C/C++. The C28x is as efficient in DSP math tasks as it is in system control tasks that 
typically are handled by microcontroller devices. The 32 x 32 bit MAC capabilities of the 
C28x and its 64-bit processing capabilities, enable the C28x to efficiently handle higher 
numerical resolution problems that would otherwise demand a more expensive floating-
point processor solution. Add to this the fast interrupt response with automatic context save 
of critical registers, resulting in a device that is capable of servicing many asynchronous 
events with minimal latency. Special store conditional operations further improve 
performance (TI Corp., 2004).  
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Fig. 5. The DSP and FPGA based digital control system (Zhenyu W. et al., 2007) 
 
The innovative idea of the previous control system is that DSP controls each peripheral by 
writing and reading data of the registers at specific addresses in FPGA. The rest of tasks are 
done by FPGA except wireless communication and motor PWM control.  

 
3.1.1 DSP 
The TMS320F2812 devices, member of the TMS320C28x DSP generation, is highly 
integrated, high-performance solutions for demanding control applications. The C28x DSP 
generation is the newest member of the TMS320C2000 DSP platform. Additionally, the C28x 
is a very efficient C/C++ engine, hence enabling users to develop not only their system 
control software in a high-level language, but also enables math algorithms to be developed 
using C/C++. The C28x is as efficient in DSP math tasks as it is in system control tasks that 
typically are handled by microcontroller devices. The 32 x 32 bit MAC capabilities of the 
C28x and its 64-bit processing capabilities, enable the C28x to efficiently handle higher 
numerical resolution problems that would otherwise demand a more expensive floating-
point processor solution. Add to this the fast interrupt response with automatic context save 
of critical registers, resulting in a device that is capable of servicing many asynchronous 
events with minimal latency. Special store conditional operations further improve 
performance (TI Corp., 2004).  
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3.1.2 FPGA 
The Field Programmable Gate Array (FPGA) plays an important role in the sub-system on 
the robots. In the motion control system, the FPGA provides the interface between the motor 
encoder and the motion control DSP. It takes the two motor encoder signals to decode the 
speed of each motor. It can also be used to control the peripherals by setting the registers at 
the special address. During the design period of the previous control system, we compared 
a number of FPGAs in the MAX 7000 family and Cyclone family to choose the one that 
satisfied our requirements.  
One major factor we considered is in-system programmability since the FPGAs are able to 
be programmed on board. The capacity of MAX 7000S family chip is so little, and when we 
select a suitable type, the price is very high. While most of the FPGAs in the EP1C3 family 
meet our needs, our final board design uses this family FPGA. EP1C3 devices are in-system 
programmable via an industry standard 10-pin Joint Test Action Group (JTAG) interface. 
With a large capacity of LEs, it leaves us room for future additions. For our actual 
implementation and functional testing, we chose the EP1C3T114C6 type FPGA. The number 
of available LEs determines how complicated our circuit can be. The EP1C3T114C6 has 2,910 
LEs. As a point of reference, our final design utilizes 27% of all the usable resource. This 
covers miscellaneous logic to support enable functionality. The maximum number user I/O 
pins for the EP1C3T114C6 is 144 and we used 129 in our final design. These numbers are all 
on the order of nanoseconds and easily met our requirements. Our final circuit could run at 
speed of 45.7MHz. 

 
3.2 Wireless module 
Fast and compatible wireless communication module is required for the heavy task such as 
increasing the speed of transmission and reducing the latency of the entire system. In 
addition, the system must exhibit a high level of interference rejection and low error rate. 
In order that a robot works successfully, it must be able to receive up-to-date game data 
rapidly and consistently. To meet these requirements, the following properties are necessary 
for a communications system: 
 High transmission speed 
 Low latency 
 Interference rejection 
 Low error rate 
 

 
Fig. 6. Full Duplex System 

 

Figure 6 shows the communicated method between robots and the off-field PC. The  
off-field PC sends motion instructions to the robot by a USB emitter, and also can get the 
states and information of them by the wireless communication. 
For fast and steady communication, we selected PTR4000 wireless module. The central chip 
of PTR4000 is nRF2401 which is a single-chip radio transceiver for the world wide 2.4-2.5 
GHz ISM band. The transceiver consists of a fully integrated frequency synthesizer, a power 
amplifier, a crystal oscillator and a modulator. Output power and frequency channels are 
easily programmable by use of the 3-wire serial bus. Current consumption is very low, only 
10.5mA at an output power of -5dBm and 18mA in receive mode.  

 
3.3 Motor control 
The reactive control loop is initiated every millisecond by the Event managers (EVA and 
EVB). Once robot receives its desired velocities, it can calculate the wheel velocities and then 
sends and then sends them the PWM signals to the motors. Figure 7 illustrates the control 
model that is implemented in the reactive control loop with motors. In determining the 
output of the system the control loop calculates the proportional and integral errors of the 
wheel velocities. The velocity proportional errors for each of the wheels are calculated. 
 

 
Fig. 7. The control module implemented in our robots in 2006 

 
3.4 Evaluation  
In the year 2006, the control system of the robot was a modular design that is fully capable 
of performing its required tasks. But the design is mainly constrained by some related 
factors: 
 Long design period 
 hard modification 
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There are many chips and many supply voltages, that will cause wire congestion and large 
area. Many interfaces between the two boards, it is easy to make mistakes. So, we explore a 
new method to simplify the design. 

 
4. New System 
 

4.1 System on a Chip 
System on a Chip or System On Chip (SoC or SOC) is an idea of integrating all components 
of a computer or other electronic system into a single integrated circuit (chip). It may 
contain digital signals, analog signals, mixed-signal, and radio-frequency function on one 
chip. A typical application is in the area of embedded systems (Wikipedia, 2009). 
With the planned improvements and designs for new control system, the previous system 
was no longer sufficient, thus we have to select and design a new system. This process of 
designing the onboard brain for the new robots involved many steps. It was important to 
understand the workings of the previous system in order to make educated decisions about 
improving upon the old design. In addition, it was important to be in contact with the other 
team members who were concurrently designing and developing electrical components that 
directly interact with the DSP. It is necessary that the interface between those components 
and different processors should be the easily to change. This information was the basis upon 
which we selected the candidate for the new microcontroller selection and also the 
succeeding evaluation process.  
For the new control system, we decide to use SoC as the kernel of the control system. When 
considering the new processor, Nios II processor, a soft core processor based on FPGA, 
enters the field of our vision. 

 
4.2 Nios II Processor 
 

4.2.1 Nios II Processor 
The Nios II processor is a general-purpose RISC processor core, provided by Altera Corp. Its 
features are (Altera Corp. 2006): 
 Full 32-bit instruction set, data path, and address space 
 32 general-purpose registers 
 32 external interrupt sources 
 Single-instruction 32 × 32 multiply and divide producing a 32-bit result 
 Dedicated instructions for computing 64-bit and 128-bit products of multiplication 
 Floating-point instructions for single-precision floating-point operations 
 Single-instruction barrel shifter 
 Access to a variety of on-chip peripherals, and interfaces to off-chip memories and 

peripherals 
 Software development environment based on the GNU C/C++ tool chain and Eclipse 

IDE 

 

  
Fig. 8. Example of a Nios II Processor System (Altera Corp., 2006) 
 
A Nios II processor system is the system that we can generate it with one or more Nios II 
processors, on-chip ROM, RAM, GPIO, Timer and so on. It can add or delete the peripherals 
and regenerate the system in minutes. Figure 8 is just an example of this system. 
If the prototype system adequately meets design requirements using an Altera-provided 
reference design, the reference design can be copied and used as-is in the final hardware 
platform. Otherwise, we can customize the Nios II processor system until it meets cost or 
performance requirements. 

 
4.2.2 Advantage of Nios II Processor 
This section introduces Nios II concepts deeply relating to our design. For more details, refer 
(Altera Corp., 2006).  
Configurable Soft-Core Processor 
The Nios II processor is one of configurable soft-core processors provided by Altera Corp., 
as opposed to a fixed, off-the-shelf microcontroller. “Configurable” means that features can 
be added or removed on a system-by-system basis to meet performance or price goals. 
“Soft-core” means the CPU core is offered in “soft” design form (i.e., not fixed in silicon), 
and can be targeted to any FPGA. The users can configure the Nios II processor and 
peripherals to meet their specifications, and then program the system into an Altera FPGA, 
and also they can use readymade Nios II system designs. If these designs meet the system 
requirements, there is no need to configure the design further. In addition, software 
designers can use the Nios II instruction set simulator to begin writing and debugging Nios 
II applications before the final hardware configuration is determined. 
Flexible Peripheral Set & Address Map 
A flexible peripheral set is one of the most notable features of Nios II processor systems. 
Because of the soft-core nature of the Nios II processor, designers can easily build the Nios II 
processor systems with the exact peripheral set required for the target applications. 
A corollary of flexible peripherals is a flexible address map. Software constructs are 
provided to access memory and peripherals generically, independently of address location. 
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Therefore, the flexible peripheral set and address map does not affect application 
developers. 
Automated System Generation 
Altera’s SOPC Builder design tool is used to configure processor features and to generate a 
hardware design that can be programmed into an FPGA. The SOPC Builder graphical user 
interface (GUI) enables us to configure Nios II processor systems with any number of 
peripherals and memory interfaces. SOPC Builder can also import a designer’s HDL design 
files, providing an easy mechanism to integrate custom logic into a Nios II processor system. 
After system generation, the design can be programmed into a board, and software can be 
debugged executing on the board. 

 
4.2.3 Avalon-MM interface 
The Avalon Memory-Mapped (Avalon-MM) interface specification provides with a basis for 
describing the address-based read/write interface found on master and slave peripherals, 
such as microprocessors, memory, UART, timer, etc(Altera Corp., 2006). 
The Avalon-MM interface defines: 
 A set of signal types 
 The behavior of these signals 
 The types of transfers supported by these signals 
For example, the Avalon-MM interface can be used to describe a traditional peripheral 
interface, such as SRAM, that supports only simple, fixed-cycle read/write transfers.  

 
4.3 Nios II Multi-Processor Systems 
Multiprocessing is a generic term for the use of two or more CPUs within a single computer 
system. It also refers to the ability of a system to support more than one processor and/or 
the ability to allocate tasks between them. The CPUs are called multiprocessors. There are 
many variations on this basic theme, and the definition of multiprocessing can vary with 
context, mostly as a function of how multiprocessors are defined (multiple cores on one 
chip, multiple chips in one package, multiple packages in one system unit, etc.). (Wikipedia, 
2009). 
Multiprocessing sometimes refers to the execution of multiple concurrent software 
processes in a system as opposed to a single process at any one instant. However, the term 
multiprogramming is more appropriate to describe this concept, which is implemented 
mostly in software, whereas multiprocessing is more appropriate to describe the use of 
multiple hardware processors. A system can be both multiprocessing and 
multiprogramming, only one of the two, or neither of the two (Wikipedia, 2009). 
Multiprocessor systems possess the benefit of increased performance, but nearly always at 
the price of significantly increased system complexity. For this reason, the using of 
multiprocessor systems has historically been limited to workstation and high-end PC 
computing using a complex method of load-sharing often referred to as symmetric multi 
processing (SMP). While the overhead of SMP is typically too high for most embedded 
systems, the idea of using multiple processors to perform different tasks and functions on 
different processors in embedded applications (asymmetrical) is gaining popularity (Altera 
Corp., 2007). 

 

Multiple Nios II processors are able to efficiently share system resources using the 
multimaster friendly slave-side arbitration capabilities of the Avalon bus fabric. Many 
processors can be controlled to a system as by SOPC Builder. 
To aid in the prevention of multiple processors interfering with each other, a hardware 
mutex core is included in the Nios II Embedded Design Suite (EDS). The hardware mutex 
core allows different processors to claim ownership of a shared resource for a period of 
time. Software debug on multiprocessor systems is performed using the Nios II IDE. 

 
4.4 Structure of a new system 
After we had selected the Nios II multiprocessor, we constructed the structure of the control 
system. First, we enumerated the old function of the control system, for example, motor 
control, speed sampling, wireless communication, kicker, LED display, flash data access and 
so on. The new system hardware architecture of year 2007 is shown in Figure 9. 
There are many methods to separate the tasks and peripheral equipments of the control 
system for Multi-Processing (MP). Here we select one method which consists of two parts: a 
motor control part and a peripheral control part. The kernel of each part is a Nios II 
processor. One is used for the PID control of the motors. So that, motors have the real-time 
control that makes them respond quickly. The other one implements other functions of the 
control system, for example, wireless communication, states displaying, kicker controlling 
and accelerate sampling. 
In the control part, using the H-bridge circuit, processor 1 controls the motors with the PID 
method. Each motor has a decoder, which can provide rotor position or speed information. 
 

Fig. 9. The Hardware architecture of a new system 
 
Processor 1 can read this information from speed sample module via Avalon bus. Then it 
compares these values with the desired value in the RAM, and outputs control signals to the 
motor device. 
Processor 2 communicates with the off-field PC by wireless module, samples the 
acceleration by ADXL202, and controls the kicker and LED. It gathers the information from 
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PC and writes the data into the internal RAM. Then processor 1 fetches the data which is the 
desired value set by each control period. 
 
The resolving of multiprocessor 
Multiprocessor environments can use the mutex core with Avalon interface to coordinate 
accesses to a shared resource. The mutex core provides a protocol to ensure mutually 
exclusive ownership of a shared resource. 
The mutex core provides a hardware-based atomic test-and-set operation, allowing software 
in a multiprocessor environment to determine which processor owns the mutex. The mutex 
core can be used in conjunction with shared memory to implement additional interprocessor 
coordination features, such as mailboxes and software mutexes. 

 
4.5 Wireless module 
The hardware of the wireless module is not changed for this new system. But because the 
kernel of the control system has been changed to Nios II processors, we should rewrite the 
wireless control model by verilog in FPGA. The interface which should accord with the 
avalon bus is shown in Figure 10. As mentioned in the section 3.2, the communication 
method is full duplex, so we should code the wireless module with the function of 
transmitting and receiving. 
 

 
Fig. 10. The block diagram of wireless module. 

 
4.6 Motor control module 
The control loop implemented in the robot team had proven itself robust and reliable both 
in testing and competitions in 2006. The control system was coded by C of DSP processor. 
Essentially, the motor control module provides the following interface between the 
processor and the motors. The microcontroller sends two signals to the motor control 
module (a PWM and direction). These two signals get transformed to voltages applied to the 
DC motor terminals in our previous robot. In the reverse direction, the motor encoder sends 
two signals to the motor control module (channel A and B).  
The motor control module is newly coded in Verilog because we select Nios II as our 
processor. The advantages of Verilog include a more optimized design. Also since the code 
is similar to C, it is easier to maintain. Most significantly, the code is portable between 
different FPGA families.  

 

The motor control module consists two parts, one is speed sampling part and the other one 
is PWM part. Speed sampling part, as its name, is used for sampling the motor’s real-time 
speed. Figure 11 shows the speed sampling principle circuit. The output of this circuit is the 
motor’s digital speed, the high bit of which is the direction of the motor.  
 

 
Fig. 11. The principle of speed sampling circuit 
 
When testing the motor control module, we do the simulation with the input signals shown 
in Figure 12 which is the speed sampling module’s simulation result. Output latch is used 
for latching the SPD signals (speed data) to the data bus, when Nios II processor needs to do 
the PI control.  
 

 
Fig. 12. The simulation result of speed sampling module  
 
The other part of the motor control module is PWM part. The waveform shows in Figure 13. 
The PMU control design should be packed with Avalon MM interface. With different input 
number of duty_cycle, the waveform of pwm_out is changed easily. This combination of 
PWM part and speed sampling part is just for one motor, in our robot control system, 4 
modules are mounted.  
 

 
Fig. 13. The simulation result of PWM module. 
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The mutex core provides a hardware-based atomic test-and-set operation, allowing software 
in a multiprocessor environment to determine which processor owns the mutex. The mutex 
core can be used in conjunction with shared memory to implement additional interprocessor 
coordination features, such as mailboxes and software mutexes. 
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avalon bus is shown in Figure 10. As mentioned in the section 3.2, the communication 
method is full duplex, so we should code the wireless module with the function of 
transmitting and receiving. 
 

 
Fig. 10. The block diagram of wireless module. 

 
4.6 Motor control module 
The control loop implemented in the robot team had proven itself robust and reliable both 
in testing and competitions in 2006. The control system was coded by C of DSP processor. 
Essentially, the motor control module provides the following interface between the 
processor and the motors. The microcontroller sends two signals to the motor control 
module (a PWM and direction). These two signals get transformed to voltages applied to the 
DC motor terminals in our previous robot. In the reverse direction, the motor encoder sends 
two signals to the motor control module (channel A and B).  
The motor control module is newly coded in Verilog because we select Nios II as our 
processor. The advantages of Verilog include a more optimized design. Also since the code 
is similar to C, it is easier to maintain. Most significantly, the code is portable between 
different FPGA families.  

 

The motor control module consists two parts, one is speed sampling part and the other one 
is PWM part. Speed sampling part, as its name, is used for sampling the motor’s real-time 
speed. Figure 11 shows the speed sampling principle circuit. The output of this circuit is the 
motor’s digital speed, the high bit of which is the direction of the motor.  
 

 
Fig. 11. The principle of speed sampling circuit 
 
When testing the motor control module, we do the simulation with the input signals shown 
in Figure 12 which is the speed sampling module’s simulation result. Output latch is used 
for latching the SPD signals (speed data) to the data bus, when Nios II processor needs to do 
the PI control.  
 

 
Fig. 12. The simulation result of speed sampling module  
 
The other part of the motor control module is PWM part. The waveform shows in Figure 13. 
The PMU control design should be packed with Avalon MM interface. With different input 
number of duty_cycle, the waveform of pwm_out is changed easily. This combination of 
PWM part and speed sampling part is just for one motor, in our robot control system, 4 
modules are mounted.  
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5. Experiment 

Before we start to do the experiment, we should know what we could do, and what the 
result that we want to get is. We pay more attention to the system design, and test whether 
the system can work with the module of motor control and wireless.  
 

 
Fig. 14. The Architecture of our robot control system  
 
The FPGA chip which contains two CPUs is EP2C8. EP2C8 is one chip of Altera Cyclone II 
family. With the advanced architectural features of Cyclone II FPGAs, the enhanced 
performance of Nios II embedded multiple processors becomes clearly. For the detailed 
steps of multiple processors generating, please refer (Altera Corp., 2008). 
 
We generate the Nios II MP by SOPC Builder. In this system, as it shows, we add one timer for 
each Nios II CPU. One interval timer is also added. For the whole system, there are some other 
contents which would be used in the control system, such as LED_pio, JTAG_UART, 
message_buffer_mutex. The architecture of our MP robot control system is shown in Figure 14. 
 
After the modules generation, the analysis and synthesis results of each module are shown 
as Table 1. 
 

Module name Total Logic elements Total 
registers 

Total PLLs 

Nios CPUs related  5837 2985 1 
Speed related 
module 

426 265 0 

Wireless module 519  431 0 
others 1216 417 0 
Total 7884 3998 1 

Table 1. the analysis and synthesis results of the robot control system.  

 

6. Conclusion 
 

To build a reliable, robust robot control system which would improve upon the previous 
design, we approach the problem with a vastly different perspective which contains the MP. 
In some cases, it improves upon the design tremendously. But if we can not find a best 
arrangement of the task and cooperation for two processors, that is, it will not turn out to be 
a splendiferous control system for the robot. 
During the design, there are many troubles we have met. The most important one is how to 
use the previous excellent circuit. If we achieve this, we could change our system as fast as 
possible. 
The electrical design is slim this year. There are still areas which can be improved even 
more, but by and large, we are proud of the brevity and simplicity of the real-time and 
embedded soccer robot control system. We have read references for its feasibility and 
reliability, and started to embed an OS for the MP of Nios II processors. 
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1. Introduction

Robotic soccer is nowadays a popular research domain in the area of multi-robot systems.
RoboCup is an international joint project to promote research in artificial intelligence, robotics
and related fields. RoboCup chose soccer as the main problem aiming at innovations to be
applied for socially relevant problems. It includes several competition leagues, each one with
a specific emphasis, some only at software level, others at both hardware and software, with
single or multiple agents, cooperative and competitive.
In the context of RoboCup, the Middle Size League (MSL) is one of the most challenging. In
this league, each team is composed of up to 5 robots with a maximum size of 50cm × 50cm,
80cm height and a maximum weight of 40Kg, playing in a field of 18m × 12m. The rules of the
game are similar to the official FIFA rules, with minor changes required to adapt them for the
playing robots
CAMBADA, Cooperative Autonomous Mobile roBots with Advanced Distributed Architecture, is the
MSL Soccer team from the University of Aveiro. The project started in 2003, coordinated by
the Transverse Activity on Intelligent Robotics group of the Institute of Electronic and Telem-
atic Engineering of Aveiro (IEETA). This project involves people working on several areas
for building the mechanical structure of the robot, its hardware architecture and controllers
(Almeida et al., 2002; Azevedo et al., 2007) and the software development in areas such as im-
age analysis and processing (Caleiro et al., 2007; Cunha et al., 2007; Martins et al., 2008; Neves
et al., 2007; 2008), sensor and information fusion (Silva et al., 2008; 2009), reasoning and con-
trol (Lau et al., 2008), cooperative sensing approach based on a Real-Time Database (Almeida
et al., 2004), communications among robots (Santos et al., 2009; 2007) and the development of
an efficient basestation.
The main contribution of this chapter is to present the new advances in the areas described
above involving the development of an MSL team of soccer robots, taking the example of
the CAMBADA team that won the RoboCup 2008 and attained the third place in the last
edition of the MSL tournament at RoboCup 2009. CAMBADA also won the last three editions

∗This work was partially supported by project ACORD, Adaptive Coordination of Robotic Teams,
FCT/PTDC/EIA/70695/2006.
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of the Portuguese Robotics Open 2007-2009, which confirms the efficiency of the proposed
architecture.
This chapter is organized as follows. In Section 2 it is presented the layered and modular ar-
chitecture of the robot’s hardware. Section 3 describes the vision system of the robots, starting
in the calibration of the several parameters and presenting efficient algorithms for the detec-
tion of the colored objects and algorithms for the detection of arbitrary FIFA balls, a current
challenge in the MSL. In Section 4 it is presented the process of building the representation
of the environment and the algorithms for the integration of the several sources of informa-
tion received by the robot. Section 5 presents the architecture used in CAMBADA robots to
share information between them using a real-time database. Section 6 presents the methodol-
ogy developed for the communication between robots, using an adaptive TDMA transmission
control. In Section 7 it is presented the robots coordination model based on notions like strate-
gic positioning, role and formation. Section 8 presents the Base Station application, responsible
for the control of the agents, interpreting and sending high level instructions and monitoring
information of the robots. Finally, in Section 9 we draw some conclusions.

2. Hardware architecture

The CAMBADA robots (Fig. 1) were designed and completely built in-house. The baseline for
robot construction is a cylindrical envelope, with 485 mm in diameter. The mechanical struc-
ture of the players is layered and modular. Each layer can easily be replaced by an equivalent
one. The components in the lower layer, namely motors, wheels, batteries and an electromag-
netic kicker, are attached to an aluminum plate placed 8 cm above the floor. The second layer
contains the control electronics. The third layer contains a laptop computer, at 22.5 cm from
the floor, an omni-directional vision system, a frontal camera and an electronic compass, all
close to the maximum height of 80 cm. The players are capable of holonomic motion, based
on three omni-directional roller wheels.

Fig. 1. Robots used by the CAMBADA MSL robotic soccer team.

The general architecture of the CAMBADA robots has been described in (Almeida et al., 2004;
Silva et al., 2005). Basically, the robots follow a biomorphic paradigm, each being centered
on a main processing unit (a laptop), the brain, which is responsible for the higher-level be-
havior coordination, i.e. the coordination layer. This main processing unit handles external
communication with the other robots and has high bandwidth sensors, typically vision, di-
rectly attached to it. Finally, this unit receives low bandwidth sensing information and sends

actuating commands to control the robot attitude by means of a distributed low-level sens-
ing/actuating system (Fig. 2), the nervous system.

Fig. 2. Hardware architecture with functional mapping.

The low-level sensing/actuating system follows the fine-grain distributed model where most
of the elementary functions, e.g. basic reactive behaviors and closed-loop control of complex
actuators, are encapsulated in small microcontroller-based nodes interconnected by means of
a network. For this purpose, Controller Area Network (CAN), a real-time fieldbus typical
in distributed embedded systems, has been chosen. This network is complemented with a
higher-level transmission control protocol to enhance its real-time performance, composabil-
ity and fault-tolerance, namely the FTT-CAN protocol (Flexible Time-Triggered communica-
tion over CAN) (Almeida et al., 2002). This protocol keeps all the information of periodic
flows within a master node, implemented on another basic module, which works like a mae-
stro triggering tasks and message transmissions.
The low-level sensing/actuation system executes four main functions as described in Fig. 3,
namely Motion, Odometry, Kick and System monitoring. The former provides holonomic
motion using 3 DC motors. The Odometry function combines the encoder readings from
the 3 motors and provides a coherent robot displacement information that is then sent to the
coordination layer. The Kick function includes the control of an electromagnetic kicker and of
a ball handler to dribble the ball.

Fig. 3. Layered software architecture of CAMBADA players.

The system monitor function monitors the robot batteries as well as the state of all nodes in the
low-level layer. Finally, the low-level control layer connects to the coordination layer through
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a gateway, which filters interactions within both layers, passing through the information that
is relevant across the layers, only. Such filtering reduces the overhead of handling unnecessary
receptions at each layer as well as the network bandwidth usage at the low-level side, thus
further reducing mutual interference across the layers.
A detailed description regarding the implementation of this architecture, namely the map-
ping between the functional architecture onto hardware and the information flows and their
synchronization are presented in (Azevedo et al., 2007).

3. Vision system

The vision system of the CAMBADA robots is based on an hybrid system, formed by an omni-
directional and a perspective sub-system, that together can analyze the environment around
the robots, both at close and long distances (Neves et al., 2008). The main modules of the
vision system are presented in Fig. 4.

Fig. 4. The software architecture of the vision system developed for the CAMBADA robotic
soccer team.

The information regarding close objects, like white lines of the field, other robots and the
ball, are acquired through the omnidirectional system, whereas the perspective system is used
to locate other robots and the ball at long distances, which are difficult to detect using the
omnidirectional vision system.

3.1 Inverse distance map
The use of a catadioptric omni-directional vision system based on a regular video camera
pointed at a hyperbolic mirror is a common solution for the main sensorial element found in
a significant number of autonomous mobile robot applications. For most practical applica-
tions, this setup requires the translation of the planar field of view, at the camera sensor plane,
into real world coordinates at the ground plane, using the robot as the center of this system.
In order to simplify this non-linear transformation, most practical solutions adopted in real
robots choose to create a mechanical geometric setup that ensures a symmetrical solution for
the problem by means of single viewpoint (SVP) approach. This, on the other hand, calls for a
precise alignment of the four major points comprising the vision setup: the mirror focus, the
mirror apex, the lens focus and the center of the image sensor. Furthermore, it also demands

the sensor plane to be both parallel to the ground field and normal to the mirror axis of revolu-
tion, and the mirror foci to be coincident with the effective viewpoint and the camera pinhole
respectively. Although tempting, this approach requires a precision mechanical setup.
We developed a general solution to calculate the robot centered distances map on non-SVP
catadioptric setups, exploring a back-propagation ray-tracing approach and the mathematical
properties of the mirror surface. This solution effectively compensates for the misalignment
that may result either from a simple mechanical setup or from the use of low cost video cam-
eras. Therefore, precise mechanical alignment and high quality cameras are no longer pre-
requisites to obtain useful distance maps. The method can also extract most of the required
parameters from the acquired image itself, allowing it to be used for self-calibration purposes.
In order to allow further trimming of these parameters, two simple image feedback tools have
been developed.
The first one creates a reverse mapping of the acquired image into the real world distance
map. A fill-in algorithm is used to integrate image data in areas outside pixel mapping on
the ground plane. This produces a plane vision from above, allowing visual check of line
parallelism and circular asymmetries (Fig. 5). The second generates a visual grid with 0.5m
distances between both lines and columns, which is superimposed on the original image. This
provides an immediate visual clue for the need of possible further distance correction (Fig. 6).

Fig. 5. Acquired image after reverse-mapping into the distance map. On the left, the map
was obtained with all misalignment parameters set to zero. On the right, after automatic
correction.

Fig. 6. A 0.5m grid, superimposed on the original image. On the left, with all correction
parameters set to zero. On the right, the same grid after geometrical parameter extraction.
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With this tool it is also possible to determine some other important parameters, namely the
mirror center and the area of the image that will be processed by the object detection algo-
rithms (Fig. 7). A more detailed description of the algorithms can be found in (Cunha et al.,
2007).

Fig. 7. On the left, the position of the radial search lines used in the omnidirectional vision
system. On the right, an example of a robot mask used to select the pixels to be processed by
the omnidirectional vision sub-system. White points represent the area that will be processed.

3.2 Autonomous configuration of the digital camera parameters
An algorithm was developed to configure the most important features of the cameras, namely
exposure, white-balance, gain and brightness without human intervention (Neves et al., 2009).
The self-calibration process for a single robot requires a few seconds, including the time nec-
essary to interact with the application, which is considered fast in comparison to the several
minutes needed for manual calibration by an expert user. The experimental results obtained
show that the algorithm converges independently of the initial configuration of the camera.
Moreover, the images acquired after the proposed calibration algorithm were analyzed using
statistical measurements and these confirm that the images have the desired characteristics.
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Fig. 8. An example of the autonomous configuration algorithm obtained starting with all the
parameters of the camera set to the maximum value. In (a) the initial image acquired. In
(b) the image obtained after applying the autonomous calibration procedure. In (c) a set of
graphics representing the evolution of the camera parameters over time.

The proposed approach uses measurements extracted from a digital image to quantify the
image quality. A number of typical measurements used in the literature can be computed
from the image gray level histogram, namely, the mean (µ), the entropy (E), the absolute

central moment (ACM) and the mean sample value (MSV). These measurements are used to
calibrate the exposure and gain. Moreover, the proposed algorithm analyzes a white area in
the image to calibrate the white-balance and a black area to calibrate the brightness.

3.3 Object detection
The vision software architecture is based on a distributed paradigm, grouping main tasks in
different modules. The software can be split in three main modules, namely the Utility Sub-
System, the Color Processing Sub-System and the Morphological Processing Sub-System, as can be
seen in Fig. 4. Each one of these sub-systems labels a domain area where their processes fit, as
the case of Acquire Image and Display Image in the Utility Sub-System. As can be seen in the Color
Processing Sub-System, proper color classification and extraction processes were developed,
along with an object detection process to extract information, through color analysis, from the
acquired image.
Image analysis in the RoboCup domain is simplified, since objects are color coded. This fact
is exploited by defining color classes, using a look-up-table (LUT) for fast color classification.
The table consists of 16777216 entries (24 bits: 8 bits for red, 8 bits for green and 8 bits for
blue), each 8 bits wide, occupying 16 MB in total. The pixel classification is carried out using
its color as an index into the table. The color calibration is done in HSV (Hue, Saturation and
Value) color space. In the current setup the image is acquired in RGB or YUV format and is
then converted to an image of labels using the appropriate LUT.
The image processing software uses radial search lines to analyze the color information. A
radial search line is a line that starts in the center of the robot with some angle and ends in the
limit of the image. The center of the robot in the omnidirectional subsystem is approximately
in the center of the image (an example is presented in Fig. 7), while in the perspective sub-
system the center of the robot is in the bottom of the image. The regions of the image that have
to be excluded from analysis (such as the robot itself, the sticks that hold the mirror and the
areas outside the mirror) are ignored through the use of a previously generated image mask,
as described in Section 3.1. The objects of interest (a ball, obstacles and the white lines) are
detected through algorithms that, using the color information collected by the radial search
lines, calculate the object position and/or their limits in an angular representation (distance
and angle). The white lines are detected using an algorithm that, for each search line, finds
the transition between green and white pixels. A more detailed description of the algorithms
can be found in (Neves et al., 2007; 2008).

Fig. 9. On the left, the images acquired by the omnidirectional vision system. In the center, the
corresponding image of labels. On the right, the color blobs detected in the images. A marks
over a ball points to its center of mass. The several marks near the white lines (magenta) are
the position of the white lines. Finally, the cyan marks denote the position of the obstacles.
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With this tool it is also possible to determine some other important parameters, namely the
mirror center and the area of the image that will be processed by the object detection algo-
rithms (Fig. 7). A more detailed description of the algorithms can be found in (Cunha et al.,
2007).

Fig. 7. On the left, the position of the radial search lines used in the omnidirectional vision
system. On the right, an example of a robot mask used to select the pixels to be processed by
the omnidirectional vision sub-system. White points represent the area that will be processed.

3.2 Autonomous configuration of the digital camera parameters
An algorithm was developed to configure the most important features of the cameras, namely
exposure, white-balance, gain and brightness without human intervention (Neves et al., 2009).
The self-calibration process for a single robot requires a few seconds, including the time nec-
essary to interact with the application, which is considered fast in comparison to the several
minutes needed for manual calibration by an expert user. The experimental results obtained
show that the algorithm converges independently of the initial configuration of the camera.
Moreover, the images acquired after the proposed calibration algorithm were analyzed using
statistical measurements and these confirm that the images have the desired characteristics.
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Fig. 8. An example of the autonomous configuration algorithm obtained starting with all the
parameters of the camera set to the maximum value. In (a) the initial image acquired. In
(b) the image obtained after applying the autonomous calibration procedure. In (c) a set of
graphics representing the evolution of the camera parameters over time.

The proposed approach uses measurements extracted from a digital image to quantify the
image quality. A number of typical measurements used in the literature can be computed
from the image gray level histogram, namely, the mean (µ), the entropy (E), the absolute

central moment (ACM) and the mean sample value (MSV). These measurements are used to
calibrate the exposure and gain. Moreover, the proposed algorithm analyzes a white area in
the image to calibrate the white-balance and a black area to calibrate the brightness.

3.3 Object detection
The vision software architecture is based on a distributed paradigm, grouping main tasks in
different modules. The software can be split in three main modules, namely the Utility Sub-
System, the Color Processing Sub-System and the Morphological Processing Sub-System, as can be
seen in Fig. 4. Each one of these sub-systems labels a domain area where their processes fit, as
the case of Acquire Image and Display Image in the Utility Sub-System. As can be seen in the Color
Processing Sub-System, proper color classification and extraction processes were developed,
along with an object detection process to extract information, through color analysis, from the
acquired image.
Image analysis in the RoboCup domain is simplified, since objects are color coded. This fact
is exploited by defining color classes, using a look-up-table (LUT) for fast color classification.
The table consists of 16777216 entries (24 bits: 8 bits for red, 8 bits for green and 8 bits for
blue), each 8 bits wide, occupying 16 MB in total. The pixel classification is carried out using
its color as an index into the table. The color calibration is done in HSV (Hue, Saturation and
Value) color space. In the current setup the image is acquired in RGB or YUV format and is
then converted to an image of labels using the appropriate LUT.
The image processing software uses radial search lines to analyze the color information. A
radial search line is a line that starts in the center of the robot with some angle and ends in the
limit of the image. The center of the robot in the omnidirectional subsystem is approximately
in the center of the image (an example is presented in Fig. 7), while in the perspective sub-
system the center of the robot is in the bottom of the image. The regions of the image that have
to be excluded from analysis (such as the robot itself, the sticks that hold the mirror and the
areas outside the mirror) are ignored through the use of a previously generated image mask,
as described in Section 3.1. The objects of interest (a ball, obstacles and the white lines) are
detected through algorithms that, using the color information collected by the radial search
lines, calculate the object position and/or their limits in an angular representation (distance
and angle). The white lines are detected using an algorithm that, for each search line, finds
the transition between green and white pixels. A more detailed description of the algorithms
can be found in (Neves et al., 2007; 2008).

Fig. 9. On the left, the images acquired by the omnidirectional vision system. In the center, the
corresponding image of labels. On the right, the color blobs detected in the images. A marks
over a ball points to its center of mass. The several marks near the white lines (magenta) are
the position of the white lines. Finally, the cyan marks denote the position of the obstacles.
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The Morphological Processing Sub-System consists of a color independent ball detection algo-
rithm, that will be described in the next section. Martins et al. (2008) presents preliminary
results using this approach.
In the final of the image processing pipeline, the position of the detected objects are sent to
the real-time database, described later in Section 5, after converting its position in the image
into the real position in the environment, using the inverse distance map obtained with the
algorithms and tools proposed in (Cunha et al., 2007) and briefly described before.

3.4 Arbitrary ball detection
The arbitrary FIFA ball recognition algorithm is based on the use of edge detection and the
circular Hough transform. The search for potential ball candidates is conducted taking ad-
vantage of morphological characteristics of the ball (round shape), using a feature extraction
technique known as the Hough transform. First used to identify lines in images, the Hough
transform has been generalized through the years to identify positions of arbitrary shapes,
most commonly circles or ellipses, by a voting procedure (Grimson and Huttenlocher, 1990;
Ser and Siu, 1993; Zhang and Liu, 2000).
To feed the Hough transform process, it is necessary a binary image with the edge information
of the objects. This image, Edges Image, is obtained using an edge detector operator. In the
following, we present an explanation of this process and its implementation.
To be possible to use this image processing system in real-time, we implemented efficient data
structures to process the image data (Neves et al., 2007; 2008). We used a two-thread approach
to perform the most time consuming operations in parallel, namely image segmentation, edge
detection and Hough transform, taking advantage of the dual core processor used by the
laptop computers of our robots.
The first image processing step in the morphological detection is the edge detection. It must
be as efficient and accurate as possible in order not to compromise the efficiency of the whole
system. Besides being fast to calculate, the intended resulting image must be absent of noise
as much as possible, with well defined contours and be tolerant to the motion blur introduced
by the movement of the ball and the robots.
Some popular edge detectors were tested, namely Sobel (Zin et al., 2007; Zou et al., 2006;
Zou and Dunsmuir, 1997), Laplace (Blaffert et al., 2000; Zou and Dunsmuir, 1997) and Canny
(Canny, 1986). According to our experiments, the Canny edge detector was the most de-
manding in terms of processing time. Even so, it was fast enough for real-time operation and,
because it provided the most effective contours, it was chosen.
The next step in the proposed approach is the use of the Hough transform to find points of
interest containing possible circular objects. After finding these points, a validation procedure
is used for choosing points containing a ball, according to our characterization. The voting
procedure of the Hough transform is carried out in a parameter space. Object candidates are
obtained as local maxima of a denoted Intensity Image (Fig. 10c)), that is constructed by the
Hough Transform block (Fig. 4).
Due to the special features of the Hough circular transform, a circular object in the Edges Image
would produce an intense peak in Intensity Image corresponding to the center of the object (as
can be seen in Fig. 10c)). On the contrary, a non-circular object would produce areas of low
intensity in the Intensity Image. However, as the ball moves away, its edge circle size decreases.
To solve this problem, information about the distance between the robot center and the ball is
used to adjust the Hough transform. We use the inverse mapping of our vision system (Cunha
et al., 2007) to estimate the radius of the ball as a function of distance.

In some situations, particularly when the ball is not present in the field, false positives might
be produced. To solve this problem and improve the ball information reliability, we propose
a validation algorithm that discards false positives based on information from the Intensity
Image and the Acquired Image. This validation algorithm is based on two tests against which
each ball candidate is put through.
In the first test performed by the validation algorithm, the points with local maximum values
in the Intensity Image are considered if they are above a distance-dependent threshold. This
threshold depends on the distance of the ball candidate to the robot center, decreasing as this
distance increases. This first test removes some false ball candidates, leaving a reduced group
of points of interest.
Then, a test is made in the Acquired Image over each point of interest selected by the previous
test. This test is used to eliminate false balls that usually appear in the intersection of the lines
of the field and other robots (regions with several contours). To remove these false balls, we
analyze a square region of the image centered in the point of interest. We discard this point
of interest if the sum of all green pixels is over a certain percentage of the square area. Note
that the area of this square depends on the distance of the point of interest to the robot center,
decreasing as this distance increases. Choosing a square where the ball fits tightly makes this
test very effective, considering that the ball fills over 90% of the square. In both tests, we use
threshold values that were obtained experimentally.
Besides the color validation, it is also performed a validation of the morphology of the candi-
date, more precisely a circularity validation. Here, from the candidate point to the center of
the ball, it is performed a search of pixels at a distance r from the center. For each edge found
between the expected radius, the number of edges at that distance are determined. By the size
of the square which covers the possible ball and the number of edge pixels, it is calculated
the edges percentage. If the edges percentage is greater than 70, then the circularity of the
candidate is verified.
Figure 10 presents an example of the of the Morphological Processing Sub-System. As can be
observed, the balls in the Edges Image (Fig. 10 b)) have almost circular contours. Figure 10 c)
shows the resulting image after applying the circular Hough transform. Notice that the cen-
ter of the balls present a very high peak when compared to the rest of the image. The ball
considered was the closest to the robot due to the fact that it has the high peak in the image.

(a) (b) (c)
Fig. 10. Example of a captured image using the proposed approach. The cross over the ball
points out the detected position. In b) the image a), with the Canny edge detector applied. In
c), the image b) after applying the circular Hough transform.
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The Morphological Processing Sub-System consists of a color independent ball detection algo-
rithm, that will be described in the next section. Martins et al. (2008) presents preliminary
results using this approach.
In the final of the image processing pipeline, the position of the detected objects are sent to
the real-time database, described later in Section 5, after converting its position in the image
into the real position in the environment, using the inverse distance map obtained with the
algorithms and tools proposed in (Cunha et al., 2007) and briefly described before.

3.4 Arbitrary ball detection
The arbitrary FIFA ball recognition algorithm is based on the use of edge detection and the
circular Hough transform. The search for potential ball candidates is conducted taking ad-
vantage of morphological characteristics of the ball (round shape), using a feature extraction
technique known as the Hough transform. First used to identify lines in images, the Hough
transform has been generalized through the years to identify positions of arbitrary shapes,
most commonly circles or ellipses, by a voting procedure (Grimson and Huttenlocher, 1990;
Ser and Siu, 1993; Zhang and Liu, 2000).
To feed the Hough transform process, it is necessary a binary image with the edge information
of the objects. This image, Edges Image, is obtained using an edge detector operator. In the
following, we present an explanation of this process and its implementation.
To be possible to use this image processing system in real-time, we implemented efficient data
structures to process the image data (Neves et al., 2007; 2008). We used a two-thread approach
to perform the most time consuming operations in parallel, namely image segmentation, edge
detection and Hough transform, taking advantage of the dual core processor used by the
laptop computers of our robots.
The first image processing step in the morphological detection is the edge detection. It must
be as efficient and accurate as possible in order not to compromise the efficiency of the whole
system. Besides being fast to calculate, the intended resulting image must be absent of noise
as much as possible, with well defined contours and be tolerant to the motion blur introduced
by the movement of the ball and the robots.
Some popular edge detectors were tested, namely Sobel (Zin et al., 2007; Zou et al., 2006;
Zou and Dunsmuir, 1997), Laplace (Blaffert et al., 2000; Zou and Dunsmuir, 1997) and Canny
(Canny, 1986). According to our experiments, the Canny edge detector was the most de-
manding in terms of processing time. Even so, it was fast enough for real-time operation and,
because it provided the most effective contours, it was chosen.
The next step in the proposed approach is the use of the Hough transform to find points of
interest containing possible circular objects. After finding these points, a validation procedure
is used for choosing points containing a ball, according to our characterization. The voting
procedure of the Hough transform is carried out in a parameter space. Object candidates are
obtained as local maxima of a denoted Intensity Image (Fig. 10c)), that is constructed by the
Hough Transform block (Fig. 4).
Due to the special features of the Hough circular transform, a circular object in the Edges Image
would produce an intense peak in Intensity Image corresponding to the center of the object (as
can be seen in Fig. 10c)). On the contrary, a non-circular object would produce areas of low
intensity in the Intensity Image. However, as the ball moves away, its edge circle size decreases.
To solve this problem, information about the distance between the robot center and the ball is
used to adjust the Hough transform. We use the inverse mapping of our vision system (Cunha
et al., 2007) to estimate the radius of the ball as a function of distance.

In some situations, particularly when the ball is not present in the field, false positives might
be produced. To solve this problem and improve the ball information reliability, we propose
a validation algorithm that discards false positives based on information from the Intensity
Image and the Acquired Image. This validation algorithm is based on two tests against which
each ball candidate is put through.
In the first test performed by the validation algorithm, the points with local maximum values
in the Intensity Image are considered if they are above a distance-dependent threshold. This
threshold depends on the distance of the ball candidate to the robot center, decreasing as this
distance increases. This first test removes some false ball candidates, leaving a reduced group
of points of interest.
Then, a test is made in the Acquired Image over each point of interest selected by the previous
test. This test is used to eliminate false balls that usually appear in the intersection of the lines
of the field and other robots (regions with several contours). To remove these false balls, we
analyze a square region of the image centered in the point of interest. We discard this point
of interest if the sum of all green pixels is over a certain percentage of the square area. Note
that the area of this square depends on the distance of the point of interest to the robot center,
decreasing as this distance increases. Choosing a square where the ball fits tightly makes this
test very effective, considering that the ball fills over 90% of the square. In both tests, we use
threshold values that were obtained experimentally.
Besides the color validation, it is also performed a validation of the morphology of the candi-
date, more precisely a circularity validation. Here, from the candidate point to the center of
the ball, it is performed a search of pixels at a distance r from the center. For each edge found
between the expected radius, the number of edges at that distance are determined. By the size
of the square which covers the possible ball and the number of edge pixels, it is calculated
the edges percentage. If the edges percentage is greater than 70, then the circularity of the
candidate is verified.
Figure 10 presents an example of the of the Morphological Processing Sub-System. As can be
observed, the balls in the Edges Image (Fig. 10 b)) have almost circular contours. Figure 10 c)
shows the resulting image after applying the circular Hough transform. Notice that the cen-
ter of the balls present a very high peak when compared to the rest of the image. The ball
considered was the closest to the robot due to the fact that it has the high peak in the image.

(a) (b) (c)
Fig. 10. Example of a captured image using the proposed approach. The cross over the ball
points out the detected position. In b) the image a), with the Canny edge detector applied. In
c), the image b) after applying the circular Hough transform.
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4. Sensor Fusion

Having the raw information, the Integrator module is responsible for building the represen-
tation of the environment. The integration has several sources of information input, being
the main input the raw information obtained by the cameras. Besides this information, the
integration also uses information given by other sensors, namely an electronic compass (for
localization purposes), an infra-red barrier sensor for ball engaged validation, odometry infor-
mation given by the motors encoders, robot battery status, past cycles worldstate data, shared
information obtained from team mate robots and coach information, both concerning game
states and team formation, obtained from an external agent acting as a coach.
The first task executed by the integration is the update of the low level internal status, by
updating the data structure values concerning battery and infra red ball barrier sensor. This is
information that goes directly into the structure, because no treatment or filtering is needed.
Afterwards, robot self-localization is made, followed by robot velocity estimation. The ball
information is then treated, followed by obstacle treatment. Finally, the game state and any
related issue are treated, for example, reset and update of timers, concerning setpieces.

4.1 Localization
Self-localization of the agent is an important issue for a soccer team, as strategic moves and
positioning must be defined by positions on the field. In the MSL, the environment is com-
pletely known, as every agent knows exactly the layout of the game field. Given the known
mapping, the agent has then to locate itself on it.
The CAMBADA team localization algorithm is based on the detected field lines, with fusion
information from the odometry sensors and an electronic compass. It is based on the approach
described in (Lauer et al., 2006), with some adaptations. It can be seen as an error minimization
task, with a derived measure of reliability of the calculated position so that a stochastic sensor
fusion process can be applied to increase the estimate accuracy (Lauer et al., 2006).
The idea is to analyze the detected line points, estimating a position, and through an error
function describe the fitness of the estimate. This is done by reducing the error of the matching
between the detected lines and the known field lines (Fig. 9). The error function must be
defined considering the substantial amount of noise that affect the detected line points which
would distort the representation estimate (Lauer et al., 2006).
Although the odometry measurement quality is much affected with time, within the reduced
cycle times achieved in the application, consecutive readings produce acceptable results and
thus, having the visual estimation, it is fused with the odometry values to refine the estimate.
This fusion is done based on a Kalman filter for the robot position estimated by odometry
and the robot position estimated by visual information. This approach allows the agent to
estimate its position even if no visual information is available. However, it is not reliable to
use only odometry values to estimate the position for more than a very few cycles, as slidings
and frictions on the wheels produce large errors on the estimations in short time.
The visually estimated orientation can be ambiguous, i.e. each point on the soccer field has a
symmetric position, relatively to the field center, and the robot detects exactly the same field
lines. To disambiguate, an electronic compass is used. The orientation estimated by the robot
is compared to the orientation given by the compass and if the error between them is larger
than a predefined threshold, actions are taken. If the error is really large, the robot assumes
a mirror position. If it is larger than the acceptance threshold, a counter is incremented. This
counter forces relocation if it reaches a given threshold.

4.2 Ball integration
Within RoboCup several teams have used Kalman filters for the ball position estimation (Fer-
rein et al., 2006; Lauer et al., 2005; Marcelino et al., 2003; XU et al., 2006). In (Ferrein et al.,
2006) and (Marcelino et al., 2003) several information fusion methods are compared for the
integration of the ball position using several observers. In (Ferrein et al., 2006) the authors
conclude that the Kalman reset filter shows the best performance.
The information of the ball state (position and velocity) is, perhaps, the most important, as
it is the main object of the game and is the base over which most decisions are taken. Thus,
its integration has to be as reliable as possible. To accomplish this, a Kalman filter implemen-
tation was created to filter the estimated ball position given by the visual information, and a
linear regression was applied over filtered positions to estimate its velocity.

4.2.1 Ball position
It is assumed that the ball velocity is constant between cycles. Although that is not true,
due to the short time variations between cycles, around 40 milliseconds, and given the noisy
environment and measurement errors, it is a rather acceptable model for the ball movement.
Thus, no friction is considered to affect the ball, and the model doesn’t include any kind of
control over the ball. Therefore, given the Kalman filter formulation (described in (Bishop and
Welch, 2001)), the assumed state transition model is given by

Xk =
[

1 ∆T
0 1

]
Xk−1

where Xk is the state vector containing the position and velocity of the ball. Technically, there
are two vectors of this kind, one for each cartesian dimension (x,y). This velocity is only
internally estimated by the filter, as the robot sensors can only take measurements on the ball
position. After defining the state transition model based on the ball movement assumptions
described above and the observation model, the description of the measurements and process
noises are important issues to attend. The measurements noise can be statistically estimated
by taking measurements of a static ball position at known distances.
The standard deviation of those measurements can be used to calculate the variance and thus
define the measurements noise parameter.
A relation between the distance of the ball to the robot and the measurements standard devi-
ation can be modeled by a 2nd degree polynomial best fitting the data set in a least-squares
sense. Depending on the available data, a polynomial of another degree could be used, but
we should always keep in mind the computational weight of increasing complexity.
As for the process noise, this is not trivial to estimate, since there is no way to take indepen-
dent measurements of the process to estimate its standard deviation. The process noise is
represented by a matrix containing the covariances correspondent to the state variable vector.
Empirically, one could verify that forcing a near null process noise causes the filter to prac-
tically ignore the read measures, leading the filter to emphasize the model prediction. This
makes it too smooth and therefore inappropriate. On the other hand, if it is too high, the read
measures are taken into too much account and the filter returns the measures themselves.
To face this situation, one have to find a compromise between stability and reaction. Given
the nature of the two components of the filter state, position and speed, one may consider that
their errors do not correlate.
Because we assume a uniform movement model that we know is not the true nature of the
system, we know that the speed calculation of the model is not very accurate. A process
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4. Sensor Fusion

Having the raw information, the Integrator module is responsible for building the represen-
tation of the environment. The integration has several sources of information input, being
the main input the raw information obtained by the cameras. Besides this information, the
integration also uses information given by other sensors, namely an electronic compass (for
localization purposes), an infra-red barrier sensor for ball engaged validation, odometry infor-
mation given by the motors encoders, robot battery status, past cycles worldstate data, shared
information obtained from team mate robots and coach information, both concerning game
states and team formation, obtained from an external agent acting as a coach.
The first task executed by the integration is the update of the low level internal status, by
updating the data structure values concerning battery and infra red ball barrier sensor. This is
information that goes directly into the structure, because no treatment or filtering is needed.
Afterwards, robot self-localization is made, followed by robot velocity estimation. The ball
information is then treated, followed by obstacle treatment. Finally, the game state and any
related issue are treated, for example, reset and update of timers, concerning setpieces.

4.1 Localization
Self-localization of the agent is an important issue for a soccer team, as strategic moves and
positioning must be defined by positions on the field. In the MSL, the environment is com-
pletely known, as every agent knows exactly the layout of the game field. Given the known
mapping, the agent has then to locate itself on it.
The CAMBADA team localization algorithm is based on the detected field lines, with fusion
information from the odometry sensors and an electronic compass. It is based on the approach
described in (Lauer et al., 2006), with some adaptations. It can be seen as an error minimization
task, with a derived measure of reliability of the calculated position so that a stochastic sensor
fusion process can be applied to increase the estimate accuracy (Lauer et al., 2006).
The idea is to analyze the detected line points, estimating a position, and through an error
function describe the fitness of the estimate. This is done by reducing the error of the matching
between the detected lines and the known field lines (Fig. 9). The error function must be
defined considering the substantial amount of noise that affect the detected line points which
would distort the representation estimate (Lauer et al., 2006).
Although the odometry measurement quality is much affected with time, within the reduced
cycle times achieved in the application, consecutive readings produce acceptable results and
thus, having the visual estimation, it is fused with the odometry values to refine the estimate.
This fusion is done based on a Kalman filter for the robot position estimated by odometry
and the robot position estimated by visual information. This approach allows the agent to
estimate its position even if no visual information is available. However, it is not reliable to
use only odometry values to estimate the position for more than a very few cycles, as slidings
and frictions on the wheels produce large errors on the estimations in short time.
The visually estimated orientation can be ambiguous, i.e. each point on the soccer field has a
symmetric position, relatively to the field center, and the robot detects exactly the same field
lines. To disambiguate, an electronic compass is used. The orientation estimated by the robot
is compared to the orientation given by the compass and if the error between them is larger
than a predefined threshold, actions are taken. If the error is really large, the robot assumes
a mirror position. If it is larger than the acceptance threshold, a counter is incremented. This
counter forces relocation if it reaches a given threshold.

4.2 Ball integration
Within RoboCup several teams have used Kalman filters for the ball position estimation (Fer-
rein et al., 2006; Lauer et al., 2005; Marcelino et al., 2003; XU et al., 2006). In (Ferrein et al.,
2006) and (Marcelino et al., 2003) several information fusion methods are compared for the
integration of the ball position using several observers. In (Ferrein et al., 2006) the authors
conclude that the Kalman reset filter shows the best performance.
The information of the ball state (position and velocity) is, perhaps, the most important, as
it is the main object of the game and is the base over which most decisions are taken. Thus,
its integration has to be as reliable as possible. To accomplish this, a Kalman filter implemen-
tation was created to filter the estimated ball position given by the visual information, and a
linear regression was applied over filtered positions to estimate its velocity.

4.2.1 Ball position
It is assumed that the ball velocity is constant between cycles. Although that is not true,
due to the short time variations between cycles, around 40 milliseconds, and given the noisy
environment and measurement errors, it is a rather acceptable model for the ball movement.
Thus, no friction is considered to affect the ball, and the model doesn’t include any kind of
control over the ball. Therefore, given the Kalman filter formulation (described in (Bishop and
Welch, 2001)), the assumed state transition model is given by

Xk =
[
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]
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where Xk is the state vector containing the position and velocity of the ball. Technically, there
are two vectors of this kind, one for each cartesian dimension (x,y). This velocity is only
internally estimated by the filter, as the robot sensors can only take measurements on the ball
position. After defining the state transition model based on the ball movement assumptions
described above and the observation model, the description of the measurements and process
noises are important issues to attend. The measurements noise can be statistically estimated
by taking measurements of a static ball position at known distances.
The standard deviation of those measurements can be used to calculate the variance and thus
define the measurements noise parameter.
A relation between the distance of the ball to the robot and the measurements standard devi-
ation can be modeled by a 2nd degree polynomial best fitting the data set in a least-squares
sense. Depending on the available data, a polynomial of another degree could be used, but
we should always keep in mind the computational weight of increasing complexity.
As for the process noise, this is not trivial to estimate, since there is no way to take indepen-
dent measurements of the process to estimate its standard deviation. The process noise is
represented by a matrix containing the covariances correspondent to the state variable vector.
Empirically, one could verify that forcing a near null process noise causes the filter to prac-
tically ignore the read measures, leading the filter to emphasize the model prediction. This
makes it too smooth and therefore inappropriate. On the other hand, if it is too high, the read
measures are taken into too much account and the filter returns the measures themselves.
To face this situation, one have to find a compromise between stability and reaction. Given
the nature of the two components of the filter state, position and speed, one may consider that
their errors do not correlate.
Because we assume a uniform movement model that we know is not the true nature of the
system, we know that the speed calculation of the model is not very accurate. A process
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noise covariance matrix was empirically estimated, based on several tests, so that a good
smoothness/reactivity relationship was kept.
Using the filter a-priori estimation, a system to detect great differences between the expected
and read positions was implemented, allowing to detect hard deviations on the ball path.

4.2.2 Ball velocity
The calculation of the ball velocity is a feature becoming more and more important over the
time. It allows that better decisions can be implemented based on the ball speed value and
direction. Assuming a ball movement model with constant ball velocity between cycles and
no friction considered, one could theoretically calculate the ball velocity by simple instanta-
neous velocity of the ball with the first order derivative of each component ∆D

∆T , being ∆D the
displacement on consecutive measures and ∆T the time interval between consecutive mea-
sures. However, given the noisy environment it is also predictable that this approach would
be greatly affected by that noise and thus its results would not be satisfactory (as it is easily
visible in Fig. 11.a).
To keep a calculation of the object velocity consistent with its displacement, an implementa-
tion of a linear regression algorithm was chosen. This approach based on linear regression
(Motulsky and Christopoulos, 2003) is similar to the velocity estimation described in (Lauer
et al., 2005). By keeping a buffer of the last m measures of the object position and sampling
instant (in this case buffers of 9 samples were used), one can calculate a regression line to fit
the positions of the object. Since the object position is composed by two coordinates (x,y), we
actually have two linear regression calculations, one for each dimension, although it is made
in a transparent way, so the description is presented generally, as if only one dimension was
considered.
When applied over the positions estimated by the Kalman filter, the linear regression velocity
estimations are much more accurate than the instant velocities calculated by ∆D

∆T , as visible in
Fig. 11.b).

a) b)

Fig. 11. Velocity representation using: In a): consecutive measures displacement; In b): linear
regression over Kalman filtered positions.

In order to try to make the regression converge more quickly on deviations of the ball path,
a reset feature was implemented, which allows deletion of the older values, keeping only the
n most recent ones, allowing a control of the used buffer size. This reset results from the

interaction with the Kalman filter described earlier, which triggers the velocity reset when it
detects a hard deviation on the ball path.
Although in this case the Kalman filter internal functioning estimates a velocity, the obtained
values were tested to confirm if the linear regression of the ball positions was still needed.
Tests showed that the velocity estimated by the Kalman filter has a slower response than the
linear regression estimation when deviations occur. Given this, the linear regression was used
to estimate the velocity because quickness of convergence was preferred over the slightly
smoother approximation of the Kalman filter in the steady state. That is because in the game
environment, the ball is very dynamic, it constantly changes its direction and thus a conver-
gence in less than half the cycles is much preferred.

4.2.3 Team ball position sharing
Due to the highly important role that the ball has in a soccer game, when a robot cannot detect
it by its own visual sensors (omni or frontal camera), it may still know the position of the ball,
through sharing of that knowledge by the other team mates.
The ball data structure include a field with the number of cycles it was not visible by the robot,
meaning that the ball position given by the vision sensors can be the “last seen” position.
When the ball is not visible for more than a given number of cycles, the robot assumes that
it cannot detect the ball on its own. When that is the case, it uses the information of the ball
communicated by the other running team mates to know where the ball is. This can be done
through a function to get the statistics on a set of positions, mean and standard deviation, to
get the mean value of the position of the ball seen by the team mates.
Another approach is to simply use the ball position of the team mate that have more confi-
dence in the detection. Whatever the case, the robot assumes that ball position as its own.
When detecting the ball on its own, there is also the need to validate that information. Cur-
rently the seen ball is only considered if it is within a given margin inside the field of play as
there would be no point in trying to play with a ball outside the field. Fig. 12 illustrates the
general ball integration activity diagram.

Fig. 12. Ball integration activity diagram.
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through sharing of that knowledge by the other team mates.
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meaning that the ball position given by the vision sensors can be the “last seen” position.
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4.3 Obstacle selection and identification
With the objective of refining the information of the obstacles, and have more meaningful and
human readable information, the obstacles are selected and a matching is attempted, in order
to try to identify them as team mates or opponents.
Due to the weak precision at long distances, a first selection of the obstacles is made by se-
lecting only the obstacles closer than a given distance as available for identification (currently
5 meters). Also, obstacles that are smaller than 10 centimeters wide or outside the field of
play margin are ignored. This is done because the MSL robots are rather big, and in game
situations small obstacles are not present inside the field. Also, it would be pointless to pay
attention to obstacles that are outside the field of play, since the surrounding environment is
completely ignorable for the game development.
To be able to distinguish obstacles, to identify which of them are team mates and which are
opponent robots, a fusion between the own visual information of the obstacles and the shared
team mates positions is made. By creating a circle around the team mate positions, a matching
of the estimated center of visible obstacle is made (Fig. 13), and the obstacle is identified as the
corresponding team mate in case of a positive matching (Figs. 14c)). This matching consists
on the existence of interception points between the team mate circle and the obstacle circle or
if the obstacle center is inside the team mate circle (the obstacle circle can be smaller, and thus
no interception points would exist).

Fig. 13. When a CAMBADA robot is on, the estimated centers of the detected obstacles are
compared with the known position of the team mates and tested; the left obstacle is within
the CAMBADA acceptance radius, the right one is not.

Since the obstacles detected can be large blobs, the above described identification algorithm
cannot be applied directly to the visually detected obstacles. If the detected obstacle fulfills
the minimum size requisites already described, it is selected as candidate for being a robot
obstacle. Its size is evaluated and classified as robot if it does not exceed the maximum size
allowed for MSL robots (MSL Technical Committee 1997-2009, 2008) (Fig. 14a) and 14b)).
If the obstacle exceeds the maximum size of an MSL robot, a division of the obstacle is made,
by analyzing its total size and verifying how many robots are in that obstacle. This is a com-
mon situation, robots clashing together and thus creating a compact black blob, originating a
big obstacle. After completing the division, each obstacle is processed as described before.

a) b) c)

Fig. 14. Illustration of single obstacles identification. In a): image acquired from the robot
camera (obstacles for identification are marked); In b): the same image after processing; In c):
image of the control station. Each robot represents itself and robot 6 (the lighter gray) draws
all the 5 obstacles evaluated (squares with the same gray scale as itself). All team mates were
correctly identified (marked by its corresponding number over the obstacle square) and the
opponent is also represented with no number.

5. Real-time database

Similarly to other teams, our team software architecture emphasizes cooperative sensing as a
key capability to support the behavioral and decision-making processes in the robotic play-
ers. A common technique to achieve cooperative sensing is by means of a blackboard, which
is a database where each agent publishes the information that is generated internally and
that maybe requested by others. However, typical implementations of this technique seldom
account for the temporal validity (coherence) of the contained information with adequate ac-
curacy, since the timing information delivered by general-purpose operating systems such as
Linux is rather coarse. This is a problem when robots move fast (e.g. above 1m/s) because
their state information degrades faster, too, and temporal validity of state data becomes of the
same order of magnitude, or lower, than the operating system timing accuracy.
Another problem of typical implementations is that they are based on the client-server model
and thus, when a robot needs a datum, it has to communicate with the server holding the
blackboard, introducing an undesirable delay. To avoid this delay, we use two features: firstly,
the dissemination of the local state data is carried out using broadcasts, according to the
producer-consumer cooperation model, secondly, we replicate the blackboard according to
the distributed shared memory model. In this model, each node has local access to all the
process state variables that it requires. Those variables that are remote have a local image that
is updated automatically by an autonomous communication system (Fig. 15).
We call this replicated blackboard the Real-time Data Base (RTDB), (Almeida et al., 2004)
which holds the state data of each agent together with local images of the relevant state data
of the other team members. A specialized communication system triggers the required trans-
actions at an adequate rate to guarantee the freshness of the data.
Generally, the information within the RTDB holds the absolute positions and postures of all
players, as well as the position of the ball, goal areas and corners in global coordinates. This
approach allows a robot to easily use the other robots sensing capabilities to complement its
own. For example, if a robot temporarily loses track of the ball, it might use the position of
the ball as detected by another robot.
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ers. A common technique to achieve cooperative sensing is by means of a blackboard, which
is a database where each agent publishes the information that is generated internally and
that maybe requested by others. However, typical implementations of this technique seldom
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and thus, when a robot needs a datum, it has to communicate with the server holding the
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the dissemination of the local state data is carried out using broadcasts, according to the
producer-consumer cooperation model, secondly, we replicate the blackboard according to
the distributed shared memory model. In this model, each node has local access to all the
process state variables that it requires. Those variables that are remote have a local image that
is updated automatically by an autonomous communication system (Fig. 15).
We call this replicated blackboard the Real-time Data Base (RTDB), (Almeida et al., 2004)
which holds the state data of each agent together with local images of the relevant state data
of the other team members. A specialized communication system triggers the required trans-
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Fig. 15. Each agent broadcasts periodically its subset state data that might be required by other
agents.

5.1 RTDB implementation
The RTDB is implemented over a block of shared memory. It contains two main areas: a
private area for local information, only, i.e., which is not to be broadcast to other robots; and
a shared area with global information. The shared area is further divided into a number of
areas, one corresponding to each agent in the team. One of the areas is written by the agent
itself and broadcast to the others while the remaining areas are used to store the information
received from the other agents.
The allocation of shared memory is carried out by means of a specific function call,
DB_init(), called once by every Linux process that needs access to the RTDB. The actual
allocation is executed only by the first such call. Subsequent calls just return the shared mem-
ory block handler and increment a process count. Conversely, the memory space used by the
RTDB is freed using the function call DB_free() that decreases the process count and, when
zero, releases the shared memory block.
The RTDB is accessed concurrently from Linux processes that capture and process images
and implement complex behaviors, and from tasks that manage the communication both with
the lower-level control layer (through the CAN gateway) and with the other agents (through
the wireless interface). The Linux processes access the RTDB with local non-blocking func-
tion calls, DB_put() and DB_get() that allow writing and reading records, respectively.
DB_get() further requires the specification of the agent from which the item to be read be-
longs to, in order to identify the respective area in the database.

6. Communications

In the MSL, the agents communicate using an IEEE 802.11 network, sharing a single channel
with the opposing team and using managed communication (through the access point), i.e.,
using a base station, and it is constrained to using a single channel, shared by, at least, both
teams in each game. In order to improve the timeliness of the communications, our team uses
a further transmission control protocol that minimizes collisions of transmissions within the
team. Each robot regularly broadcasts its own data while the remaining ones receive such
data and update their local structures. Beyond the robotic agents, there is also a coaching and
monitoring station connected to the team that allows following the evolution of the robots
status on-line and issuing high level team coordination commands.

As referred above, agents communicate using an IEEE 802.11 network, sharing a single chan-
nel with the opposing team and using managed communication (through the access point).
This raises several difficulties because the access to the channel cannot be controlled and the
available bandwidth is roughly divided by 2.
Therefore, the only alternative left for each team is to adapt to the current channel conditions
and reduce access collisions among team members. This is achieved using an adaptive TDMA
transmission control, with a predefined round period called team update period (Ttup) that
sets the responsiveness of the global communication. Within such round, there is one single
slot allocated to each team member so that all slots in the round are separated as much as
possible (Fig. 16). This allows calculating the target inter-slot period Txwin as Ttup

N , where N is
the number of running agents.

Fig. 16. TDMA round indicating the slots allocated to each robot.

The transmissions generated by each running agent are scheduled within the communication
process, according to the production periods specified in the RTDB records. Currently a rate-
monotonic scheduler is used. When the respective TDMA slot comes, all currently scheduled
transmissions are piggybacked on one single 802.11 frame and sent to the channel. The re-
quired synchronization is based on the reception of the frames sent by the other agents during
Ttup. With the reception instants of those frames and the target inter-slot period Txwin it is
possible to generate the next transmission instant. If these delays affect all TDMA frames in
a round, then the whole round is delayed from then on, thus its adaptive nature. Figure 17
shows a TDMA round indicating the slots allocated to each agent and the adaptation of the
round duration.

Fig. 17. An adaptive TDMA round.

When a robot transmits at time tnow it sets its own transmission instant tnext = tnow + Ttup, i.e.
one round after. However, it continues monitoring the arrival of the frames from the other
robots. When the frame from robot k arrives, the delay δk of the effective reception instant
with respect to the expected instant is calculated. If this delay is within a validity window
[0, ∆], with ∆ being a global configuration parameter, the next transmission instant is delayed
according to the longest such delay among the frames received in one round (Fig. 17), i.e.,

tnext = tnow + Ttup + maxk(δk)

On the other hand, if the reception instant is outside that validity window, or the frame is not
received, then (δk) is set to 0 and does not contribute to update tnext.
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Fig. 15. Each agent broadcasts periodically its subset state data that might be required by other
agents.
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Ttup. With the reception instants of those frames and the target inter-slot period Txwin it is
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When a robot transmits at time tnow it sets its own transmission instant tnext = tnow + Ttup, i.e.
one round after. However, it continues monitoring the arrival of the frames from the other
robots. When the frame from robot k arrives, the delay δk of the effective reception instant
with respect to the expected instant is calculated. If this delay is within a validity window
[0, ∆], with ∆ being a global configuration parameter, the next transmission instant is delayed
according to the longest such delay among the frames received in one round (Fig. 17), i.e.,
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On the other hand, if the reception instant is outside that validity window, or the frame is not
received, then (δk) is set to 0 and does not contribute to update tnext.
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The practical effect of the protocol is that the transmission instant of a frame in each round
may be delayed up to ∆ with respect to the predefined round period Ttup. Therefore, the
effective round period will vary between Ttup and Ttup + ∆. When a robot does not receive
any frame in a round within the respective validity windows, it updates tnext using a robot
specific configuration parameter βk in the following way

tnext = tnow + Ttup + βk

with 0 ≤ βk ≤ ∆.
This is used to prevent a possible situation in which the robots could all remain transmitting
but unsynchronized, i.e. outside the validity windows of each other, and with the same period
Ttup. By imposing different periods in this situation we force the robots to resynchronize
within a limited number of rounds because the transmissions will eventually fall within the
validity windows of each other.
One of the limitations of the adaptive TDMA protocol as proposed is that the number of team
members was fixed, even if the agents were not active, causing the use of Txwin values smaller
than needed. Notice that a smaller Txwin increases the probability of collisions in the team.
Therefore, a self-configuration capability was added to the protocol, to cope with variable
number of team members. This is the specific mechanism described in this section, which
supports the dynamic insertion / removal of agents in the protocol. Currently, the Ttup period
is still constant but it is divided by the number of running agents at each instant, maximizing
the inter-slot separation between agents Txwin at each moment.
However, the number of active team members is a global variable that must be consistent so
that the TDMA round is divided in the same number of slots in all agents. To support the
synchronous adaptation of the current number of active team members a membership vector
was added to the frame transmitted by each agent in each round, containing its perception of
the team status.
When a new agent arrives it starts to transmit its periodic information in an unsynchronized
mode. In this mode all the agents, including the new one, continue updating its membership
vector with the received frames and continue refreshing the RTDB shared areas, too. The Txwin
value, however, is not yet adapted and thus the new agent has no slot in the round. When all
the team members reach the same membership vector, the number of active team members
is updated, so as the inter-slot period Txwin. The protocol enters then in the scan mode in
which the agents, using their slightly different values of Ttup, rotate their relative phases in
the round until they find their slots. From then on, all team members are again synchronized.
The removal of an absent agent uses a similar process. After a predefined number of rounds
without receiving frames from a given agent, each remaining member removes it from the
membership vector. The change in the vector leads to a new agreement process similar to
described above.
More details about the communication process in the CAMBADA team, as well as in the MSL,
can be found in (Almeida et al., 2004; Santos et al., 2009; 2007).

7. Coordination and strategy

In CAMBADA each robot is an independent agent and coordinates its actions with its team-
mates through communication and information exchange. The resulting behavior of the indi-
vidual robot should be integrated into the global team strategy, thus resulting in cooperative
actions by all the robots. This is done by the use of roles and behaviors that define each robot
attitude in the field and resulting individual actions. Behaviors are the basic sensorimotor

skills of the robot, like moving to a specific position or kicking the ball, while roles select the
active behavior at each time step, according to the attitude in cause.
For open play, CAMBADA uses an implicit coordination model based on notions like strategic
positioning, role and formation. These notions and related algorithms have been introduced
and/or extensively explored in the RoboCup Soccer Simulation League (Reis et al., 2001; Stone
and Veloso, 1999). In order to apply such algorithms in the MSL, several changes had to be
introduced.
A formation defines a movement model for the robotic players. Formations are sets of strate-
gic positioning, where each positioning is a movement model for a specific player. The as-
signment of players to specific positioning is dynamic, and it is done according to some rules
concerning ball and team mates positions. Each positioning is specified by three elements:
Home position, which is the target position of the player when the ball is at the centre of the
field, Region of the field where the player can move, and Ball attraction parameters, used to
compute the target position of the player in each moment based on the current ball position
All these items of information are given in a strategy configuration file. Using different home
positions and attraction parameters for the positioning allows a simple definition of defen-
sive, wing, midfielder and attack strategic movement models. Figure 18 shows an example of
formation of the team for several ball positions.

Fig. 18. CAMBADA Robots in some different game situations.

During open play, the CAMBADA agents use only three roles: RoleGoalie,
RoleMidfielder and RoleStriker. The RoleGoalie is activated for the goalkeeper.
RoleMidfielder moves according to its strategic positioning, defined as stated earlier.
RoleStriker is an active player role, which substitutes the highest priority position of the
formation, the one closer to the ball. It tries to catch the ball and score goals.
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The practical effect of the protocol is that the transmission instant of a frame in each round
may be delayed up to ∆ with respect to the predefined round period Ttup. Therefore, the
effective round period will vary between Ttup and Ttup + ∆. When a robot does not receive
any frame in a round within the respective validity windows, it updates tnext using a robot
specific configuration parameter βk in the following way

tnext = tnow + Ttup + βk

with 0 ≤ βk ≤ ∆.
This is used to prevent a possible situation in which the robots could all remain transmitting
but unsynchronized, i.e. outside the validity windows of each other, and with the same period
Ttup. By imposing different periods in this situation we force the robots to resynchronize
within a limited number of rounds because the transmissions will eventually fall within the
validity windows of each other.
One of the limitations of the adaptive TDMA protocol as proposed is that the number of team
members was fixed, even if the agents were not active, causing the use of Txwin values smaller
than needed. Notice that a smaller Txwin increases the probability of collisions in the team.
Therefore, a self-configuration capability was added to the protocol, to cope with variable
number of team members. This is the specific mechanism described in this section, which
supports the dynamic insertion / removal of agents in the protocol. Currently, the Ttup period
is still constant but it is divided by the number of running agents at each instant, maximizing
the inter-slot separation between agents Txwin at each moment.
However, the number of active team members is a global variable that must be consistent so
that the TDMA round is divided in the same number of slots in all agents. To support the
synchronous adaptation of the current number of active team members a membership vector
was added to the frame transmitted by each agent in each round, containing its perception of
the team status.
When a new agent arrives it starts to transmit its periodic information in an unsynchronized
mode. In this mode all the agents, including the new one, continue updating its membership
vector with the received frames and continue refreshing the RTDB shared areas, too. The Txwin
value, however, is not yet adapted and thus the new agent has no slot in the round. When all
the team members reach the same membership vector, the number of active team members
is updated, so as the inter-slot period Txwin. The protocol enters then in the scan mode in
which the agents, using their slightly different values of Ttup, rotate their relative phases in
the round until they find their slots. From then on, all team members are again synchronized.
The removal of an absent agent uses a similar process. After a predefined number of rounds
without receiving frames from a given agent, each remaining member removes it from the
membership vector. The change in the vector leads to a new agreement process similar to
described above.
More details about the communication process in the CAMBADA team, as well as in the MSL,
can be found in (Almeida et al., 2004; Santos et al., 2009; 2007).

7. Coordination and strategy

In CAMBADA each robot is an independent agent and coordinates its actions with its team-
mates through communication and information exchange. The resulting behavior of the indi-
vidual robot should be integrated into the global team strategy, thus resulting in cooperative
actions by all the robots. This is done by the use of roles and behaviors that define each robot
attitude in the field and resulting individual actions. Behaviors are the basic sensorimotor

skills of the robot, like moving to a specific position or kicking the ball, while roles select the
active behavior at each time step, according to the attitude in cause.
For open play, CAMBADA uses an implicit coordination model based on notions like strategic
positioning, role and formation. These notions and related algorithms have been introduced
and/or extensively explored in the RoboCup Soccer Simulation League (Reis et al., 2001; Stone
and Veloso, 1999). In order to apply such algorithms in the MSL, several changes had to be
introduced.
A formation defines a movement model for the robotic players. Formations are sets of strate-
gic positioning, where each positioning is a movement model for a specific player. The as-
signment of players to specific positioning is dynamic, and it is done according to some rules
concerning ball and team mates positions. Each positioning is specified by three elements:
Home position, which is the target position of the player when the ball is at the centre of the
field, Region of the field where the player can move, and Ball attraction parameters, used to
compute the target position of the player in each moment based on the current ball position
All these items of information are given in a strategy configuration file. Using different home
positions and attraction parameters for the positioning allows a simple definition of defen-
sive, wing, midfielder and attack strategic movement models. Figure 18 shows an example of
formation of the team for several ball positions.

Fig. 18. CAMBADA Robots in some different game situations.

During open play, the CAMBADA agents use only three roles: RoleGoalie,
RoleMidfielder and RoleStriker. The RoleGoalie is activated for the goalkeeper.
RoleMidfielder moves according to its strategic positioning, defined as stated earlier.
RoleStriker is an active player role, which substitutes the highest priority position of the
formation, the one closer to the ball. It tries to catch the ball and score goals.
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The striker activates several behaviors that try to engage the ball (bMove, bMoveToAbs), get
into the opponent’s side avoiding obstacles (bDribble) and shoot to the goal (bKick). The
bKick behavior can perform 180◦ turns while keeping possession of the ball.
In a consistent role assignment, only one player at a time takes on the role of striker. The other
teammates take on RoleMidfielder (Lau et al., 2008). Midfielders maintain their target po-
sitions as determined by their current positioning assignments and the current ball position.
As a result, they accompany the striker as it plays along the field, without interfering. In case
the ball is captured by the opponent, some of the midfielders hopefully will be in a good posi-
tion to become the new striker. Occasionally, midfielders can take a more active behavior. This
happens when the striker can’t progress with the ball towards the opponent goal according
to defined parameters. In this case, the closest midfielder to the ball also approaches the ball,
acting as backup striker.
The role and position assignment in open play is based on considering different priorities for
the different roles and positionings, so that the most important ones are always covered. The
positioning is dynamically defined (not considering the goal keeper, which has a fixed role) by
evaluating the distances of each of the robots to each of the target positions. Then the striker
role is assigned to the robot that is closest to the highest priority strategic positioning, which
is in turn the closest to the ball. The second position to be assigned is the defense position,
then the two side positions. This algorithm results in the striker role having top priority,
followed by the defensive positioning, followed by the wingers. The assignment algorithm
may be performed by the coach agent in the base station, ensuring a coordinated assignment
result, or locally by each robot, in which case the inconsistencies of world models may lead to
unsynchronized assignments.
More explicit coordination is present on passes and setplays. Passing is a coordinated behav-
ior involving two players, in which one kicks the ball towards the other, so that the other can
continue with the ball. In the general case, the player running RoleStriker may decide to
take on RolePasser, choosing the player to receive the ball. After being notified, the second
player takes on the RoleReceiver. These roles have not been used yet for open play in in-
ternational competition games, but they have been demonstrated in RoboCup 2008 MSL Free
Technical Challenge and are used in a similar way in ball stoppage situations.
Another methodology implemented in CAMBADA is the use of coordinated procedures for
setplays, i.e. situations when the ball is introduced in open play after a stoppage, such as
kick-off, throw-in, corner kick, free kick and goal kick. Setplay procedures define a sequence
of behaviors for several robots in a coordinated way. RoleReplacer and RoleReceiver
are two exclusive roles used to overcome the MSL indirect rule in the case of indirect setplays
against the opponent. The replacer passes the ball to the receiver which tries to score a goal,
while the replacer assumes a position to defend the team mate shooting line. They position
themselves as close to the shoot alignment as possible, so that a shot can be taken soon after
the pass. If desired, a second receiver RoleReceiver2 can be assigned to provide a second
pass option for the replacer.
Finally, in the case of setplays against CAMBADA, RoleBarrier is used to protect the goal
from a direct shoot. The line connecting the ball to the own goal defines the barrier positions.
One player places itself on this line, as close to the ball as it is allowed. Two players place
themselves near the penalty area. One player is placed near the ball (as much as allowed), 45◦

degrees from the mentioned line, so that it can observe the ball coming into play and report
that to team mates.

8. The Base Station Application

In robotic soccer, the game is refereed by a human and his orders are communicated to the
teams using an application called “Referee Box”. No human interference is allowed during
the games except for removing malfunctioning robots and re-entering robots in the game. The
base station, a software application as described in this section, has a determinant role during
the development of a robotic soccer team and also during a game. This application must
control the agents interpreting and sending high level instructions, like Start or Stop, and
monitor information of the robots, for example the position and velocity, allowing easily to
attest the feasibility of the robots behavior.
The base station application must provide a set of tools to perform the activities mentioned
above. Regarding the control activity, this application must allow high level control of the
robots sending basic commands/information in particular the run and stop commands, play
mode, role assignment, etc.
This application must also provide a high level monitoring of the robots internal states,
namely the position in the field, velocity, battery charge, among other relevant information
related with the robots and the game.
Furthermore, this application should provide an easy mechanism that can be used to easily
show a specific behavior of the robot, allowing debugging.
Besides that, the base station has a fundamental role during a game, while receiving the com-
mands from the referee box, translating them to internal game states and broadcasting the
results to the robots. During a game, no human interference is allowed except for removing
malfunctioning robots and re-entering robots in the game.
The role of the base station during these phases, development and games, demands the ful-
fillment of some requirements, being the most important the following:

Reliability / Stability: during the game, the base station is not accessible for human interaction
of any kind and thus, it has to be a very robust application, all team depends on that.

Usability: the information displayed in the base station should be easy to interpret, allowing,
for instance, a fast detection of a problem in a robot. It should be possible to choose
different levels of details in the displayed information. Moreover, the base station has
to be easy to use, allowing an intuitive management of the robots.

Adaptability: a robotic soccer team is in a permanent development stage, which may lead to
significant changes within a short period of time.

Specifically to each phase the base station should provide the following features:

• Development phase

Manual role assignment: acting as a cooperative team, each robot has a specific role
which is, during a real game, dynamically assigned. In the development phase, it
should be possible to manually assign a role to a specific robot.

Local referee box: the base station should provide an interface widget to emulate a real
referee box in order to simulate events of a real game.

Visualization Tool: the application should provide a representation of the field and the
robots in that context. Moreover, some visual information should be attached in
order to improve the visual perception of the internal states of each robot.
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The striker activates several behaviors that try to engage the ball (bMove, bMoveToAbs), get
into the opponent’s side avoiding obstacles (bDribble) and shoot to the goal (bKick). The
bKick behavior can perform 180◦ turns while keeping possession of the ball.
In a consistent role assignment, only one player at a time takes on the role of striker. The other
teammates take on RoleMidfielder (Lau et al., 2008). Midfielders maintain their target po-
sitions as determined by their current positioning assignments and the current ball position.
As a result, they accompany the striker as it plays along the field, without interfering. In case
the ball is captured by the opponent, some of the midfielders hopefully will be in a good posi-
tion to become the new striker. Occasionally, midfielders can take a more active behavior. This
happens when the striker can’t progress with the ball towards the opponent goal according
to defined parameters. In this case, the closest midfielder to the ball also approaches the ball,
acting as backup striker.
The role and position assignment in open play is based on considering different priorities for
the different roles and positionings, so that the most important ones are always covered. The
positioning is dynamically defined (not considering the goal keeper, which has a fixed role) by
evaluating the distances of each of the robots to each of the target positions. Then the striker
role is assigned to the robot that is closest to the highest priority strategic positioning, which
is in turn the closest to the ball. The second position to be assigned is the defense position,
then the two side positions. This algorithm results in the striker role having top priority,
followed by the defensive positioning, followed by the wingers. The assignment algorithm
may be performed by the coach agent in the base station, ensuring a coordinated assignment
result, or locally by each robot, in which case the inconsistencies of world models may lead to
unsynchronized assignments.
More explicit coordination is present on passes and setplays. Passing is a coordinated behav-
ior involving two players, in which one kicks the ball towards the other, so that the other can
continue with the ball. In the general case, the player running RoleStriker may decide to
take on RolePasser, choosing the player to receive the ball. After being notified, the second
player takes on the RoleReceiver. These roles have not been used yet for open play in in-
ternational competition games, but they have been demonstrated in RoboCup 2008 MSL Free
Technical Challenge and are used in a similar way in ball stoppage situations.
Another methodology implemented in CAMBADA is the use of coordinated procedures for
setplays, i.e. situations when the ball is introduced in open play after a stoppage, such as
kick-off, throw-in, corner kick, free kick and goal kick. Setplay procedures define a sequence
of behaviors for several robots in a coordinated way. RoleReplacer and RoleReceiver
are two exclusive roles used to overcome the MSL indirect rule in the case of indirect setplays
against the opponent. The replacer passes the ball to the receiver which tries to score a goal,
while the replacer assumes a position to defend the team mate shooting line. They position
themselves as close to the shoot alignment as possible, so that a shot can be taken soon after
the pass. If desired, a second receiver RoleReceiver2 can be assigned to provide a second
pass option for the replacer.
Finally, in the case of setplays against CAMBADA, RoleBarrier is used to protect the goal
from a direct shoot. The line connecting the ball to the own goal defines the barrier positions.
One player places itself on this line, as close to the ball as it is allowed. Two players place
themselves near the penalty area. One player is placed near the ball (as much as allowed), 45◦

degrees from the mentioned line, so that it can observe the ball coming into play and report
that to team mates.

8. The Base Station Application

In robotic soccer, the game is refereed by a human and his orders are communicated to the
teams using an application called “Referee Box”. No human interference is allowed during
the games except for removing malfunctioning robots and re-entering robots in the game. The
base station, a software application as described in this section, has a determinant role during
the development of a robotic soccer team and also during a game. This application must
control the agents interpreting and sending high level instructions, like Start or Stop, and
monitor information of the robots, for example the position and velocity, allowing easily to
attest the feasibility of the robots behavior.
The base station application must provide a set of tools to perform the activities mentioned
above. Regarding the control activity, this application must allow high level control of the
robots sending basic commands/information in particular the run and stop commands, play
mode, role assignment, etc.
This application must also provide a high level monitoring of the robots internal states,
namely the position in the field, velocity, battery charge, among other relevant information
related with the robots and the game.
Furthermore, this application should provide an easy mechanism that can be used to easily
show a specific behavior of the robot, allowing debugging.
Besides that, the base station has a fundamental role during a game, while receiving the com-
mands from the referee box, translating them to internal game states and broadcasting the
results to the robots. During a game, no human interference is allowed except for removing
malfunctioning robots and re-entering robots in the game.
The role of the base station during these phases, development and games, demands the ful-
fillment of some requirements, being the most important the following:

Reliability / Stability: during the game, the base station is not accessible for human interaction
of any kind and thus, it has to be a very robust application, all team depends on that.

Usability: the information displayed in the base station should be easy to interpret, allowing,
for instance, a fast detection of a problem in a robot. It should be possible to choose
different levels of details in the displayed information. Moreover, the base station has
to be easy to use, allowing an intuitive management of the robots.

Adaptability: a robotic soccer team is in a permanent development stage, which may lead to
significant changes within a short period of time.

Specifically to each phase the base station should provide the following features:

• Development phase

Manual role assignment: acting as a cooperative team, each robot has a specific role
which is, during a real game, dynamically assigned. In the development phase, it
should be possible to manually assign a role to a specific robot.

Local referee box: the base station should provide an interface widget to emulate a real
referee box in order to simulate events of a real game.

Visualization Tool: the application should provide a representation of the field and the
robots in that context. Moreover, some visual information should be attached in
order to improve the visual perception of the internal states of each robot.
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Multi-windows solution: the application should be a multi-window environment, al-
lowing the user to choose between different levels of information. At least, three
different levels of information should be provided: a work level that presents the
controls of the robots and basic status information; a visual level that presents
visual information of the position of the robots and, finally a detailed level that
shows all the information related to the robots.

Adaptable windows geometry: the multi-windows system should adapt to monitors with
different resolutions. According to the new MSL rules, the base stations of each
team must use an external monitor provided by the organizing committee.

• Game situation

Robust communication skills: the correct operation of the team during the game is fully
dependent on the communication between the robots, the base station and the
referee box. Hence, the base station should provide a robust communication layer.

Automatic processing of the game states: the base station should process the commands
received from the referee box allowing the robots to change their internal game
states accordingly. One specific action should be the changing of the field side at
half time.

8.1 The CAMBADA base station approach
Regarding the challenges and requirements mentioned before, we will detail the used ap-
proaches in the conception of the base station application. We have divided, once again, the
description in the mentioned activities in order to more precisely describe the features imple-
mented for each one.

8.1.1 Performing control
Merging the available methods provided by the communication protocol of the team we were
able to implement a widget that allows an high level control of the robots. All the actions
were grouped to each robot and are accessible in a delimited space in order to improve the
usability. These actions represents the enable/disable of each robot, the team color and goal
color (in spite of the current rules don’t specify goal colors, we decide keep it in order to
facilitate the monitoring process), the role of the player, the re-location button, the start and
stop that controls remotely the software in each robot and the bottom to launch remotely the
agent.
Additionally, were created two other widgets, one to control all the team and one that imple-
ments a local referee box.

8.1.2 Monitoring
Regarding the monitoring activity, we developed a visualization widget that makes a rep-
resentation of the field and the robots. This visualization widget shows the robots number,
position and orientation and the ball that each robot view. Additionally was implemented
a mechanism that allows to change the orientation of the field, in order to turn possible to
monitor the robots in any position of the field, increasing the usability.
The base station has three separated windows representing three different levels of informa-
tion. The main level shows the controls and relevant information about the robots state, other
window only shows the visualization widget (this is the window to monitor the game, ac-
cording with the new rules) and finally we implemented a window with full information of

the robots, all the information available in the RTDB is shown in this window. In Fig. 19 is
shown the main window.

Fig. 19. The base station Main Window.

In order to perform debugging in the development phase, it was implemented, in the visual-
ization widget, a debug mechanism. Is possible to enable this mechanism writing in a specific
field of the RTDB. This field is a vector with two dimensions representing a position on the
game field. There are one point of debug per robot and if enabled in the base station this point
can be shown in the game field together with the representation of the robots. This point is
free to use and can represent whatever the developer wants.
Additionally, the third window, considered as the full information window, allows to perform
debug to the robot state, more precisely in the transition between the roles and behaviors
states.
All the project were developed using the Qt library using a modular architecture. This in-
creased the reliability and stability allowing to test each module before the integration in the
project.

9. Conclusions

This chapter presented the new advances in several areas that involves the development of an
MSL team of soccer robots, namely the mechanical structure of the robot, its hardware archi-
tecture and controllers, the software development in areas such as image processing, sensor
and information fusion, reasoning and control, cooperative sensing approach, communica-
tions among robots and some other auxiliary software.
The CAMBADA soccer robots have a hierarchical distributed hardware architecture with a
central computer to carry out vision sensing, global coordination and deliberative functions
and a low-level distributed sensing and actuation system based on a set of simple micro-
controller nodes interconnected with a Controller Area Network (CAN). The advantages of
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Multi-windows solution: the application should be a multi-window environment, al-
lowing the user to choose between different levels of information. At least, three
different levels of information should be provided: a work level that presents the
controls of the robots and basic status information; a visual level that presents
visual information of the position of the robots and, finally a detailed level that
shows all the information related to the robots.

Adaptable windows geometry: the multi-windows system should adapt to monitors with
different resolutions. According to the new MSL rules, the base stations of each
team must use an external monitor provided by the organizing committee.

• Game situation

Robust communication skills: the correct operation of the team during the game is fully
dependent on the communication between the robots, the base station and the
referee box. Hence, the base station should provide a robust communication layer.

Automatic processing of the game states: the base station should process the commands
received from the referee box allowing the robots to change their internal game
states accordingly. One specific action should be the changing of the field side at
half time.

8.1 The CAMBADA base station approach
Regarding the challenges and requirements mentioned before, we will detail the used ap-
proaches in the conception of the base station application. We have divided, once again, the
description in the mentioned activities in order to more precisely describe the features imple-
mented for each one.

8.1.1 Performing control
Merging the available methods provided by the communication protocol of the team we were
able to implement a widget that allows an high level control of the robots. All the actions
were grouped to each robot and are accessible in a delimited space in order to improve the
usability. These actions represents the enable/disable of each robot, the team color and goal
color (in spite of the current rules don’t specify goal colors, we decide keep it in order to
facilitate the monitoring process), the role of the player, the re-location button, the start and
stop that controls remotely the software in each robot and the bottom to launch remotely the
agent.
Additionally, were created two other widgets, one to control all the team and one that imple-
ments a local referee box.

8.1.2 Monitoring
Regarding the monitoring activity, we developed a visualization widget that makes a rep-
resentation of the field and the robots. This visualization widget shows the robots number,
position and orientation and the ball that each robot view. Additionally was implemented
a mechanism that allows to change the orientation of the field, in order to turn possible to
monitor the robots in any position of the field, increasing the usability.
The base station has three separated windows representing three different levels of informa-
tion. The main level shows the controls and relevant information about the robots state, other
window only shows the visualization widget (this is the window to monitor the game, ac-
cording with the new rules) and finally we implemented a window with full information of

the robots, all the information available in the RTDB is shown in this window. In Fig. 19 is
shown the main window.

Fig. 19. The base station Main Window.

In order to perform debugging in the development phase, it was implemented, in the visual-
ization widget, a debug mechanism. Is possible to enable this mechanism writing in a specific
field of the RTDB. This field is a vector with two dimensions representing a position on the
game field. There are one point of debug per robot and if enabled in the base station this point
can be shown in the game field together with the representation of the robots. This point is
free to use and can represent whatever the developer wants.
Additionally, the third window, considered as the full information window, allows to perform
debug to the robot state, more precisely in the transition between the roles and behaviors
states.
All the project were developed using the Qt library using a modular architecture. This in-
creased the reliability and stability allowing to test each module before the integration in the
project.

9. Conclusions

This chapter presented the new advances in several areas that involves the development of an
MSL team of soccer robots, namely the mechanical structure of the robot, its hardware archi-
tecture and controllers, the software development in areas such as image processing, sensor
and information fusion, reasoning and control, cooperative sensing approach, communica-
tions among robots and some other auxiliary software.
The CAMBADA soccer robots have a hierarchical distributed hardware architecture with a
central computer to carry out vision sensing, global coordination and deliberative functions
and a low-level distributed sensing and actuation system based on a set of simple micro-
controller nodes interconnected with a Controller Area Network (CAN). The advantages of
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distributed architectures extend from improved composability, allowing a system to be built
by putting together different subsystems, to higher scalability, allowing to add functionality to
the system by adding more nodes, more flexibility, allowing to reconfigure the system easily,
better maintainability, due to the architecture modularity and easiness of node replacement,
and higher reduction of mutual interference, thus offering a strong potential to support reac-
tive behaviors more efficiently. Moreover, distributed architectures may also provide benefits
in terms of dependability by creating error-containment regions at the nodes and opening the
way for inexpensive spatial replication and fault tolerance.
The vision system of the CAMBADA robots is based on an hybrid system, formed by an om-
nidirectional and a perspective sub-system, that together can analyze the environment around
the robots, both at close and long distances. We presented in this chapter several algorithms
for the calibration of the most important parameters of the vision system and we propose
efficient color-based algorithms for object detection. Moreover, we proposed a promising so-
lution for the detection of arbitrary FIFA balls, as demonstrated by the first place obtained in
the mandatory technical challenge in the Robocup 2009, where the robots had to play with an
arbitrary standard FIFA ball.
Sensor and information fusion is important to maintain a more reliable description of the state
of the world. The techniques proposed for information and sensor fusion proved to be effec-
tive in accomplishing their objectives. The Kalman filter allows to filter the noise on the ball
position and provides an important prediction feature which allows fast detection of devia-
tions of the ball path. The linear regression used to estimate the velocity is also effective, and
combined with the deviation detection based on the Kalman filter prediction error, provides
a faster way to recalculate the velocity in the new trajectory. The increasing reliability of the
ball position and velocity lead to a better ball trajectory evaluation. This allowed the devel-
opment of a more effective goalie action, as well as other behaviors, such as ball interception
behaviors and pass reception. The results regarding obstacle identification, provide tools for
an improvement of the overall team coordination and strategic play.
The robots coordination is based on a replicated database, the Real-Time Data Base (RTDB)
that includes local state variables together with images of remote ones. These images are up-
dated transparently to the application software by means of an adequate real-time manage-
ment system. Moreover, the RTDB is accessible to the application using a set of non-blocking
primitives, thus yielding a fast data access.
Regarding the communication between robots, is was developed a wireless communication
protocol that reduces the probability of collisions among the team members. The protocol
called adaptive TDMA, adapts to the current channel conditions, particularly accommodating
periodic interference patterns. It was also developed an extended version of the protocol with
on-line self-configuration capabilities that allow reconfiguring the slots structure of the TDMA
round to the actual number of active team members, further reducing the collision probability.
In the CAMBADA MSL team, each robot is an independent agent and coordinates its actions
with its teammates through communication and information exchange. The resulting behav-
ior of the individual robot should be integrated into the global team strategy, thus resulting in
cooperative actions by all the robots. This is done by the use of roles and behaviors that define
each robot attitude in the field and resulting individual actions. This resulted in a coordinated
behavior of the team that largely contributed to its recent successes.
The base station application has a important role during the development of a robotic soccer
team and also during a game. This chapter presented the approach that was used by the
CAMBADA team in the design of this important application.

The CAMBADA MSL team attained the first place in the MSL at RoboCup 2008 and attained
the third place in the last edition of the MSL at RoboCup 2009. CAMBADA also won the last
three editions of the Portuguese Robotics Open 2007-2009. These results confirm the effective-
ness of the proposed architecture.
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distributed architectures extend from improved composability, allowing a system to be built
by putting together different subsystems, to higher scalability, allowing to add functionality to
the system by adding more nodes, more flexibility, allowing to reconfigure the system easily,
better maintainability, due to the architecture modularity and easiness of node replacement,
and higher reduction of mutual interference, thus offering a strong potential to support reac-
tive behaviors more efficiently. Moreover, distributed architectures may also provide benefits
in terms of dependability by creating error-containment regions at the nodes and opening the
way for inexpensive spatial replication and fault tolerance.
The vision system of the CAMBADA robots is based on an hybrid system, formed by an om-
nidirectional and a perspective sub-system, that together can analyze the environment around
the robots, both at close and long distances. We presented in this chapter several algorithms
for the calibration of the most important parameters of the vision system and we propose
efficient color-based algorithms for object detection. Moreover, we proposed a promising so-
lution for the detection of arbitrary FIFA balls, as demonstrated by the first place obtained in
the mandatory technical challenge in the Robocup 2009, where the robots had to play with an
arbitrary standard FIFA ball.
Sensor and information fusion is important to maintain a more reliable description of the state
of the world. The techniques proposed for information and sensor fusion proved to be effec-
tive in accomplishing their objectives. The Kalman filter allows to filter the noise on the ball
position and provides an important prediction feature which allows fast detection of devia-
tions of the ball path. The linear regression used to estimate the velocity is also effective, and
combined with the deviation detection based on the Kalman filter prediction error, provides
a faster way to recalculate the velocity in the new trajectory. The increasing reliability of the
ball position and velocity lead to a better ball trajectory evaluation. This allowed the devel-
opment of a more effective goalie action, as well as other behaviors, such as ball interception
behaviors and pass reception. The results regarding obstacle identification, provide tools for
an improvement of the overall team coordination and strategic play.
The robots coordination is based on a replicated database, the Real-Time Data Base (RTDB)
that includes local state variables together with images of remote ones. These images are up-
dated transparently to the application software by means of an adequate real-time manage-
ment system. Moreover, the RTDB is accessible to the application using a set of non-blocking
primitives, thus yielding a fast data access.
Regarding the communication between robots, is was developed a wireless communication
protocol that reduces the probability of collisions among the team members. The protocol
called adaptive TDMA, adapts to the current channel conditions, particularly accommodating
periodic interference patterns. It was also developed an extended version of the protocol with
on-line self-configuration capabilities that allow reconfiguring the slots structure of the TDMA
round to the actual number of active team members, further reducing the collision probability.
In the CAMBADA MSL team, each robot is an independent agent and coordinates its actions
with its teammates through communication and information exchange. The resulting behav-
ior of the individual robot should be integrated into the global team strategy, thus resulting in
cooperative actions by all the robots. This is done by the use of roles and behaviors that define
each robot attitude in the field and resulting individual actions. This resulted in a coordinated
behavior of the team that largely contributed to its recent successes.
The base station application has a important role during the development of a robotic soccer
team and also during a game. This chapter presented the approach that was used by the
CAMBADA team in the design of this important application.

The CAMBADA MSL team attained the first place in the MSL at RoboCup 2008 and attained
the third place in the last edition of the MSL at RoboCup 2009. CAMBADA also won the last
three editions of the Portuguese Robotics Open 2007-2009. These results confirm the effective-
ness of the proposed architecture.
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1. Introduction 
 

Robot soccer games are used to encourage the researches on the robotics and artificial 
intelligence. FIRA (URL: http://www.fira.net) is an international robot soccer association to 
advance this research and hold some international competitions and congresses. There are 
many different leagues, such as SimuroSot, MiroSot, RoboSot, and HuroSot, in FIRA 
RoboWorld Cup. Each league is established for different research purposes. In the HuroSot 
league, many technology issues and scientific areas must be integrated to design a 
humanoid robot. The research technologies of mechanism design, electronic system, biped 
walking control, autonomous motion, direction judgment, kicking ball need to be applied on 
a humanoid robot (Chemori & Loria, 2004; Esfahani & Elahinia, 2007; Guan et al., 2006; 
Hemami et al., 2006; Hu et al., 2008; Haung et al., 2001; Miyazaki & Arimoto, 1980; Sugihara 
et al., 2002; Wong et al., 2005; Zhou & Jagannathan, 1996). This chapter introduces an 
autonomous humanoid robot, TWNHR-IV (Taiwan Humanoid Robot-IV), which is able to 
play sports, such as soccer, basketball, weight lifting, and marathon. The robot is designed 
to be a vision-based autonomous humanoid robot for HuroSot League of FIRA Cup. 
TWNHR-IV joined FIRA Cup in 2007 and 2008. In FIRA 2007, TWNHR-IV won the first 
place in robot dash, penalty kick, obstacle run, and weight lifting; the second place in 
basketball and marathon. In FIRA 2008, TWNHR-IV won the first place in penalty kick, 
obstacle run, and weight lifting, the second place in robot dash and the third place in 
basketball. TWNHR-IV determines the environment via its sensors and executes the suitable 
motion by its artificial intelligent. In order to let TWNHR-IV have the environment 
perceptive ability, a vision sensor (a CMOS sensor), six distance sensors (six infrared 
sensors), a posture sensor (an accelerometer sensor) and a direction sensor (a digital 
compass) are equipped on the body of TWNHR-IV to obtain the information of the 
environment. Two processors are used to control the robot. The first one is a DSP for the 
high-level control purpose. The DSP receives and processes the image data from the CMOS 
sensor via a serial port. It is in charge of the high level artificial intelligent, such as 
navigation. The second one is NIOS II (an embedded soft-core processor) for the robot 
locomotion control. The second processor is used as a low-level controller to control the 
walking and other actions. TWNHR-IV is designed as a soccer player so that it can walk, 
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turn, and kick the ball autonomously. A control board with a FPGA chip and a 64 Mb flash 
memory are mainly utilized to control the robot. Many functions are implemented on this 
FPGA chip so that it can receive motion commands from DSP via a serial port and process 
the data obtained by infrared sensors, digital compass, and accelerometer. It is able to 
accomplish the different challenges of HuroSot, including Penalty Kick (PK), basketball, lift-
and-carry, obstacle run, robot dash, weight lifting, and marathon autonomously and 
effectively.  
The rest of this chapter is organized as follows: In Section 2, the mechanical system design of 
the robot TWNHR-IV is described. In Section 3, the electronic system including a vision 
system, a control core, and sensor systems are described. In Section 4, some simulation and 
experiments results of the proposed controller are described. Finally, some conclusions are 
made in Section 5. 

 
2. Mechanical System Design 
 

Mechanical system design is the first step of design a humanoid robot. Human body 
mechanism basically consists of bones, joints, muscles, and tendons. It is impossible to 
replace all of the muscular-skeletal system by current mechanical and electrical components. 
Therefore, the primary goal of the humanoid robot mechanical system design is to develop a 
robot that can imitate equivalent human motions. The degrees of freedom (DOFs) 
configuration of TWNHR-IV is presented in Figure 1. TWNHR-IV has 26 DOFs. In this 
chapter, the rotational direction of each joint is defined by using the inertial coordinate 
system fixed on the ground as shown in Figure 1 ( Wong et al., 2008c). 
 

 
Fig. 1. DOFs configuration 
 
A photograph and a 3D mechanical structure of the implemented robot are shown in Figure 
2 The design concepts of TWNHR-IV are light weight and compact size. The height of 
TWNHR-IV is 43 cm and the weight is 3.4 kg with batteries. A human-machine interface is 
designed to manipulate the servo motors. The details of the mechanical structure of the 
head, arms, waist, trunk, and legs are described as follows. 

 

  

Fig. 2. Photograph and mechanical structure of TWNHR-IV 
 
The head of TWNHR-IV has 2 DOFs. Figure 3 shows the 3D mechanism design of the head. 
The head is designed based on the concept that the head of the robot can accomplish the raw 
and pitch motion. Table 1 presents the head DOFs relation between human and TWNHR-IV. 
 

Human Figure TWNHR-IV Human Figure TWNHR-IV 

    
Table 1. The head DOFs relation between human and TWNHR-IV 
 

 
(a) Head 3D design 

 
 

 
(b) DOFs diagram 

Fig. 3. Head mechanism 
 
The head of TWNHR-IV has 2 degrees of freedom. Figure 4 shows the 3D mechanism 
design of the waist and trunk. The trunk is designed based on the concept that robot can 
walk and maintain its balance by using gyro to adjust the trunk motions to compensate for 
the robot’s walk motion. Table 2 presents the specification of the joints for the waist and 
trunk. 
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mechanism basically consists of bones, joints, muscles, and tendons. It is impossible to 
replace all of the muscular-skeletal system by current mechanical and electrical components. 
Therefore, the primary goal of the humanoid robot mechanical system design is to develop a 
robot that can imitate equivalent human motions. The degrees of freedom (DOFs) 
configuration of TWNHR-IV is presented in Figure 1. TWNHR-IV has 26 DOFs. In this 
chapter, the rotational direction of each joint is defined by using the inertial coordinate 
system fixed on the ground as shown in Figure 1 ( Wong et al., 2008c). 
 

 
Fig. 1. DOFs configuration 
 
A photograph and a 3D mechanical structure of the implemented robot are shown in Figure 
2 The design concepts of TWNHR-IV are light weight and compact size. The height of 
TWNHR-IV is 43 cm and the weight is 3.4 kg with batteries. A human-machine interface is 
designed to manipulate the servo motors. The details of the mechanical structure of the 
head, arms, waist, trunk, and legs are described as follows. 

 

  

Fig. 2. Photograph and mechanical structure of TWNHR-IV 
 
The head of TWNHR-IV has 2 DOFs. Figure 3 shows the 3D mechanism design of the head. 
The head is designed based on the concept that the head of the robot can accomplish the raw 
and pitch motion. Table 1 presents the head DOFs relation between human and TWNHR-IV. 
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Table 1. The head DOFs relation between human and TWNHR-IV 
 

 
(a) Head 3D design 

 
 

 
(b) DOFs diagram 

Fig. 3. Head mechanism 
 
The head of TWNHR-IV has 2 degrees of freedom. Figure 4 shows the 3D mechanism 
design of the waist and trunk. The trunk is designed based on the concept that robot can 
walk and maintain its balance by using gyro to adjust the trunk motions to compensate for 
the robot’s walk motion. Table 2 presents the specification of the joints for the waist and 
trunk. 
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Human Figure TWNHR-IV Human Figure TWNHR-IV 

  
  

Table 2. The waist and trunk DOFs relation between human and TWNHR-IV 
 

 
(a) Waist 3D design 

 
(b) DOFs diagram 

Fig. 4. Waist and trunk mechanism 
 
Each arm of TWNHR-IV has 4 DOFs. Figure 5 shows the 3D mechanism design of the arms. 
The arms are designed based on the concept of size of the general human arms. The arms of 
the robot can hold an object such as a ball. Table 3 presents the specification of the joints for 
each arm. 
 

Human Figure TWNHR-IV Human Figure TWNHR-IV 

    

    
Table 3. The arms DOFs relation between human and TWNHR-IV 
 

 

 
(a) Shoulder 

 
(b) Elbow 

 
(c) Wrist 

 
(d) Arm 

Fig. 5. Left arm mechanism 
 
Each leg of TWNHR-IV has 7 Degrees of freedom. Figure 6 shows the 3D mechanism design 
of the legs. The legs are designed based on the concept that robot can accomplish the human 
walking motion. Table 4 presents the specification of the joints for each leg. 
 

Human Figure TWNHR-IV Human Figure TWNHR-IV 

    

    

    
Table 4. The legs DOFs relation between human and TWNHR-IV 
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Table 2. The waist and trunk DOFs relation between human and TWNHR-IV 
 

 
(a) Waist 3D design 

 
(b) DOFs diagram 

Fig. 4. Waist and trunk mechanism 
 
Each arm of TWNHR-IV has 4 DOFs. Figure 5 shows the 3D mechanism design of the arms. 
The arms are designed based on the concept of size of the general human arms. The arms of 
the robot can hold an object such as a ball. Table 3 presents the specification of the joints for 
each arm. 
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Table 3. The arms DOFs relation between human and TWNHR-IV 
 

 

 
(a) Shoulder 

 
(b) Elbow 

 
(c) Wrist 

 
(d) Arm 

Fig. 5. Left arm mechanism 
 
Each leg of TWNHR-IV has 7 Degrees of freedom. Figure 6 shows the 3D mechanism design 
of the legs. The legs are designed based on the concept that robot can accomplish the human 
walking motion. Table 4 presents the specification of the joints for each leg. 
 

Human Figure TWNHR-IV Human Figure TWNHR-IV 

    

    

    
Table 4. The legs DOFs relation between human and TWNHR-IV 
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(a) 3D design 

 
  (b) DOFs diagram 

Fig. 6. Legs mechanism 
 
The head of TWNHR-IV has 2 DOFs. The head is designed based on the concept that the 
head of the robot can accomplish the raw and pitch motion. The trunk of TWNHR-IV has 2 
DOFs. The trunk is designed based on the concept that robot can walk to adjust the trunk 
motions to compensate for the robot’s walk motion. Each arm of TWNHR-IV has 4 DOFs. 
The arms are designed based on the concept of size of the general human arms. The arms of 
the robot can hold an object such as a ball. Each leg of TWNHR-IV has 7 DOFs. The legs are 
designed based on the concept that robot can accomplish the human walking motion. The 
specification is shown in Table 5. 
 

Specification 
Height 43 cm 
Weight 3.4 kg 
Degree of Freedom & Motor Configuration 
 DOFs Torque (kg/cm) 
Head 2 1.7 
Thunk 2 40.8 
Legs 7(x2) 37.5 
Arms 4(x2) 20 
Total 26  

Table 5. Mechanism  specification 
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The electronic system diagram is show in Figure 7, where NIOS II is a 32-bit embedded soft-
core processor implement on a FPGA chip of a development board. TWNHR-IV is using the 
NIOS II development board to control all of the servo motors and communicate with 
sensors. The DSP processor μ’nsp decides motions and gives the NIOS II development 

 

board order commands to do such as walk forward, turn right and left. The motions 
through the RS-232 download to the NIOS II development board.  
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3.1 Vision System 
A 16-bits DSP processor named μ’nsp is used to receive and process the image data from the 
CMOS image sensor via the serial transmission. The CMOS sensor is mounted on the head 
of the robot so that the vision information of the field can be obtained. Two main electrical 
parts in the vision system of the robot are a CMOS sensor and a 16-bit DSP processor. The 
captured image data by the CMOS sensor is transmitted to the DSP processor via a serial 
port. Based on the given color and size of the object, the DSP processor can process the 
captured image data to determine the position of the object in this image. The noise of the 
environmental image can be eliminated by the DSP processor. It is shown an example of 
color image in Figure 8. In this image, two balls are detected. The cross marks in Figure 8  
(b) denote center of each color region. Based on the extracted position information, an 
appropriate strategy is made and transmitted to the FPGA chip via a serial transmission. 
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(a) Picture from original image (b) Picture after processing the image 

Fig. 8. Color detection from the input image. 

 
3.2 Control Core 
The NIOS II development board is used to process the data transmission and motion control. 
The motions of the robot are stored in the flash memory of NIOS II development board. The 
internal block diagram of NIOS II development is shown in Figure 9. There are several 
blocks in NIOS II, such as RS232 Transmission module, Receive module, Data Analysis 
module, Motion Execution module, Flash Access module, and Motor controller. These 
blocks are used to download and execute the motions, and these blocks are accomplished by 
the VHDL language. (Wong et al., 2008a) 
 

 
Fig. 9. The internal block diagram of NIOS II development 

 

The motions of the robot are designed on a PC, and downloaded to the RS232 transmission 
module of the robot. Two different data will be sent to the RS232 transmission module, 
motion data and motion execution command. The Data analysis module analyzes the data 
from the RS232 transmission module. If the command is motion data, this data will be sent 
to the Flash access module and stored in the flash memory. If the command is motion 
execution, the Motion execution module will get the motion data from the flash memory 
and execute it. The diagram of flash access is shown in Figure 10. 
 

 
Fig. 10. The diagram of flash access  

 
3.3 Sensors and Application 
In order to let TWNHR-IV can go to an appointed place accurately, a digital compass is 
installed on the body of TWNHR-IV to determine the head direction of the robot. The 
indispensable magnetism information of the digital compass can provide the important 
direction information for the robot navigation. The digital compass picks the angle of the 
robot and the north geomagnetic pole. It can be used in the competition of robot dash, 
marathon, or others competition.  
In order to let TWNHR-IV can avoid the obstacle, six infrared sensors are installed on the 
robot for detecting the distance between the obstacle and the robot. Two sensors are 
installed on the back of hands, two on the waist, and two on the legs. The distance 
information is sent to NIOS II decelopment board by RS232. The infrared is used in the 
competition of obstacle run, robot dash and weight lifting to avoid the obstacle on the field. 
In order to measure the motion state of the robot. An accelerometer is utilized on the body 
of the robot for the balancing purpose. It provides important motion state information for 
robot balancing. The accelerometer can offer the indispensable acceleration information of 
the robot’s motion. It is used to detect and examine the acceleration of the robot on the 
center of robot. This sensor can measure the speed of the earth’s axis. The acceleration 
information is sent to the controller by a serial port. Then the robot can correct its actions by 
itself. The robot falling down can be detected by this accelerometer so that the robot can 
autonomously decide to stand up from the ground. 

 
4. Experiments 
 

4.1 Penalty Kick 
The penalty kick is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to approach and kick a ball positioned somewhere in the ball 
area. The robot recognizes the ball by using the CMOS image sensor according to color. In 
the strategy design of penalty kick, a architecture of decision based on the finite-state 
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transition mechanism is proposed to solve varied situations in the competition. Figure 11 is 
the architectonic diagram of penalty kick strategy. 
There are three states (Find ball, Track ball, and Shoot ball) in the strategy of penalty kick. 
According to the information of environment through the CMOS image sensor, the robot 
can decide what state is the next state, and decide the best behavioral motion via the relative 
location and distance between the ball and the robot. For example, when the robot can see 
the ball (Find ball state), then the next state is “Track ball state“. But if the robot loses the 
ball in “Track ball state“, the robot state will change to “Find ball state“ to search the ball 
again. The behavioral motions of robot according to the relative location and distance 
between the ball and the robot are showed in Table 6 and Table 7. 
 

 
Fig. 11. Architectonic diagram of penalty kick strategy 
 

Relative location 
between  

the ball and 
 the robot  

   

Angle of head in  
horizontal axis 

   

Image frame 

   
Behavioral motion Slip left Go straight Slip right 

Table 6. The behavioral motion of robot according the location between object and robot 

 

Distance between  
the ball and  

the robot 

   

Angle of head in  
vertical axis 

   

Image frame 

   
Behavioral motion Go straigh Go straigh small Shoot ball 

Table 7. The behavioral motion of robot according the distance between object and robot 
 
Some pictures of TWNHR-IV playing the competition event: Penalty Kick (PK) are shown in 
Figure 12, where four pictures of TWNHR-IV are described: (a) Search and toward the ball, 
(b) Search the goal, (c) Kick the ball toward the goal, and (d) Goal. In this competition event, 
TWNHR-IV can use the CMOS sensor to track the ball and search the goal. The maximum 
effective distance of the CMOS sensor is 200 cm. When TWNHR-IV kicks the ball, the 
maximum shooting distance is 250 cm. (Wong et al., 2008b) 
 

  
(a) Search and toward the ball (b) Search the goal 

  
(c) Kick the ball toward the goal (d) Goal 

Fig. 12. Photographs of TWNHR-IV for the penalty kick 
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4.2 Basketball 
The basketball is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to throw the ball into a red basket. The robot stands in start 
point and then the robot need to move out of the start area. When the robot move out the 
start area, the robot could throw the ball into the basket. In the competition of basketball, the 
robot hold the ball and stay in the start area. When the robot move out the start area, the 
robot start to search the basket. The robot moves itself to face the baseket, and shoots the 
ball. Some pictures of TWNHR-IV playing the competition event: the basketball are shown 
in Figure 13, where we can see four pictures: (a) Search and hold the ball, (b) Slip to the right 
side, (c) Search the basket, and (d) Shoot. In this competition event, TWNHR-IV can use its 
arms to hold the ball and shoot the ball. The maximum  shooting distance is 45cm. 
 

  
(a) Search and hold the ball (b) Slip to the right side 

  
(c) Search the basket (d) Shoot 

Fig. 13. Photographs of TWNHR-IV for the basketball 

 
4.3 Lift-and-Carry 
The lift-and-carry is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to carry some batteries and cross an uneven surface. There are 
four colors on the uneven surface, each color means different height of the field surface. The 
robot need to cross the field by passsing these color steps. 
Some pictures of TWNHR-IV playing the competition event: the lift-and-carry are shown in 
Figure 14, where we can see four pictures: (a) Lift right leg, (b) Touch the stair by right leg, 
(c) Lift left leg, and (d) Touch the stair by left leg. In this competition event, TWNHR-IV can 
use the CMOS sensor to determine these stairs. The maximum crossing height is 2 cm, and 
the maximum crossing distance is 11 cm. 
 
 

 

  
(a) Lift right leg (b) Touch the stair by the right leg 

  
(c) Lift left leg (d) Touch the stair by the left leg 

Fig. 14. Photographs of TWNHR-IV for the lift-and-carry 

 
4.4 Obstacle Run 
The obstacle run is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to avoid obstacles and arrive the goal area. In this competition, 
six infrared sensors are installed on the robot to detect the obstacle, as shown in Figure 15. 
The digital compass sensor is used to correct the head direction of the robot, when the 
obstacles are detected in safe range, the robot modify its head direction to the goal direction. 
(Wong et al., 2005; Wong et al., 2007a; Wong et al., 2007b) 
 

 
Fig. 15. Detectable range of six IR sensors 
 
Some pictures of TWNHR-IV playing the competition event: the obstacle run are shown in 
Figure 16, where we can see two pictures: (a) Avoid obstacles, and (b) Move forward. In this 
competition event, TWNHR-IV can use the CMOS sensor and 6 infrared sensors to detect 
obstacles. Furthermore, TWNHR-IV can use the digital compass to determine its head 
direction. The maximum effective distance of the infrared sensor is 150 cm. The digital 
compass can determine 0 to 360 degree. 
 

IR1 

IR2 

IR3 IR4 

IR5 

IR6 
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Figure 16, where we can see two pictures: (a) Avoid obstacles, and (b) Move forward. In this 
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(a) Avoid obstacles (b) Walk forward 

Fig. 16. Photographs of TWNHR-IV for the obstacle run 

 
4.5 Robot Dash 
The robot dash is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to go forward and backward as soon as possible. The digital 
compass sensor is used to correct the head direction. As shown in Figure 17, the robot 
direction is different to the goal direction that detected by a digital compass sensor, the 
correct motion is executed, that is shown in Table 8. There are three motions module when 
robot is walking forward. When the goal direction is on the right of the robot, the “Turn Left 
Forward“ is executed, it is indicated that the turn left and forward are executed at the same 
time. When the goal direction is on the left of the robot, the “Turn Right Forward“ is executed, 
it is indicated that turn left and forward are executed at the same time.. Normally, the 
“Forward“ is executed. In that way, the robot does not waste time to stop and turn.  
 

 
Fig. 17. Description of the relative angle of the goal direction and the robot direction 
 

Turn Left Forward Forward Turn Right Forward 

Table 8. Three motions mode 
 

Robot direction 
Goal direction 

 

Some pictures of TWNHR-IV playing the competition event: the robot dash are shown in 
Figure 18, where we can see two pictures: (a) Walk forward, and (b) Walk backward. In this 
competition event, TWNHR-IV can use the 2 infrared sensors to detect the wall. If the 
infrared sensors detect the wall, TWNHR-IV will change the motion of walk forward to the 
motion of walk backward. The walking velocity of TWNHR-IV is 12 cm per second. 
 

  
(a) Walk forward (b) Walk backward 

Fig. 18. Photographs of TWNHR-IV for the robot-dash 

 
4.6 Weight Lifting 
The weight lifting is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to go forward and lift the weight. The mechanism of TWNHR-
IV is challenged in this competition, it also needs stable walking to complete. 
Some pictures of TWNHR-IV playing the competition event: the weight lifting are shown in 
Figure 19, where we can see four pictures: (a) Hold the dumbbells, (b) Walk forward 15 cm, 
(c) Lift up the dumbbells, and (d) Walk forward 15 cm. In this competition event, TWNHR-
IV can use infrared sensors to detect the wall. If the infrared sensors detect the wall, 
TWNHR-IV will lift up the discs and walk forward 15 cm. The maximum disc number lifted 
by TWNHR-IV is 43. 
 

  
(a) Hold the dumbbells (b) Walk forward 15 cm 

  
(c) Lift up the dumbbells (d) Walk forward 15 cm 

Fig. 19. Photographs of TWNHR-IV for the weight lifting 
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4.7 Marathon 
The marathon is one of competitions in HuroSot League of FIRA RoboWorld Cup. In the 
competition, the robot needs to track a visible line for a distance of 42.195 m (1/1000 of a 
human marathon distance) and finish it as quickly as possible. The robot recognizes the 
visible line by using the CMOS image sensor. From Figure 20, the image which we select is 
circumscribed by a white frame. (Wong et al., 2008d) 
Every selected object is marked by a white fram. Through the CMOS image sensor, we can 
obtain the digital image data in the visible line. From Figure 20, EndP  is the terminal point in 
the white frame and StaP  is the starting point in the white frame. We transform the 
coordinate system from the white frame to the full image. The pixel of the full image are 
120 160 . According to the relation between the coordinate of the terminal point ( EndP ) and 
the coordinate of the starting point ( StaP ), we can obtain the trend of the visible line from 
one field to another field. The humanoid soccer robot decides the best appropriate strategy 
for the movement. 
 

Fig. 20. Reference points of image information in the relative coordinate 
 
Some pictures of TWNHR-IV playing the competition event: the marathon is shown in 
Figure 21, where we can see the TWNHR-IV follow the line. In this competition event, 
TWNHR-IV can use the CMOS sensor to follow the blue line and walk about 1 hour. 
 

 

  
(a) (b) 

  
(c) (d) 

  
(e)  (f) 

Fig. 21. A vision-based humanoid soccer robot can walk along the white line autonomously 
in the competition of marathon 

 
5. Conclusions 
 

A humanoid soccer robot named TWNHR-IV is presented. A mechanical structure is 
proposed to implement a humanoid robot with 26 degrees of freedom in this chapter. This 
robot has 2 degrees of freedom on the head, 2 degrees of freedom on the trunk, 4 degrees of 
freedom on each arm, and 7 degrees of freedom on each leg. A CMOS sensor, a digital 
compass, an accelerometer, and six infrared sensors are equipped on the body of TWNHR-
IV to obtain the information of the environment. A CMOS sensor is installed on the head of 
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the white frame and StaP  is the starting point in the white frame. We transform the 
coordinate system from the white frame to the full image. The pixel of the full image are 
120 160 . According to the relation between the coordinate of the terminal point ( EndP ) and 
the coordinate of the starting point ( StaP ), we can obtain the trend of the visible line from 
one field to another field. The humanoid soccer robot decides the best appropriate strategy 
for the movement. 
 

Fig. 20. Reference points of image information in the relative coordinate 
 
Some pictures of TWNHR-IV playing the competition event: the marathon is shown in 
Figure 21, where we can see the TWNHR-IV follow the line. In this competition event, 
TWNHR-IV can use the CMOS sensor to follow the blue line and walk about 1 hour. 
 

 

  
(a) (b) 

  
(c) (d) 

  
(e)  (f) 

Fig. 21. A vision-based humanoid soccer robot can walk along the white line autonomously 
in the competition of marathon 

 
5. Conclusions 
 

A humanoid soccer robot named TWNHR-IV is presented. A mechanical structure is 
proposed to implement a humanoid robot with 26 degrees of freedom in this chapter. This 
robot has 2 degrees of freedom on the head, 2 degrees of freedom on the trunk, 4 degrees of 
freedom on each arm, and 7 degrees of freedom on each leg. A CMOS sensor, a digital 
compass, an accelerometer, and six infrared sensors are equipped on the body of TWNHR-
IV to obtain the information of the environment. A CMOS sensor is installed on the head of 
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the humanoid robot so that it can find the ball, track the line, and others image process. A 
digital compass is installed to detect the direction of the robot. An accelerometer is installed 
in the body of the humanoid robot so that it can detect the posture of robot. The 
implemented TWNHR-IV can autonomously detect objects, avoid obstacles, cross uneven 
surface, and walk to a destination. TWNHR-IV joined FIRA HuroSot 2007 and 2008, and 
won 7 times first place, 3 times second place, and one third place in different competitions. 
In the future, the localization ability is going to build in TWNHR-IV. Besides, fuzzy system 
and some evolutional algorithms such as GA and PSO will be considered to improve the 
speed of the motions and the movements.  
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the humanoid robot so that it can find the ball, track the line, and others image process. A 
digital compass is installed to detect the direction of the robot. An accelerometer is installed 
in the body of the humanoid robot so that it can detect the posture of robot. The 
implemented TWNHR-IV can autonomously detect objects, avoid obstacles, cross uneven 
surface, and walk to a destination. TWNHR-IV joined FIRA HuroSot 2007 and 2008, and 
won 7 times first place, 3 times second place, and one third place in different competitions. 
In the future, the localization ability is going to build in TWNHR-IV. Besides, fuzzy system 
and some evolutional algorithms such as GA and PSO will be considered to improve the 
speed of the motions and the movements.  
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1. Introduction 

The focus of robotic research continues to shift from industrial environments, in which 
robots must perform a repetitive task in a very controlled environment, to mobile service 
robots operating in a wide variety of environments, often in human-habited ones. There are 
robots in museums (Thrun et al, 1999), domestic robots that clean our houses, robots that 
present news, play music or even are our pets. These new applications for robots make arise 
a lot of problems which must be solved in order to increase their autonomy. These problems 
are, but are not limited to, navigation, localisation, behavior generation and human-machine 
interaction. These problems are focuses on the autonomous robots research.  
 
In many cases, research is motivated by accomplishment of a difficult task. In Artificial 
Intelligence research, for example, a milestone was to win to the chess world champion. This 
milestone was achieved when deep blue won to Kasparov in 1997. In robotics there are 
several competitions which present a problem and must be solved by robots. For example, 
Grand Challenge propose a robotic vehicle to cross hundred of kilometers autonomously. 
This competition has also a urban version named Urban Challenge. 
 

 
Fig. 1. Standard Platform League at RoboCup.  
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section 6, we will introduce the experiment carried out to test the proposed approach and 
also the robotic soccer player. Finally, section 7 will be the conclusion. 

 
2. Related work 
 

In this section, we will describe the previous works which try to solve the robot behavior 
generation and the following behaviors. First of all, the classic approaches to generate robot 
behaviors will be described. These approaches have been already successfully tested in 
wheeled robots. After that, we will present other approaches related to the RoboCup 
domain. To end up, we will describe a following behavior that uses an approach closely 
related to the one used in this work.  
 
There are many approaches that try to solve the behavior generation problem. One of the 
first successful works on mobile robotics is Xavier (Simmons et al, 1997). The architecture 
used in these works is made out of four layers: obstacle avoidance, navigation, path 
planning and task planning. The behavior arises from the combination of these separate 
layers, with an specific task and priority each. The main difference with regard to our work 
is this separation. In our work, there are no layers with any specific task, but the tasks are 
broken into components in different layers.  
 
Another approach is (Stoytchev & Arkin, 2000), where a hybrid architecture, which behavior 
is divided into three components, was proposed: deliberative planning, reactive control and 
motivation drives. Deliberative planning made the navigation tasks. Reactive control 
provided with the necessary sensorimotor control integration for response reactively to the 
events in its surroundings. The deliberative planning component had a reactive behavior 
that arises from a combination of schema-based motor control agents responding to the 
external stimulus. Motivation drives were responsible of monitoring the robot behavior. 
This work has in common with ours the idea of behavior decomposition into smaller 
behavioral units. This behavior unit was explained in detail in (Arkin, 2008). 
 
In (Calvo et al, 2005) a follow person behavior was developed by using an architecture 
called JDE (Cañas & Matellán, 2007). This reactive behavior arises from the 
activation/deactivation of components called schemes. This approach has several 
similarities with the one presented in this work.  
 
In the RoboCup domain, a hierarchical behavior-based architecture was presented in 
(Lenser et al, 2002). This architecture was divided in several levels. The upper levels set 
goals that the bottom level had to achieve using information generated by a set of virtual 
sensors, which were an abstraction of the actual sensors.  
 
Saffiotti (Saffiotti & Zbigniew, 2003) presented another approach in this domain: the 
ThinkingCap architecture. This architecture was based in a fuzzy approach, extended in 
(Gómez & Martínez, 1997). The perceptual and global modelling components manage 
information in a fuzzy way and they were used for generating the next actions. This 
architecture was tested in the four legged league RoboCup domain and it was extended in 
(Herrero & Martínez, 2008) to the Standar Platform League, where the behaviors were 

 

Our work is related to RoboCup. This is an international initiative to promote research on 
the field of Robotics and Artificial Intelligence. This initiative proposes a very complex 
problem, a soccer match, in which several techniques related to these field can be tested, 
evaluated and compared. The long term goal of the RoboCup project is, by 2050, develop a 
team of fully autonomous humanoid robots that can win against the human world 
champion team in soccer.  
 
This work is focused on the Standard Platform League. In this league, all the teams use the 
same robot and changes in hardware are not allowed. This is the key factor that makes that 
the efforts concentrate on the software aspects rather than in the hardware. This is why this 
league is known as The Software League. Until 2007, the chosen robot to play in this league 
was Aibo robot. But since 2008 there is a new platform called Nao (figure 1). Nao is a biped 
humanoid robot, this is the main difference with respect Aibo that is a quadruped robot. 
This fact has had a big impact in the way the robot moves and its stability while moving. 
Also, the sizes of both robots is not the same. Aibo is 15 cm tall while Nao is about 55 cm 
tall. That causes the big difference on the way of perception. In addition to it, both robots 
use a single camera to perceive. In Aibo the perception was 2D because the camera was very 
near the floor. Robot Nao perceives in 3D because the camera is at a higher position and that 
enables the robot to calculate the position of the elements that are located on the floor with 
one single camera. 
 
Many problems have to be solved before having a fully featured soccer player. First of all, 
the robot has to get information from the environment, mainly using the camera. It must 
detect the ball, goals, lines and the other robots. Having this information, the robot has to 
self-localise and decide the next action: move, kick, search another object, etc. The robot 
must perform all these tasks very fast in order to be reactive enough to be competitive in a 
soccer match. It makes no sense within this environment to have a good localisation method 
if that takes several seconds to compute the robot position or to decide the next movement 
in few seconds based on the old percerpetion. The estimated sense-think-act process must 
take less than 200 millisecond to be truly eficient. This is a tough requirement for any 
behavior architecture that wishes to be applied to solve the problem.    
 
With this work we are proposing a behavior based architecture that meets with the 
requirements needed to develop a soccer player. Every behavior is obtained from a 
combination of reusable components that execute iteratively. Every component has a 
specific function and it is able to activate, deactivate o modulate other components. This 
approach will meet the vivacity, reactivy and robustness needed in this environment. In this 
chapter we will show how we have developed a soccer player behavior using this 
architecture and all the experiments carried out to verify these properties. 
 
This paper is organised as follows: First, we will present in section 2 all relevant previous 
works which are also focused in robot behavior generation and following behaviors. In 
section 3, we will present the Nao and the programming framework provided to develop 
the robot applications. This framework is the ground of our software. In section 4, the 
behavior based architecture and their properties will be described. Next, in section 5, we 
will describe how we have developed a robotic soccer player using this architecture. In 
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section 6, we will introduce the experiment carried out to test the proposed approach and 
also the robotic soccer player. Finally, section 7 will be the conclusion. 

 
2. Related work 
 

In this section, we will describe the previous works which try to solve the robot behavior 
generation and the following behaviors. First of all, the classic approaches to generate robot 
behaviors will be described. These approaches have been already successfully tested in 
wheeled robots. After that, we will present other approaches related to the RoboCup 
domain. To end up, we will describe a following behavior that uses an approach closely 
related to the one used in this work.  
 
There are many approaches that try to solve the behavior generation problem. One of the 
first successful works on mobile robotics is Xavier (Simmons et al, 1997). The architecture 
used in these works is made out of four layers: obstacle avoidance, navigation, path 
planning and task planning. The behavior arises from the combination of these separate 
layers, with an specific task and priority each. The main difference with regard to our work 
is this separation. In our work, there are no layers with any specific task, but the tasks are 
broken into components in different layers.  
 
Another approach is (Stoytchev & Arkin, 2000), where a hybrid architecture, which behavior 
is divided into three components, was proposed: deliberative planning, reactive control and 
motivation drives. Deliberative planning made the navigation tasks. Reactive control 
provided with the necessary sensorimotor control integration for response reactively to the 
events in its surroundings. The deliberative planning component had a reactive behavior 
that arises from a combination of schema-based motor control agents responding to the 
external stimulus. Motivation drives were responsible of monitoring the robot behavior. 
This work has in common with ours the idea of behavior decomposition into smaller 
behavioral units. This behavior unit was explained in detail in (Arkin, 2008). 
 
In (Calvo et al, 2005) a follow person behavior was developed by using an architecture 
called JDE (Cañas & Matellán, 2007). This reactive behavior arises from the 
activation/deactivation of components called schemes. This approach has several 
similarities with the one presented in this work.  
 
In the RoboCup domain, a hierarchical behavior-based architecture was presented in 
(Lenser et al, 2002). This architecture was divided in several levels. The upper levels set 
goals that the bottom level had to achieve using information generated by a set of virtual 
sensors, which were an abstraction of the actual sensors.  
 
Saffiotti (Saffiotti & Zbigniew, 2003) presented another approach in this domain: the 
ThinkingCap architecture. This architecture was based in a fuzzy approach, extended in 
(Gómez & Martínez, 1997). The perceptual and global modelling components manage 
information in a fuzzy way and they were used for generating the next actions. This 
architecture was tested in the four legged league RoboCup domain and it was extended in 
(Herrero & Martínez, 2008) to the Standar Platform League, where the behaviors were 

 

Our work is related to RoboCup. This is an international initiative to promote research on 
the field of Robotics and Artificial Intelligence. This initiative proposes a very complex 
problem, a soccer match, in which several techniques related to these field can be tested, 
evaluated and compared. The long term goal of the RoboCup project is, by 2050, develop a 
team of fully autonomous humanoid robots that can win against the human world 
champion team in soccer.  
 
This work is focused on the Standard Platform League. In this league, all the teams use the 
same robot and changes in hardware are not allowed. This is the key factor that makes that 
the efforts concentrate on the software aspects rather than in the hardware. This is why this 
league is known as The Software League. Until 2007, the chosen robot to play in this league 
was Aibo robot. But since 2008 there is a new platform called Nao (figure 1). Nao is a biped 
humanoid robot, this is the main difference with respect Aibo that is a quadruped robot. 
This fact has had a big impact in the way the robot moves and its stability while moving. 
Also, the sizes of both robots is not the same. Aibo is 15 cm tall while Nao is about 55 cm 
tall. That causes the big difference on the way of perception. In addition to it, both robots 
use a single camera to perceive. In Aibo the perception was 2D because the camera was very 
near the floor. Robot Nao perceives in 3D because the camera is at a higher position and that 
enables the robot to calculate the position of the elements that are located on the floor with 
one single camera. 
 
Many problems have to be solved before having a fully featured soccer player. First of all, 
the robot has to get information from the environment, mainly using the camera. It must 
detect the ball, goals, lines and the other robots. Having this information, the robot has to 
self-localise and decide the next action: move, kick, search another object, etc. The robot 
must perform all these tasks very fast in order to be reactive enough to be competitive in a 
soccer match. It makes no sense within this environment to have a good localisation method 
if that takes several seconds to compute the robot position or to decide the next movement 
in few seconds based on the old percerpetion. The estimated sense-think-act process must 
take less than 200 millisecond to be truly eficient. This is a tough requirement for any 
behavior architecture that wishes to be applied to solve the problem.    
 
With this work we are proposing a behavior based architecture that meets with the 
requirements needed to develop a soccer player. Every behavior is obtained from a 
combination of reusable components that execute iteratively. Every component has a 
specific function and it is able to activate, deactivate o modulate other components. This 
approach will meet the vivacity, reactivy and robustness needed in this environment. In this 
chapter we will show how we have developed a soccer player behavior using this 
architecture and all the experiments carried out to verify these properties. 
 
This paper is organised as follows: First, we will present in section 2 all relevant previous 
works which are also focused in robot behavior generation and following behaviors. In 
section 3, we will present the Nao and the programming framework provided to develop 
the robot applications. This framework is the ground of our software. In section 4, the 
behavior based architecture and their properties will be described. Next, in section 5, we 
will describe how we have developed a robotic soccer player using this architecture. In 
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Fig. 2. Brokers tree.  
 
Every binary, also called broker, runs independently and is attached to an address and port. 
Every broker is able to run both in the robot (cross compiled) and the computer. Then we 
are able to develop a complete application composed by several brokers, some running in a 
computer and some in the robot, that communicate among them. This is useful because high 
cost processing tasks can be done in a high performance computer instead of in the robot, 
which is computationally limited. 
 
The broker's functionality is performed by modules. Each broker may have one or more 
modules. Actually, brokers only provide some services to the modules in order to 
accomplish their tasks. Brokers deliver call messages among the modules, subscription to 
data and so on. They also provide a way to solve module names in order to avoid specifying 
the address and port of the module. 
 

 
Fig. 3. Modules within MainBroker.  
 
A set of brokers are hierarchically structured as a tree, as we can see in figure 2. The most 
important broker is the MainBroker. This broker contains modules to access to robot sensors 
and actuators and other modules provide some interesting functionality (figure 3). We will 
describe some of the modules intensively used in this work: 

 
• The main information source our application is the camera. The images are fetched 

by ALVideoDevice module. This module uses the Video4Linux driver and makes the 
images available for any module that create a proxy to it, as we can observe in 
figure 4. This proxy can be obtained locally or remotelly. If locally, only a reference 

 

developed using a LUA interpreter. This work is important to the work presented in this 
paper because this was the previous architecture used in our RoboCup team.  
 
Many researches have been done over the Standar Platform League. The B-Human Team 
(Röfer et al, 2008) divides their architecture in four levels: perception, object modelling, 
behavior control and motion control. The execution starts in the upper level which perceives 
the environment and finishes at the low level which sends motion commands to actuators. 
The behavior level was composed by several basic behavior implemented as finite state 
machines. Only one basic behavior could be activated at same time. These finite state 
machine was written in XABSL language (Loetzsch et al, 2006), that was interpreted at 
runtime and let change and reload the behavior during the robot operation. A different 
approach was presented by Cerberus Team (Akin et al, 2008), where the behavior generation 
is done using a four layer planner model, that operates in discrete time steps, but exhibits 
continuous behaviors. The topmost layer provides a unified interface to the planner object. 
The second layer stores the different roles that a robot can play. The third layer provides 
behaviors called “Actions”, used by the roles. Finally, the fourth layer contains basic skills, 
built upon the actions of the third layer. 
The behavior generation decomposition in layers is widely used to solve the soccer player 
problem. In (Chown et al 2008) a layered architecture is also used, but including 
coordination among the robots. They developed a decentralized dynamic role switching 
system that obtains the desired behavior using different layers: strategies (the topmost 
layer), formations, roles and sub-roles. The first two layers are related to the coordination 
and the other two layers are related to the local actions that the robot must take.  

 
3. Nao and NaoQi framework 

The behavior based architecture proposed in this work has been tested using the Nao robot. 
The applications that run in this robot must be implemented in software. The hardware 
cannot be improved and all the work must be focused in improving the software. The robot 
manufacturer provides an easy way to access to the hardware and also to several high level 
functions, useful to implement the applications.  
 
Our soccer robot application uses some of the functionality provided by this underlying 
software. This software is called NaoQi1

                                                                 
1 http://www.aldebaran-robotics.com/ 

 and provides a framework to develop applications 
in C++ and Python. 
 
NaoQi is a distributed object framework which allows to several distributed binaries be 
executed, all of them containing several software modules which communicate among 
them. Robot functionality is encapsulated in software modules, so we can communicate to 
specific modules in order to access sensors and actuators.  
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Fig. 6. Access time to the image depending on resolution and space color. Last column is 
direct raw mode. 
 

• In order to move the robot, NaoQi provides the ALMotion module. This module is 
responsible for the actuators of the robot. This module's API let us move a single 
joint, a set of joints or the entire body. The movements can be very simple (p.e. set a 
joint angle with a selected speed) or very complex (walk a selected distance). We 
use these high level movement calls to make the robot walk, turn o walk sideways. 
As a simple example, the walkStraight function is:  

 
void walkStraight (float distance, int pNumSamplesPerStep) 

 
This function makes the robot walk straight a distance. If a module, in any 
broker, wants to make the robot walk, it has to create a proxy to the ALMotion 
module. Then, it can use this proxy to call any function of the ALMotion module.  
 
The movement generation to make the robot walk is a critical task that NaoQi 
performs. The operations to obtain each joint position are critical. If these real time 
operations miss the deadlines, the robot may lost the stability and fall down. 

 
• NaoQi provides a thread-safe module for information sharing among modules, 

called ALMemory. By its API, modules write data in this module, which are read by 
any module. NaoQi also provides a way to subscribe and unsubscribe to any data 
in ALMemory when it changes or periodically, selecting a class method as a callback 
to manage the reception. Besides this, ALMemory also contains all the information 
related to the sensors and actuators in the system, and other information. This 
module can be used as a blackboard where any data produced by any module is 
published, and any module that needs a data reads from ALMemory in order to 
obtain it.  

 
As we said before, each module has an API with the functionality that it provides. Brokers 
also provide useful information about their modules and their APIs via web services. If you 
use a browser to connect to any broker, it shows all the modules it contains, and the API of 
each one.  
 

 

to the data image is obtained, but if remotelly all the image data must be 
encapsulated in a SOAP message and sent over the network.  
To access the image, we can use the normal mode or the direct raw mode. Figure 5 
will help to explain the difference. Video4Linux driver maintains in kernel space a 
buffer where it stores the information taken from the camera. It is a round robin 
buffer with a limited capacity. NaoQi unmaps one image information from Kernel 
space to driver space and locks it. The difference in the modes comes here. In 
normal mode, the image transformations (resolution and color space) are applied, 
storing the result and unlocking the image information. This result will be 
accessed, locally or remotelly, by the module interested in this data. In direct raw 
mode, the locked image information is available (only locally and in native color 
space, YUV422) to be accessed by the module interested in this data. This module 
should manually unlock the data before the driver in kernel space wants to use this 
buffer position (around 25 ms). Fetching time varying depending on the desired 
color space, resolution and access mode, as we can see in figure 6. 

 

 
Fig. 4. NaoQi vision architecture overview. 
 

 
Fig. 5. Access to an image in the NaoQi framework. 
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The robot hardware design also imposes some restrictions. The main restriction is related to 
the two cameras in the robot. These cameras are not stereo, as we can observe in the right 
side of the figure 7. Actually, the bottom camera was included in the last version of the robot 
after RoboCup 2008, when the robot designer took into account that it was difficult track the 
ball with the upper camera (the only present at that time) when the distance to the ball was 
less than one meter. Because of this non stereo camera characteristic, we can’t estimate 
elements position in 3D using two images of the element, but supposing some other 
characteristics as the heigh position, the element size, etc.  
 
Besides of that, the two cameras can’t be used at same time. We are restricted to use only 
one camera at the time, and the switching time is not negligible (about 70 ms). All these 
restrictions have to taken into account when designing our software. 
 
The software developed on top of NaoQi can be tested both in real robot and simulator. We 
use Webots (figure 8) (MSR is also available) to test the software as the first step before 
testing it in the real robot. This let us to speed up the development and to take care of the 
real robot, whose hardware is fragile. 
 

 
Fig. 8. Simulated and real robot. 

 
4. Behavior based architecture for robot applications 
 

The framework we presented in the last section provides useful functionality to develop a 
software architecture that makes a robot perform any task. We can decompose the 
functionality in modules that communicate among them. This framework also hides almost 
all the complexity of movement generation and makes easy to access sensors (ultrasound, 
camera, bumpers…) and actuators (motors, color lights, speaker…).  
 

 

When a programmer develops an application composed by several modules, she decides to 
implement it as a dynamic library or as a binary (broker). In the dynamic library (like a 
plug-in) way, the modules that it contains can be loaded by the MainBroker as its own 
modules. Using this mechanism the execution speeds up, from point of the view of 
communication among modules. As the main disadvantage, if any of the modules crashes, 
then MainBroker also crashes, and the robot falls to the floor. To develop an application as a 
separate broker makes the execution safer. If the module crashes, only this module is 
affected. 
 
The use of NaoQi framework is not mandatory, but it is recommended. NaoQi offers high 
and medium level APIs which provide all the methods needed to use all the robot's 
functionality. The movement methods provided by NaoQi send low level commands to a 
microcontroller allocated in the robot's chest. This microcontroller is called DCM and is in 
charge of controlling the robot's actuators. Some developers prefer (and the development 
framework allows it) not to use NaoQi methods and use directly low level DCM 
functionality instead. This is much laborious, but it takes absolute control of robot and 
allows to develop an own walking engine, for example.   
  
Nao robot is a fully programmable humanoid robot. It is equipped with a x86 AMD Geode 
500 Mhz CPU, 1 GB flash memory, 256 MB SDRAM, two speakers, two cameras (non 
stereo), Wi-fi connectivity and Ethernet port. It has 25 degrees of freedom. The operating 
system is Linux 2.6 with some real time patches. The robot is eqquiped with a 
microcontroller ARM 7 allocated in its chest to controll the robot’s motors and sensors, 
called DCM. 
 

 
Fig. 7. Aldebaran Robotics’ Nao Robot.  

 
These features impose some restrictions to our behavior based architecture design. The 
microprocessor is not very powerful and the memory is very limited. These restrictions 
must be taken into account to run complex localization or sophisticathed image processing 
algorithms. Moreover, the processing time and memory must be shared with the OS itself 
(an GNU/Linux embedded distribution) and all the software that is running in the robot, 
including the services that let us access to sensors and motors, which we mentioned before. 
Only the OS and all this software consume about 67% of the total memory available and 
25% of the processing time.  
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Fig. 10. Activation tree composed by several components. 
 
Two differents components are able to activate the same child component, as we can observe in 
figure 11. This property lets two components to get the same information from a component. 
Any of them may modulate it, and the changes affect to the result obtained in both component. 
 

 
Fig. 11. Activation tree where B and D activates D component. 
 
The activation tree is no fixed during the robot operation. Actually, it changes dinamically 
depending on many factors: main task, environment element position, interaction with 
robots or humans, changes in the environment, error or falls… The robot must adapt to the 
changes in these factors by modulating the lower level components or activating and 
deactivating components, changing in this way the static view of the tree.  
 
The main idea of our approach is to decompose the robot functionality in these components, 
which cooperate among them to make arise more complex behaviors. As we said before,  
component can be active or inactive. When it is active, a step() function is called 
iteratively to perform the component task.  
 

 
Fig. 12. Activation tree with two low level components and a high level components that 
modulates them. 

 

It is possible to develop basic behaviors using only this framework, but it is not enough for 
our needs. We need an architecture that let us to activate and deactivate components, which 
is more related to the cognitive organization of a behavior based system. This is the first step 
to have a wide variety of simple applications available. It’s hard to develop complex 
applications using NaoQi only. 
  
In this section we will describe the design concepts of the robot architecture we propose in 
this chapter. We will address aspects such as how we interact with NaoQi software layer, 
which of its functionality we use and which not, what are the elements of our architecture, 
how they are organized and timing related aspects.   
 
The main element in the proposed architecture is the component. This is the basic unit of 
functionality. In any time, each component can be active or inactive. This property is set 
using the start/stop interface, as we can observe in figure 6. When it is active, it is running 
and performing a task. When inactive, it is stopped and it does not consume computation 
resources. A component also accepts modulations to its actuation and provides information 
of the task it is performing. 
 
For example, lets suppose a component whose function is perceive the distance to an object 
using the ultrasound sensors situated in the robot chest. The only task of this component is 
to detect, using the sensor information, if a obstacle is in front of the robot, on its left, on its 
right or there is not obstacle in a distance less than D mm. If we would like to use this 
functionality, we have to activate this component using its start/stop interface (figure 9). We 
may modulate the D distance and ask whenever we want what is this component output 
(front, left, right or none). When this is information is no longer needed, we may deactivate 
this component to stop calculating the obstacle position, saving valuable resources. 
  

 
Fig. 9. Component inputs and outputs.  

 
A component, when active, can activate another components to achieve its goal, and these 
components can also activate another ones. This is a key idea in our architecture. This let to 
decompose funtionality in several components that work together. An application is a set of 
components which some of them are activated and another ones are deactivated. The subset 
of the components that are activated and the activation relations are called activation tree. In 
figure 10 there is an example af an activation tree. When component A, the root component, 
is activated, it activates component B and E. Component B activates C and D. Component A 
needs all these components actived to achieve its goal. This estructure may change when a 
component is modulated and decides to stop a component and activate another more 
adequate one. In this example, component A does not need to know that B has activated C 
and D. The way component B performs its task is up to it. Component A is only interested in 
the component B and E execution results.  
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Fig. 13. Activation tree with a root component in the higher level. As higher is the level, 
lower is the frequency. 
 
Using this approach, we can modulate every module frequency, and be aware of situations 
where the system has a high load. If a module does not meet with its (soft) deadline, it only 
makes the next component to executed a little bit late, but its execution is not discarted 
(graceful degradation).  
 
In next section we will describe some of the components developed using this approach for 
our soccer player application, clarifying some aspects not fully described . 

 
5. Soccer player design 
 

The concepts presented in last section summarizes the key ideas of this architecture design. 
We have presented the component element, how these components can be activated in a 
activation tree and how they execute. This architecture is focused to develop robot 
applications using a behavioral approach. In this section we will present how, using this 
architecture, we solve the problem previously introduced in the section 1: play soccer.  
A soccer player implementation is defined by the set of activation trees and how the 
components modulate another ones. These components are related to perception and 
actuations and are part of the basis of this architecture. High level components make use of 
these lower level components to achieve higher level components. So, the changes between 
soccer player implementations depends on these higher level components. We will review 
in next sections how particular components to make a robot play soccer are designed and 
implemented.   

 
5.1 Soccer player perception 
At RoboCup competition, the environment is designed to be perceived using vision and all 
the elements have a particular color and shape. Nao is equipped with two (non-stereo) 
cameras because they are the richest sensors available in robotics. This particular robot has 
also ultrasound sensors to detect obstacles in front of it, but a image processing could also 
detect the obstacle and, additionally, recognize whether it is a robot (and what teams it 
belong) or another element. This is why we have based the robot perception in vision.  
 
The perception is carried out by the Perception component. This component obtains the 
image from one of the two cameras, process it and makes this information available to any 
component interested on it using the API it implements. Furthermore, it may calculate the 
3D position of some elements in the environment. Finally, we have developed a novel 
approach to detect the goals, calculating at same time an estimation of the robot pose in 3D.  

 

As an example, in figure 12 we show an activation tree composed by 3 components. 
ObjectPerception is a low level component that determines the position of an 
interesting object in the image taken by the robot’s camera. Head is a low level component 
that moves the head. These components functionality is used by a higher level component 
called FaceObject. This component activates both low level components, that execute 
iteratively. Each time FaceObject component performs its step() function, it asks to 
FaceObject for the object position and modulates Head movement to obtain the global 
behavior: facing the object.  
 
Components can be very simple or very complex. For example, the ObjectPerception 
component of the example is a perceptive iterative component.  It does’t modulate or 
activate another component. It only extract information from an image. The 
ObjectPerception component is a iterative controller, that activate and modulate 
another components. Another components may activate and deactivate components 
dinamically dependining on some stimulus. They are implemented as finite state machine. In 
each state there is set of active components, and this set is eventually different to the one in 
other state. Transitions among states reflect the need to adapt to the new conditions the 
robot must face to. 
 
Using this guideline, we have implemented our architecture in a single NaoQi module. The 
components are implemented as Singleton C++ classes and they communicate among them 
by method calls. It speeds up the communications with respect the SOAP message passing 
approach. 
 
When NaoQi module is created, it starts a thread which continuosly call to step() method 
of the root component (the higher level component) in the activation tree. Each 
step()method of every component at level n has the same structure: 
 

1. Calls to step() method of components in n-1 level in its branch that it wants to 
be active to get information. 

2. Performs some processing to achieve its goal. This could include calls to 
components methods in level n-1 to obtain information and calls to lower level 
components methods in level n-1 to modulate their actuation. 

3. Calls to step() methods of component in n-1 level in its branch that it wants to 
be active to modulate them. 

 
Each module runs iteratively at a configured frequency. It has not sense that all the 
components execute at the same frequency. Some informations are needed to be refreshed 
very fast, and some decisions are not needed to be taken such fast. Some components may 
need to be configured at the maximun frame rate, but another modules may not need such 
high rate. When a step() method is called, it checks if the elapsed time since last 
execution is equal or higher to the established according to its frequency. In that case, it 
executes 1, 2 and 3 parts of the structure the have just described. If the elapsed time is lower, 
it only executes 1 and 3 parts. Tipically, higher level components are set up with lower 
frequency than lower level ones, as we can observe in figure 13. 
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Fig. 13. Activation tree with a root component in the higher level. As higher is the level, 
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actuations and are part of the basis of this architecture. High level components make use of 
these lower level components to achieve higher level components. So, the changes between 
soccer player implementations depends on these higher level components. We will review 
in next sections how particular components to make a robot play soccer are designed and 
implemented.   
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cameras because they are the richest sensors available in robotics. This particular robot has 
also ultrasound sensors to detect obstacles in front of it, but a image processing could also 
detect the obstacle and, additionally, recognize whether it is a robot (and what teams it 
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components methods in level n-1 to modulate their actuation. 

3. Calls to step() methods of component in n-1 level in its branch that it wants to 
be active to modulate them. 

 
Each module runs iteratively at a configured frequency. It has not sense that all the 
components execute at the same frequency. Some informations are needed to be refreshed 
very fast, and some decisions are not needed to be taken such fast. Some components may 
need to be configured at the maximun frame rate, but another modules may not need such 
high rate. When a step() method is called, it checks if the elapsed time since last 
execution is equal or higher to the established according to its frequency. In that case, it 
executes 1, 2 and 3 parts of the structure the have just described. If the elapsed time is lower, 
it only executes 1 and 3 parts. Tipically, higher level components are set up with lower 
frequency than lower level ones, as we can observe in figure 13. 
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Fig. 15. Element detection process. 
 
The element detected is coded as a tuple {[-1,1],[-1,1]}, indicating the normalized position 
{X,Y} of the object in the image. When step() method finishes, any component can ask for 
this information using  method such us getBallX(),getBlueNetY(), etc.  
 

 
Fig. 16. Tuple containing the ball position. 
 
5.1.2 Ball in ground coordinates 
In last subsection we describe how the element information is calculated. This information is 
2D and is related to the image space. Sometimes it is not enough to achieve some task. For 
example, if the robot wants to be aligned in order to kick the ball, it is desired to have the 
ball position available in the robot space reference, as we can see in figure 17. 
 
Obtain the element position in 3D is not an easy task, and it is more difficult in the case of an 
humanoid robot that walks and perceive an element with a single camera. We have placed 
the robot axes in the floor, centered under the chest, as we can see in figure 17. The 3D 
position {OX, OY, OZ=0} of the observed element O (red lines in figure 11) is with respect the 
robot axes (blue lines in figure 17).   
 
To calculate the 3D position, we start from the 2D position of the center of the detected 
element related to the image space in one camera. Using the pinhole model, we can calculate 
the a 3D point situated in the line that joints the center of the camera and the element 
position in the camera space.   

 

The relevant elements in the environment are the ball, the green carpet, the blue net, the 
yellow net, the lines and the other robots. The ilumination is not controlled, but it is 
supposed to be addequate and stable. The element detection is made attending to its color, 
shape, dimensions and position with respect the detected border of the carpet (to detect if it 
is in the field). 
 
We want to use direct raw mode because the fetching time varying depending on the desired 
color space, resolution and access mode, as we can see in figure 14.  
 

 
Fig. 14. Relevant elements in the environment. 
 
Perception component can be modulated by other components that uses it to set different 
aspects related to the perception: 
 

• Camera selection. Only bottom or upper camera is active at same time.  
• Set the stimulus of interest.  

 
We have designed this module to detect only one stimulus at the same time. There are four 
types of stimulus: ball in the image, goals in the image, ball in ground coordinates and goal 
in robot coordinates. This is usefull to avoid unncecessary processing when any of the 
elements are not usefull. 

 
5.1.1 Ball and goal in image 
These stimulus detection is performed in the step() method of this component. Once the 
image obtained is filtered attending only to the color of the element we want to detect. To 
speed up this process we use a lookup table. In the next step, the resulting pixels on the 
filtering step are grouped in blobs that indicate connected pixels with the same color. In the 
last step, we apply some conditions to each blob. We test the size, the density, the center 
mass position with respect the horizont, etc. The horizon is the line that indicates the upper 
border of the green carpet. Ball is always under horizon, and nets have a maximun and 
minimum distance to it. All this process for ball and net is shown in figure 15.    
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There are three line segments in the goal detected in the image: two goalposts and the 
crossbar. Taking into consideration only one of the posts (for instance GP1 at figure 18) the 
way in which it appears in the image imposes some restrictions to the camera location. As 
we will explain later, a 3D thorus contains all the camera locations from which that goalpost 
is seen with that length in pixels (figure 19). It also includes the two corresponding goalpost 
vertices. A new 3D thorus is computed considering the second goalpost (for instance GP2 at 
figure 18), and a third one considering the crossbar. The real camera location belongs to the 
three thorus, so it can be computed as the intersection of them. 
 

    
Fig. 19. Camera 3D position estimation using a 3D thorus built from the perception.   
 
Nevertheless the analytical solution to the intersection of three 3D thorus is not simple. A 
numerical algorithm could be used. Instead of that, we assume that the height of the camera 
above the floor is known. The thorus coming from the crossbar is not needed anymore and it 
is replaced by a horizontal plane, at h meters above the ground. Then, the intersection 
between three thorus becomes the intersection between two parallel thorus and a plane. The 
thorus coming from the left goalpost becomes a circle in that horizontal plane, centered at 
the goalpost intersection with the plane. The thorus coming from the right goalpost also 
becomes a circle. The intersection of both circles gives the camera location. Usually, due to 
simmetry, two different solutions are valid. Only the position inside the field is selected. 
 
To compute the thorus coming from one post, we take its two vertices in the image. Using 
projective geometry and the intrisinc parameters of the camera, a 3D projection ray can be 
computed that traverses the focus of the camera and the top vertex pixel. The same can be 
computed for the bottom vertex. The angle α between these two rays in 3D is calculated 
using the dot product. 
 
Let's now consider one post at its absolute coordinates and a vertical plane that contains it. 
Inside that plane only the points in a given circle see the post segment with an angle α . The 
thorus is generated rotating such circle around the axis of the goalpost. Such thorus contains 
all the camera 3D locations from which that post is seen with a angle α, regardless its 
orientation. In other words, all the camera positions from which that post is seen with such 
pixel length. 

 

Once obtained this point we represent this point and the center of the camera in the robot 
space axes. We use NaoQi functions to help to obtain the transformation from robot space to 
camera space. Using Denavit and Hartenberg method (Denavit, 1955), we obtain the (4x4) 
matrix that correspond to that transform (composed by rotations and translations). 
 

 
Fig. 17. Element 3D position and the robot axes. 
 
Each time this component is asked for the 3D position of an image element, it has to 
calculate this transformation matrix (each time the joint angles from foots to camera are 
differents) and apply to to the 2D element position in the camera frame calculated in the last 
step() iteration.  

 
5.1.3 Goal in robot coordinates 
Once the goal has been properly detected in the image, spatial information can be obtained 
from the that goal using geometric 3D computations. Let Pix1, Pix2, Pix3 and Pix4 be the 
pixels of the goal vertices in the image. The position and orientation of the goal relative to 
the camera can be inferred, that is, the 3D points P1, P2, P3 and P4 corresponding to the goal 
vertices. Because the absolute positions of both goals are known (AP1,AP2,AP3,AP4) that 
information can be reversed to compute the camera position relative to the goal, and so, the 
absolute location of the camera (and the robot) in the field. In order to perform such 3D 
geometric computation the robot camera must be calibrated.  
 

   
Fig. 18. Goal detection. 

 
Two different 3D coordinates are used: the absolute field based reference system and the 
system tied to the robot itself, to its camera. Our algorithm deals with line segments. It 
works in the absolute reference system and finds the absolute camera position computing 
some restrictions coming from the pixels where the goal appears in the image.  
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deactivates Turn component if it was active, modulates and activates GoStraight 
component. When w is different to 0, it deactivates GoStraight and activates Turn. 
 

 
Fig. 21. Body component and its lower level components, which comumnicate with NaoQi 
to move the robot. 

 
5.2.2 Head component 
Body component makes move all the robot but the robot head. Robot head is involved in the 
perception and attention process and can be controlled independiently from the rest of the 
robot. The robot head is controlled by the Head component. This component, when active, 
can be modulated in velocity and position to control the pan and tilt movement. While the 
head control in position is quite simple (it sends motion commands to ALMotion to set the 
joint to the desired angle), the control in velocity is more sophisticated. We developed a PID 
controller to adjust the movement speed. The modulation parameter for this type of control, 
in range [-1,1] in each pan and tilt, is taken as the input of this controller. The value -1 means 
the maximun value in one turn sense, 1 in the other sense, and 0 means to stop the head in 
this axe. 

 
5.2.3 Fixed Movement behavior 
The last component involved in actuation is the FixMove component. Sometimes it is 
required to perform a fixed complex movement composed by several joint positions in 
determined times. For example, when we want that robot kicks the ball we have to made a 
coordinate movement that involves all the body joints and takes several seconds to 
complete. These movements are coded in several files, one for each fixed movement, that 
describe the joints involved in the movement, the positions and when these positions should 
applied. Lets look an example of this file: 
 
 
 
 
 

 

 
Fig. 20. Estimation of the robot position  

 
5.2 Basic movements 
Robot actuation is not trivial in a legged robot. It is even more complicated in biped robots. 
The movement is carried out by moving the projection of center of mass in the floor (zero 
moment point, ZMP) to be in the support foot. This involves the coordination of almost all 
the joints in the robot. In fact, it is common even use the arms to improve the balance.  
 
It is hard to develop complete walking mechanism. This means to generate all the joint 
positions in every moment, which is not mathematically trivial. It also involves real time 
aspects because if a joint command is sent late, even few milliseconds, the result is fatal, and 
the robot may fall to floor. All this work is critical for any task that the robot performs, but it 
has not very valuable, from the scientific point of view. Sometimes there is not chance, and 
this work has to be done. For example, we had to calculate every joint position each 8 
milliseconds to make walk the quadruped AiBo robot because there were not any library or 
function to make it walk. Luckily, NaoQi provides some high level functions to make the 
robot move. There are function to walk (straight or side), turn or move in many ways an 
only joint. It is not mandatory to use it, and everyone can develop his own walking 
mechanism, but it is difficult to improve the results that NaoQi provides. 
 
We have chosen to use NaoQi high level functionality to move the robot. We do not use 
these function in every component that wants to move the robot in any way. This would 
incur in conflicts and it is not desiderable mix high and low level functions. For these 
reasons, we have developed some components to manage the robot movement, providing 
and standard and addequate interface for all the component that wants to perform any 
actuation. This interface is implemented by the Body, Head and FixMove components.  

 
5.2.1 Body component 
The Body component manages the robot walk. Its modulation consists in two parameters: 
straight velocity (v) and rotation velocity (w). Each parameters accepts values in the [-1,1]. If 
v is 1, the robot walks forward straight; if v is -1, the robot walks backward straight; if v is 0, 
robot doesn’t move straight. If w is 1, the robot turn left; if w is -1, the robot turn right; if w is 
0, robot doesn’t turn. Unfortunately, this movements can’t be combined and only one of 
them is active at the same time.  
 
Actually, Body doesn’t this work directly but it activates and modulates two lower level 
components: GoStraight and Turn, as we can see in figure 21. When v is different to 0, it 



Humanoid soccer player design 85

 

deactivates Turn component if it was active, modulates and activates GoStraight 
component. When w is different to 0, it deactivates GoStraight and activates Turn. 
 

 
Fig. 21. Body component and its lower level components, which comumnicate with NaoQi 
to move the robot. 
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robot move. There are function to walk (straight or side), turn or move in many ways an 
only joint. It is not mandatory to use it, and everyone can develop his own walking 
mechanism, but it is difficult to improve the results that NaoQi provides. 
 
We have chosen to use NaoQi high level functionality to move the robot. We do not use 
these function in every component that wants to move the robot in any way. This would 
incur in conflicts and it is not desiderable mix high and low level functions. For these 
reasons, we have developed some components to manage the robot movement, providing 
and standard and addequate interface for all the component that wants to perform any 
actuation. This interface is implemented by the Body, Head and FixMove components.  

 
5.2.1 Body component 
The Body component manages the robot walk. Its modulation consists in two parameters: 
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v is 1, the robot walks forward straight; if v is -1, the robot walks backward straight; if v is 0, 
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void 
FaceBall::step(void) 
{ 
 perception->step(); 
 
 if (isTime2Run())  
 { 
  head->setPan( perception->getBallX()); 
  head->setTilt( perception->getBallY() ); 

} 
 

 head->step(); 
} 

 
5.4 Follow Ball behavior 
The main function of FollowBall component is going to the ball when it is detected by the 
robot. This component activates FaceBall and Body components. The modulation of the 
Body component is the position of the robot head, that is tracking the ball. Simplifying, the 
code of the step function of this component is something like this: 
 
void 
FollowBall::step(void) 
{ 
 faceball->step(); 
 
 if (isTime2Run())  
 { 
  float panAngle = toDegrees(headYaw); 
  float tiltAngle = toDegrees(headPitch); 
 
  if(panAngle > 35) body->setVel(0, panAngle/fabs(panAngle)); 
  else body->setVel(1, 0); 
    
 }  
  
 body->step(); 
} 
 

 
Fig. 23. FollowBall component. 

 
5.5 Search Ball behavior 
The main function of SearchBall component is search the ball when it is not detected by 
the robot. This component introduces the concept of finite state machine in a component. 

 

Movement_name 
name_joint_1 name _joint_2 name _joint_3 ... name _joint_n 
angle_1_joint_1 angle_2_joint_1 angle_3_joint_1 ... angle_m1_joint_1 
angle_1_joint_2 angle_2_joint_2 angle_3_joint_2 ... angle_m2_joint_2 
angle_1_joint_3 angle_2_joint_3 angle_3_joint_3 ... angle_m3_joint_3 
... 
angle_1_joint_n angle_2_joint_n angle_3_joint_n ... angle_mn_joint_n 
time_1_joint_1 time_2_joint_1 time_3_joint_1 ... time_m1_joint_1 
time_1_joint_2 time_2_joint_2 time_3_joint_2 ... time_m2_joint_2 
time_1_joint_3 time_2_joint_3 time_3_joint_3 ... time_m3_joint_3 
... 
time_1_joint_n time_2_joint_n time_3_joint_n ... time_mn_joint_n 
 
In addition to the desired fixed movement, we can modulate two parameters that indicates a 
walking displacement in straight and side senses. This is useful to align the robot with the 
ball when kicking the ball. If this values are not zero, a walk preceed the execution of the 
fixed movement.  
 
As we have just introduced, we use this component for kicking the ball and for standing up 
when the robot is pushed and falls to the floor.  

 
5.3 Face Ball behavior 
FaceBall component tries to center the ball in the image taken from the camera. To 
achieve this goal, when active, this component activates both Perception and Head 
components, as we see in figure 22.  
 

 
Fig. 22. FaceBall component. 
 
This component activates Perception and Head while it is active. It modulates Perception 
to detect the ball. In its step() function, it simply takes the output of the perception 
component and uses this value as the input of the Head component. These values are in the [-
1,1] range. When the ball is centered, the X and Y value of the ball are 0, so the head is stopped. 
If the ball is in the extreme right, the X value, 1, will be the modulation of the pan velocity, 
turning the head to the left. Here is the code of the step() funtion of FaceBall. 
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void 
FaceBall::step(void) 
{ 
 perception->step(); 
 
 if (isTime2Run())  
 { 
  head->setPan( perception->getBallX()); 
  head->setTilt( perception->getBallY() ); 

} 
 

 head->step(); 
} 
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Fig. 23. FollowBall component. 
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ball when kicking the ball. If this values are not zero, a walk preceed the execution of the 
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This component activates Perception and Head while it is active. It modulates Perception 
to detect the ball. In its step() function, it simply takes the output of the perception 
component and uses this value as the input of the Head component. These values are in the [-
1,1] range. When the ball is centered, the X and Y value of the ball are 0, so the head is stopped. 
If the ball is in the extreme right, the X value, 1, will be the modulation of the pan velocity, 
turning the head to the left. Here is the code of the step() funtion of FaceBall. 
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In the Recovering state the Perception component is modulated to detect the ball, and the 
head moves to the position stored when Scanning state started.  

 
5.7 Field Player behavior 
The Player component is the root component of the forward player behavior. Its 
functionality is decomposed in  five states: LookForBall, Approach, SeekNet, Fallen and Kick. 
These five states encode all the behavior that makes the robot play soccer. 
 
In LookForBall state, Player component activates SearchBall and Perception components, as 
is shown in figure 25. For clarity reasons, in this figure we don’t display all the activation 
tree but the components that Player component directly activates.  
 
When the Perception components indicates that the ball is detected, this component 
transitates to Approach state. It deactivates SearchBall State, and the ball is supposed to be in 
the active camera. In this state is activated the FollowBall component in order to make the 
robot walk to the ball.  
 
It is common that the robot initially detects the ball with the upper camera, and it starts the 
approach to the ball using this camera. When the ball is nearer than one meter, it can’t 
follow it with the upper camera bacause of the neck limitations and the ball is lost. It 
transitates to the LookForBall state again and starts searching the ball, changing the camera. 
When the ball is detected with the lower camera, it continues the approaching with the right 
camera. 
 

 
Fig. 25. Player component finite state machine with its corresponding activation tree. 

 

When this component is active, it can be in two states: HeadSearch or BodySearch. It starts 
from HeadSearch state and it only moves the head to search the ball. When it has scanned all 
the space in front of the robot it transitates to BodySearch state and the robot starts to turn 
while it is scanning with the head. In any state, SearchBall component modulates 
Perception component in order to periodically change the active camera. 
 
Depending on the state, the activation tree is different, as we can see in figure 24. At start, 
the active state is HeadSearch. In this state only Head component is active. During this state, 
Head component is modulated directly from SearchBall component. It starts moving the 
head up and it continues moving the head to scan the space in front of the robot. When this 
scan is completed, it transitates to BodySearch state. In this state, Body component is also 
activated in order to make turn the robot in one direction.  
 

 
Fig. 24. The two states that this component can be and the activation tree in each state.  
 
This component does not use the Perception component to get information about the ball 
presence. This component only manages the robot movement and the camera selection. Any 
other component has to activate SearchBall and Perception components, and stop 
SearchBall once the ball is found. Next we will see which component do this work.   

 
5.6 Search Net behavior 
This behavior is implemented by the SearchNet component is used to search the net where 
the robot must kick the ball to. It activates Head and Perception components. Its work is 
divided in two states: Scanning and Recovering. 
 
When the Scanning state starts, the head position is stored (it is supposed to be tracking the 
ball) and the robot modulates Perception component to detect the nets instead of the ball. 
It has not sense continuing doing processing to detect the ball if now it is not the interesting 
element, saving processing resources. 
 
While Scanning state, this component also modulates Head component to move the head 
along the horizont, searching the ball. When this component is active, the robot is stopped, 
and we can suppose where is the horinzont. If the scanning is complete, or the net is 
detected, this component tansitates to the Recovering state. 
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This component does not use the Perception component to get information about the ball 
presence. This component only manages the robot movement and the camera selection. Any 
other component has to activate SearchBall and Perception components, and stop 
SearchBall once the ball is found. Next we will see which component do this work.   
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This behavior is implemented by the SearchNet component is used to search the net where 
the robot must kick the ball to. It activates Head and Perception components. Its work is 
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When the Scanning state starts, the head position is stored (it is supposed to be tracking the 
ball) and the robot modulates Perception component to detect the nets instead of the ball. 
It has not sense continuing doing processing to detect the ball if now it is not the interesting 
element, saving processing resources. 
 
While Scanning state, this component also modulates Head component to move the head 
along the horizont, searching the ball. When this component is active, the robot is stopped, 
and we can suppose where is the horinzont. If the scanning is complete, or the net is 
detected, this component tansitates to the Recovering state. 



Robot Soccer90

 

6.1 Component debugging tool 
Inside the Manager we can debug any component individually. We can activate a 
component, modulate it and change its frequency. It is also possible to take measures related 
to the CPU consumption. 
 
In figure 26 we show the GUI of this tool and how the Turn component is debugged. We 
can activate independiently using a checkbox. We can also configurate the frequency, in this 
case it is set to run at 5 Hz. We use the slider to modulate this component setting its input in 
the [-1,1] range. In the figure the modulation is 0, so the robot is stopped. Finally, we can 
obtain the mean, maximum and minimum CPU consumption time in each iteration.  
 

 
Fig. 26. Component debugging tool and how the Turn component is debugged. 

 
6.2 Perception tool 
The environment conditions are not similar in every place the robot must work. Even in the 
same place, the conditions are not similar along the day. For this reason to calibrate the 
camera characteristics and the color definitions is essential to face these changes in the ligt 
conditions.  
 

 
Fig. 27. Camera values tunning. 
 
The Manager contains some tools to do this calibratarion. Figure 27 shows the tool used to 
calibrate the camera values (brightness, contrast, …). Each relevant element to the robot has 

 

When the ball is close to the robot, the robot is ready to kick the ball, but it has to detect the 
net first in order to select the addecuate movement to score. For this reason, the Player 
component transitates to SeekNet state, activating SearchNet component. 
 
Once detected the net, the robot must kick the ball in the right direction according to the net 
position. Player component makes this decission in the Kick state. Before activating 
FixMove component, Player component ask to Perception component the 3D ball 
position. With this information, it can calculate the displacement needed by the selected kick 
to perform this kick correctly.  Once activated the FixMove component, the robot performs 
the kick.  
 
In this state, this component also activates FaceBall component to track the ball while the 
robot is kicking the ball.  
 
The last state is Fallen. This component goes to transitates to this state when the robot falls to 
the floor. It activates Fixmove component and modulates it with the right movement to 
make it getting up.   
 
These are the components needed for the forward player behavior. In next sections we will 
explain the tools developed to tune, configurate and debug these components, and also the 
components developed to make a complete soccer player. 

 
6. Tools 

In previous section we described the software that the robot runs onboard. This is the 
software needed to make the robot perform any task. Actually, this is the only software that 
is working while the robot is playing soccer in an official match, but some work on 
calibrating and debugging must be done before a game starts.  
 
We have developed a set of tools useful to do all the previous work needed to make the 
robot play. Manager application contains all the tools used to manage the robot. This 
application runs in a PC connected to the robot by an ethernet cable or using wireless 
communications.  
 
To make possible the communication between the robot and the computer we have used the 
SOAP protocol that NaoQi provides. This simplify the development process because we do 
not have to implement a socket based communication or anything similar. We only obtain a 
proxy to the NaoQi module that contains our software, and we make calls to methods to 
send and receive all the management information. 
 
Next, we will describe the main tools developed inside the Manager. These tool let to debug 
any component, tune the vision filters and the robot movements. 
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the floor. It activates Fixmove component and modulates it with the right movement to 
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These are the components needed for the forward player behavior. In next sections we will 
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software needed to make the robot perform any task. Actually, this is the only software that 
is working while the robot is playing soccer in an official match, but some work on 
calibrating and debugging must be done before a game starts.  
 
We have developed a set of tools useful to do all the previous work needed to make the 
robot play. Manager application contains all the tools used to manage the robot. This 
application runs in a PC connected to the robot by an ethernet cable or using wireless 
communications.  
 
To make possible the communication between the robot and the computer we have used the 
SOAP protocol that NaoQi provides. This simplify the development process because we do 
not have to implement a socket based communication or anything similar. We only obtain a 
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send and receive all the management information. 
 
Next, we will describe the main tools developed inside the Manager. These tool let to debug 
any component, tune the vision filters and the robot movements. 
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7. Experiments 

In this behavior we have presented our behavior based architecture and a complete soccer 
player application using it. In this chapter we will show the experiments carried out during 
and after its development.  

 
7.1 First behavior architecture attempt 
Not always the first steps are the right ones. In this architecture design, the proposed 
solution wasn’t the first approximation we took. At initial we tried to exploit all the benefits 
that NaoQi provides. This software element lets to decompose our application functionality 
in modules which cooperate among them to achieve a goal. Each module perfoms some 
processing task and sends data to other modules. This would lets to implement our 
architecture in a natural way using this approximation. NaoQi has a funtionality to start and 
stop calling iteratively a method, using a callback to a periodic clock event. This solves the 
execution cycle to call step() method iteratively. Communications among modules are 
solved by the SOAP messages mechanism that NaoQi provides. We also could use 
ALMemory as a blackboard where all the information from sensorial components and all 
the modulations to actuation modules are registered and taken. Even callbacks can be set up 
in each module to be called each time an interesting value in this blackboard changes. In 
fact, this was the first approach we took to design our architecture. Unfortunately, and 
intensive use of these mechanisms had a big impact in NaoQi performance and some real 
time critical tasks were severely affected. One of these real time critical tasks is movement 
generation. When the performace in this task was poor, the movement was affected and the 
robot fallen to floor.  

 
7.2 General behavior creation process using the proposed architecture  
The final design tried to use as less NaoQi mechanisms as possible. We use NaoQi to access 
sensors and actuators, but all the communication via SOAP messages are reduced to the 
minimun possible. ALMemory as a blackboard was discarded and callbacks to data are used 
only to the essential information generated by NaoQi that are useful to our tasks. Although 
we have taken this decission, some of the NaoQi functionality is still essential to us. We use 
NaoQi for accessing to the camera images or for walking generation. We are not interesed in 
developing our own locomotion mechanism because this is being improved continuosly by 
the robot manufacturer and we want to concentrate in hich level topics.  
 
With the changes from the initial to the final version we obtained better performance and 
we avoid to affect NaoQi locomotion mechanism. Althought our software wants to consume 
too much processing time, only our software will be affected. This is a redical improvement 
with respect the initial version. 
 
The robot soccer behavior is itself an experiment to test the proposed behavioral 
architecture. Using this architecture, we have developed a complete behavior able to cope 
with the requirements that a RoboCup match imposes. We have shown some of the 
characteristics of this robot architecture during this process: 
 

 

a different color, as we explained in section 5.1.1. These colors and the recognization values 
are set using the tools shown previously in figure 15.  

 
6.3 Fixed Movement  tool 
In some situations the robot must perform a fixed movement. To kick the ball or to get up, 
the robot needs to follow a sequence of movements that involves many joints. It is difficult 
to create these movements without a specific tool. 
 
We have implemented a tool to create sequences of movemenet. For each sequence we have 
to specify the joints involved, the angles that each joint has to be set and the time these 
angles are set. This was explained when we presented the component that performs these 
movements, Fixmove (section 5.3), where we shown an example of the file that stores the 
sequence. The goal of this tool, shown in figure 28,  is to create these sequence files. 
 
Using this tool we can create the sequence step by step. En each step we define the duration 
and we change the joint values needed in this step. We can turn off a single joint and move 
it manually to the desired position, and then get that position. This makes easy to create 
movement using this process for each step and for each joint.  
 
We have created three types of kicks using this tool. Each kick can be done simetrically with 
both legs, then we really have six kicks. Also, we have created two movements to make the 
robot get up from the floor.  
 

 
Fig. 28. Fixed movement sequence generation tool. 
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Robot Soccer94

 

component for the ball presence, and when the ball is detected in the image (fourth image in 
the sequence), SearchBall component is deactivated and FollowBall component is activates, 
approaching to the ball (last image in the sequence). Take note that in this example, the 
upper camera is now active.  
 
FollowBall component activates FaceBall component to center the ball in the image while the 
robot is approaching to the ball. FollowBall activates Body to approach the ball. As the neck 
angle is less than a fixed value, i.e 35 degrees (the ball is in front of the robot), Body activates 
GoStraight component in order to make the robot walk straight. 
 
The approaching to the ball, as we said before is made using FaceBall component and Body 
component. Note that in any moment no distance to the ball is take into account. Only the 
head pan is used by the body component to approach the ball.  
 
In figure 30, while the robot the robot is approaching to the ball, it has to turn to correct the 
walk direction. In this situation, the head pan angle is higher than a fixed value (35 degrees, 
for example) indicating that the ball is not in front of the robot. Immediately, after this 
condition is true, FollowBall modulates to Body so the angular speed is not null and 
forward speed is zero. Then, Body component deactivates GoStraight component and 
activates Turn Components, which makes the robot turn in the desired direction. 
 

 
Fig. 30. Ball appraching modulation to make the robot turn. 
 
The robot reached the ball when it is walking to the ball, the bottom camera is active, the 
head tilt is higher than a threshold, and the head pan is low. This situation is shown in the 
first image in the figure 31. In that moment, the robot has to decide which kick it has to 
execute. For this reason, the net has to be detected. In the last image, the conditions to kick 
the ball are held and the player component deactivates FollowBall component and activates 
the SearchNet component. The SearchNet component has as output a value that indicates if 
the scan is complete. The Player component queries in each iteration if the scan is complete. 
Once completed, depending on the net position (or if it has been detected) a kick is selected. 
In the second image of the same figure, the blue net is detected at the right of the robot. For 
this test we have created 3 types of kicks: front, diagonal and lateral. Actually, we have 6 
kicks available because each one can be done by both legs. In this situation the robot selects 
a lateral kick with the right leg to kick the ball.  
 
 

 

• FaceBall, SearchNet and SearchBall components reuses the component 
Head. In this way we have shown how a component can be reused only changing 
its modulation.  

• Only Perception, GoStraight and Turn components face to the complexity of 
the robot hardware, which let in the other levels to ignore this complexity.  

• Component activations and deactivations, for example in section 5.5, let to have 
diferent behaviors on the robot. 

 
7.3 Forward soccer player test 
The final experiment is the real application of this behavior. We have tested it at RoboCup 
2009 in Graz. Before the test we had to use the tools described in section 6 to calibrate the 
colors of the relevant elements in the environment. Once tuned, the robot is ready to work. 
This sequence has been extracted from a video which full version may be visualized at 
http://www.teamchaos.es/index.php/URJC#RoboCup-2009.    
 

 
Fig. 29. Ball searching sequence. 
 
Figure 29 shows a piece of an experiment of the soccer player behavior. In this experiment 
the robot starts with total uncertainty about the ball. Initially, the Player component is in 
LookForBall state and it has activated the SearchBall component to look for the ball. 
SearchBall component uses first the bottom camera. The shadow area respresents the 
camera coverage, where the red area represents the bottom camera coverage and the blue 
area the upper camera coverage. In the two first images the robot is scanning the nearest 
space with the bottom camera and it doesn’t find any ball. Once completed the near scan, 
SearchBall component modulates Perception component in order to change the camera, 
covering the blue marked area. Player component is continously asking Perception 
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component for the ball presence, and when the ball is detected in the image (fourth image in 
the sequence), SearchBall component is deactivated and FollowBall component is activates, 
approaching to the ball (last image in the sequence). Take note that in this example, the 
upper camera is now active.  
 
FollowBall component activates FaceBall component to center the ball in the image while the 
robot is approaching to the ball. FollowBall activates Body to approach the ball. As the neck 
angle is less than a fixed value, i.e 35 degrees (the ball is in front of the robot), Body activates 
GoStraight component in order to make the robot walk straight. 
 
The approaching to the ball, as we said before is made using FaceBall component and Body 
component. Note that in any moment no distance to the ball is take into account. Only the 
head pan is used by the body component to approach the ball.  
 
In figure 30, while the robot the robot is approaching to the ball, it has to turn to correct the 
walk direction. In this situation, the head pan angle is higher than a fixed value (35 degrees, 
for example) indicating that the ball is not in front of the robot. Immediately, after this 
condition is true, FollowBall modulates to Body so the angular speed is not null and 
forward speed is zero. Then, Body component deactivates GoStraight component and 
activates Turn Components, which makes the robot turn in the desired direction. 
 

 
Fig. 30. Ball appraching modulation to make the robot turn. 
 
The robot reached the ball when it is walking to the ball, the bottom camera is active, the 
head tilt is higher than a threshold, and the head pan is low. This situation is shown in the 
first image in the figure 31. In that moment, the robot has to decide which kick it has to 
execute. For this reason, the net has to be detected. In the last image, the conditions to kick 
the ball are held and the player component deactivates FollowBall component and activates 
the SearchNet component. The SearchNet component has as output a value that indicates if 
the scan is complete. The Player component queries in each iteration if the scan is complete. 
Once completed, depending on the net position (or if it has been detected) a kick is selected. 
In the second image of the same figure, the blue net is detected at the right of the robot. For 
this test we have created 3 types of kicks: front, diagonal and lateral. Actually, we have 6 
kicks available because each one can be done by both legs. In this situation the robot selects 
a lateral kick with the right leg to kick the ball.  
 
 

 

• FaceBall, SearchNet and SearchBall components reuses the component 
Head. In this way we have shown how a component can be reused only changing 
its modulation.  

• Only Perception, GoStraight and Turn components face to the complexity of 
the robot hardware, which let in the other levels to ignore this complexity.  

• Component activations and deactivations, for example in section 5.5, let to have 
diferent behaviors on the robot. 

 
7.3 Forward soccer player test 
The final experiment is the real application of this behavior. We have tested it at RoboCup 
2009 in Graz. Before the test we had to use the tools described in section 6 to calibrate the 
colors of the relevant elements in the environment. Once tuned, the robot is ready to work. 
This sequence has been extracted from a video which full version may be visualized at 
http://www.teamchaos.es/index.php/URJC#RoboCup-2009.    
 

 
Fig. 29. Ball searching sequence. 
 
Figure 29 shows a piece of an experiment of the soccer player behavior. In this experiment 
the robot starts with total uncertainty about the ball. Initially, the Player component is in 
LookForBall state and it has activated the SearchBall component to look for the ball. 
SearchBall component uses first the bottom camera. The shadow area respresents the 
camera coverage, where the red area represents the bottom camera coverage and the blue 
area the upper camera coverage. In the two first images the robot is scanning the nearest 
space with the bottom camera and it doesn’t find any ball. Once completed the near scan, 
SearchBall component modulates Perception component in order to change the camera, 
covering the blue marked area. Player component is continously asking Perception 
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Fig. 32. Any Ball Challenge. The robot must detect and kick hetereogeneuos balls. 

 
7.5 Camera switching experiment 
In the experiment described in section 7.2, between the instant 3 and 4 sequence, a camera 
switch has made. For clarity, lets use another texperiment to explain this change with 
another sequence. In figure 33, the robot is approaching to the ball using the upper camera. 
The Player component has activated FollowBall component and the robot is walking 
straight to the ball using the upper camera.  
 

 
Fig. 33. Camera switching. 

 

Before kick the ball, the robot must be aligned in order to situate itself in the right position to 
do an effective kick. For this purpouse, the player component ask to the Perception module 
the ball position in 3D with respect the robot. This is the only time the ball position is 
estimated. The player components activates Fixmove component with the selected kick and 
a lateral and straight alignement. As we can see in third and fourth image, the robot moves 
on its left and back to do the kick.     
 

 
Fig. 31. Search net behavior and kick. 
 
While the kick is performing and after the kick, FaceBall component is activeted to continue 
traking the ball. This spped up the recovering after the kick and sometimes it is not needed 
to transitate to the searching ball state, but the approaching to the ball state.  
 
This experiment has been carried out at the RoboCup 2009 in Graz. This behavior was tested 
in the real competition environment, where the robot operation showed robust to the noise 
produced by other robots and persons. 

 
7.4 Any Ball challenge 
In RoboCup 2009 competitions we also took part in the Any Ball Challenge. The goal was to 
kick ball differents to the orange official one. To achieve this goal we changed the Perception 
component to detects the non-green objects under the orizont that seemed like balls. In the 
figure 32 (and in the video we mentioned before) we can see how the robot was able to kick 
differents balls.  
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Robot also moves by performing a sequence of basic joint-level movements. This 
functionality is obtained from the FixMove component execution. This is useful to create 
kicking sequences or getting up sequences.  
 
These components use the NaoQi API directly and are usually in the lower level of the 
activation tree. They are iterative components and no decision are taken in each step. There 
are other more complex components. These components activate other components and 
may vary dinamically the set of components that it activates.  
 
The FaceBall component activates Perception and Head component in order to center 
the ball in the image. This component is very important, because when it is activated, we 
can assume that the ball position is where the ball is pointing at. This is used by the 
FollowBall component. This components uses Body component to make the robot move 
ahead when the neck pan angle is small, and turning when it is big. There is not need to 
know the real distance or angle to the ball, only the neck pan angle. 
 
When the ball is not detected in the image, the SearchBall component activates and 
modulates Head and Body components to detect the ball. In the same way, the SearchNet 
component component uses the Head component to look for the goals, in order to calculate 
the right kick to use in order to score.  
 
The higher level component is the Player component. This component is implemented as a 
finite state machine and activates the previously described components in order to obtain 
the forward player behavior.   
 
This behavior, created with this architecture, has been tested in the RoboCup environment, 
but it is not limited to it. We want to use this architecture to create robot behaviors to solve 
another problems out of this environment.  
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When ball enters in the red area and the tilt head has the maximun value, ball dissapears 
from the image taken by the upper camera. Then, the Player components deactivates 
FollowBall components (and their activated components in cascade) and activates 
SearchBall component. SearchBall component always starts with the bottom camera 
activated and moves the head up. In few steps (maybe 1 or two are enough) ball is detected 
again. Player component deactivates SearchBall component and activates FollowBall 
component, that starts with the bottom camera selected. The camera change is made. 

 
8. Conclusions 

In this chapter we have proposed a robotic behavior based architecture. With this 
architecture we can create robotics behaviors. The behavior arises from a cooperative 
execution of iterative processing units called components. These units are hierarchically 
organized, where a component may activate and modulate another components. In every 
moment, there are active components an latent components that are waiting for be activated. 
This hierarchy is called activation tree, and dinamically changes during the robot operation. 
The components whose ouput is not needed are deactivated in order to save the limited 
resources of the robot.   
 
We can use this behavior architecture for create any robotic behavior. In this chapter we 
have shown how the behaviors are implemented within the architecture. We have created a 
forward player behavior to play soccer in Standar Platform League at RoboCup. This is a 
dynamic environment where the conditions are very hard. Robots must react very fast to the 
stimulus in order to play soccer in this league. This is an excellent test to the behaviors 
created within our architecture. 
 
We have developed a set of component to get a forward soccer player behavior. These 
components are latent until a component activate it to use it. These component have a 
standar modulation interface, perfect to be reused by several component without any 
modification in the source code or to support multiple different interfaces. 
 
Perception is done by the Perception component. This component uses the camera to get 
different stimulus form the environment. The stimulus that it detect are the ball and the net 
in image coordinates, the ball in ground coordinates and the goal in camera coordinates. 
This component only perceives one stimulus at the same time, saving the limited resources.  
 
Locomotion is done by the Body component, that uses Turn or GoStraight components 
alternatively to make the robot walk to the ball. This component is modulated by 
introducing a lineal or rotational speed. We found this interface is more appropiate that the 
one provided by the NaoQi high level locomotion API to create our behaviors. 
 
The head movement is not managed from the Body components because it is involved in the 
perception process and we think that it is better to have a sepparate component for this 
element. This component is the Head component, and moves the robot’s neck in pan and tilt 
frames.  
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1. Introduction     
 

Robotics encompasses multiple disciplines, including mechanical engineering, software 
programming, electronics and even human psychology. Robot soccer is an international 
project intended to promote these disciplines as well as other related fields due to increasing 
demand for the properly educated engineers. Basically, it is an attempt to foster AI and 
intelligent robotics research by providing a standard problem where wide range of 
technologies can be integrated and examined. The idea of introducing robot soccer and 
robot soccer league turned out as a great success in popularization of robotics and AI but 
also the other fields such as mechanical engineering and electronics. 
Practical courses for the undergraduate and graduate students can be domain – focused 
towards a particular research field such as intelligent agents (Coradeschi & Malec, 1999; 
Anderson & Baltes, 2006), computer vision, artificial intelligence (Riley, 2007), control 
(Bushnell & Crick, 2003), etc. During the courses students are either constructing the robots, 
developing software for the robots or doing the both things (Beard et al., 2002; Nagasaka et 
al., 2006), usually divided into different research teams (Archibald & Beard, 2002, Cornell). 
Anyhow, they are presented with the real-life problems and have the opportunity to work 
on challenging project that has a motivating goal. Learning theory that supports this 
approach is constructionism (Piaget & Inhelder, 1966; Papert, 1980; Papert, 1986). 
Constructionism holds that learning can happen most effectively when people are also 
active in making tangible objects in the real world so we can say that experiential learning is 
optimal for adoption of new knowledge. 
Even early works have acknowledged the need to divide robotics courses into different 
groups depending on their educational goal and complexity (prerequested knowledge). In 
his survey, Lund presented three set-ups that have been designed as a three step 
educational process (Lund, 1999). He considers his approach as a guided constructionism 
because, unlike unguided constructionism approach, it combines the constructionism 
approach with other methods (guidance) in order to allow the students to acquire 
knowledge in the most profound way. Strengthening of Educational Robotics as a 
pedagogic tool and integration of the Educational Robotics into the Curriculum has been 
subject of investigation for several years (Bruder & Wedeward, 2003; Novales et al., 2006). 
Although practical courses for the university students are the most obvious choice because 
of generally high prerequested domain knowledge, children in elementary and secondary 
schools (K-12) are also targeted audience. With the current negative enrolment trends at the 
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expensive and complicated. The robot presented here is much cheaper but still, it has all 
main components and functionality in order to fulfil educational goals and learning 
outcomes. Basic parts of designed robot soccer player (Figure 1.) are: 

• RF two channel communication on 433/434 MHz 
• 4 DC electro motors (12 V) 
• Solenoid kicker which operates on 6 V 
• Special made battery charger 
• Microcontroller AT89C4051 with electronics 
• 7.2V battery for DC electro motors and solenoid 
• 4.8V battery for electronics 

 

 
Fig. 1. Robot soccer player  
 
Robot consists of four levels. The first three levels represent drive and the fourth is the 
control level. At the first level there are four DC electro motors with gearbox and wheels. At 
the same level there is also a solenoid which is used to kick the ball. At the second level the 
two batteries are placed. The first, 7.2 V battery, supplies four DC electro motors and the 
second, 4.8 V battery, supplies the electronics. Battery charger is placed on the third level. At 
the uppermost, fourth level, there is a microcontroller and a RF receiver. This level is also 
known as control level, because it contains electronics for managing electro motors. It 
controls their speed and orientation depending of signals received from RF receiver. This 
electronics also controls the kick of solenoid. RF signal is sent by RF transceiver which is 
connected to personal computer. 
The main feature of this robot is the use of a global vision system (Figure 2). Local vision is 
also possible, but in order to simplify the solution, global vision option was chosen which 
means that only one camera is used and placed over the soccer field. The camera is 
connected to computer which is used for image processing and strategy planning. 
Computer acquires picture from the camera and recognizes the field ground, the robots and 
the ball. Recognition is mainly based on color segmentation because the colors of the robot 
teams are predefined (yellow and blue circles placed in the centre on the robot’s top plate) 
and the ball color is predefined also (orange golf ball). Depending on the number of robots 
in each team, robots have additional color marks on their top so they can be distinguished 
by the strategy planning program. Picture background has to be green as it is the field 

 

technical universities and the increasing demands on the labour market, early days 
popularization of the technical sciences is necessary in order to provide better and more 
massive input for the technical sciences oriented studies. Robot soccer has the capability of 
attracting attention of younger population because it provides both fun and educational 
experiences. The term sometimes used is ‘edutainment robotics’ (Miglino et al., 1999; Lund, 
2001). Of course, robotic soccer is not the only approach in motivating children for the 
robotics (McComb, 2008), but it is one of the most popular and perhaps the most 
comprehensive one. Choice of the platform for children and process adopting courses for 
their education is certainly interesting and demanding task (Baltes & Anderson, 2005). 
Various researchers present different modular concepts for the introduction of robotics and 
computer science education in high schools (Verner & Hershko, 2003; Nourbakhsh et al., 
2004; Henkel et al., 2009). In fact, robot design is considered as the suitable school 
graduation project (Verner & Hershko, 2003). Even very young children (8 to 9 years of age) 
can be included in courses that can change their way of thinking and teach them basics of 
robotic technology as well as team work (Chambers et al., 2008).  
Introduction of robot soccer courses into K-12 education has some other issues to be solved 
other than only adopting course difficulty level. One of the most important issues that have 
to be solved (other than finances) is proper education of the school teachers because they 
have a broad range of educational backgrounds (Matarić, 2004). Proper documentation and 
hardware should be available to the teachers because they are best prepared to innovate 
when working from a solid foundation, prepared by robotics educator, not when starting 
from the beginning (Wedeward & Bruder, 2002; Matarić et al., 2007). An interesting project 
that should be mentioned is the TERECOP project (Teacher Education on Robotics- 
Enhanced Constructivist Pedagogical Methods). It's overall aim is to develop a framework 
for teacher education courses in order to enable teachers to implement the robotics-
enhanced constructivist learning in school classrooms (Arlegui et al., 2008). 
As it has already been said, different age groups require an adaptive and modular approach 
and that was the main idea behind the concept that will be presented here. Short practical 
courses for three age groups have been developed and proposed: 1) younger K-12 school 
children (ages 13-15), 2) senior K-12 school children (ages 15-18) and 3) university students 
(ages > 18). 
In this chapter, different modules incorporated in the practical courses are explained and 
curriculum, aims and tasks for each course level is described. The attention is focused on the 
modules integration. Although there are some commercial systems available at the market 
(Lund & Pagliarini, 1999; Gage, 2003; Baltes, J. et al., 2004), in order to provide courses with 
full range of possible learning themes as a basis for the proposed constructive education 
courses, development of cheap and simple robots for the robot soccer team is explained in 
detail. 

 
2. Robot design 
 

First, it should be stated that an inspiration and great help in understanding the most 
important problems and issues that have to be resolved during design process of a soccer 
robot was very detailed documentation that can be found on the Cornell University web site 
(Cornell). Because the robots presented in mentioned documentation are state of the art, 
development of similar robot for the purpose of an educational course would be too 
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by the strategy planning program. Picture background has to be green as it is the field 

 

technical universities and the increasing demands on the labour market, early days 
popularization of the technical sciences is necessary in order to provide better and more 
massive input for the technical sciences oriented studies. Robot soccer has the capability of 
attracting attention of younger population because it provides both fun and educational 
experiences. The term sometimes used is ‘edutainment robotics’ (Miglino et al., 1999; Lund, 
2001). Of course, robotic soccer is not the only approach in motivating children for the 
robotics (McComb, 2008), but it is one of the most popular and perhaps the most 
comprehensive one. Choice of the platform for children and process adopting courses for 
their education is certainly interesting and demanding task (Baltes & Anderson, 2005). 
Various researchers present different modular concepts for the introduction of robotics and 
computer science education in high schools (Verner & Hershko, 2003; Nourbakhsh et al., 
2004; Henkel et al., 2009). In fact, robot design is considered as the suitable school 
graduation project (Verner & Hershko, 2003). Even very young children (8 to 9 years of age) 
can be included in courses that can change their way of thinking and teach them basics of 
robotic technology as well as team work (Chambers et al., 2008).  
Introduction of robot soccer courses into K-12 education has some other issues to be solved 
other than only adopting course difficulty level. One of the most important issues that have 
to be solved (other than finances) is proper education of the school teachers because they 
have a broad range of educational backgrounds (Matarić, 2004). Proper documentation and 
hardware should be available to the teachers because they are best prepared to innovate 
when working from a solid foundation, prepared by robotics educator, not when starting 
from the beginning (Wedeward & Bruder, 2002; Matarić et al., 2007). An interesting project 
that should be mentioned is the TERECOP project (Teacher Education on Robotics- 
Enhanced Constructivist Pedagogical Methods). It's overall aim is to develop a framework 
for teacher education courses in order to enable teachers to implement the robotics-
enhanced constructivist learning in school classrooms (Arlegui et al., 2008). 
As it has already been said, different age groups require an adaptive and modular approach 
and that was the main idea behind the concept that will be presented here. Short practical 
courses for three age groups have been developed and proposed: 1) younger K-12 school 
children (ages 13-15), 2) senior K-12 school children (ages 15-18) and 3) university students 
(ages > 18). 
In this chapter, different modules incorporated in the practical courses are explained and 
curriculum, aims and tasks for each course level is described. The attention is focused on the 
modules integration. Although there are some commercial systems available at the market 
(Lund & Pagliarini, 1999; Gage, 2003; Baltes, J. et al., 2004), in order to provide courses with 
full range of possible learning themes as a basis for the proposed constructive education 
courses, development of cheap and simple robots for the robot soccer team is explained in 
detail. 

 
2. Robot design 
 

First, it should be stated that an inspiration and great help in understanding the most 
important problems and issues that have to be resolved during design process of a soccer 
robot was very detailed documentation that can be found on the Cornell University web site 
(Cornell). Because the robots presented in mentioned documentation are state of the art, 
development of similar robot for the purpose of an educational course would be too 
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Fig. 3. Appearance of the motor with gearbox and motor caracteristis. 

 
3.2.1. Drive motor and wheel layout 
Drive motor and therefore wheel layout as in Figure 4 was chosen because the robot has to 
be agile and able to turn quickly around its axis. To increase the speed of robot motion 
forward, the front motors are set at the angle of 33 degrees. 
 

 
Fig. 4. Drive motor layout  
 
Due to possibility of robot motion linearly with this set of wheels, it is necessary to use special 
wheels called omniwheel wheels. Although some robot soccer teams develop their own 
‘home-made’ multidirectional wheels (Brumhorn et al., 2007), a commercial solution presented 
in Figure 5 is used. Wheels have transverse rollers that can rotate, so the wheel, without 
creating high resistance, can move vertically according to the first direction of motion.  
 

 
Fig. 5. Omniwheel.  

 

ground. This “color rules” are set according to the rules of “small robot league” (Robocup 
Official Page). Software package used for the image processing and communication with the 
serial port is MATLAB. Image processing has to be fast and in real-time. 
 

 
Fig. 2. Robot soccer player system using the global vision  
 
Depending on the positions of the recognized objects, computer sends signals to the 
microcontrollers in robots. These signals are the upper level instructions that will be 
translated by the microcontrollers to the lower level instructions for the actuators. 
Processed results are sent through the RF transmitter to the robot’s RF receiver. Actually, RF 
transceivers were used, so the communication could be done in both directions. Detailed 
explanation of all the basic modules will be given in the following sections. 

 
3. Robot modules 
 

3.1 Operative module 
Operative module consists of four DC motors that drive the robot and one solenoid. Motors 
themselves have gearboxes that reduce motor speed but also increase the torque. When 
choosing motor, the price was crucial and this is because the professional micro-motors for 
robotics are expensive. Table 1 shows the characteristics of the chosen motor. Figure 3 shows 
the appearance of the motor with gearbox and motor characteristics. 
 

 No Load Max efficiency Stall  
Voltage Speed Current Speed Torque Current Output Eff. Torque Current 

V RPM A RPM mN-m g-cm oz-in A W % mN-m g-cm oz-in A 
12 94.7 0.023 69 28.8 294 4.08 0.06 0.21 28.0 106 1080 15.0 0.17 

Table 1. Characteristics of the chosen motor 
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Fig. 7. M2 Motor control  
 
Motor speed is controlled by transistor switch shown in Figure 8. Robot motion is defined 
by synchronized movement of all four motors. If the robot receives command "move left" or 
"move right", then the motors M1, M2, M3 and M4, each through its driver (Figure 7) receive 
orders from the table 2. Depending on these commands motors rotate and bring the robot 
into desired position. 
 

 
Fig. 8. Motor speed control 
 
Motor speed (over M_SPEED pin) is common for all motors. Applying digital logic on 
MOS_PWM pin performs speed control. Depending on frequency of digital signal, voltage 
on M_SPEED pin changes. That results in greater or lesser number of revolutions of the 
motor.  
Presented robot soccer player can move with four different speeds. Speed variation is 
achieved by sending four different rectangular signal frequencies on MOS_PWM. Also, 
robot speed depends on distance between robot and ball. If robot is far away from the ball it 
moves faster. In the immediate vicinity of the ball, the robot is moving slowly to be as 
accurate as possible. 

 
3.2.2. Solenoid control 
Solenoid is electromagnet used to hit the ball. In the immediate vicinity of the ball, the robot 
slows down and tries to kick ball with solenoid. 
 

 

3.2. Electronics module 
Electronics module has function to receive control signals and operate motors and solenoid. 
Receiver placed on robot receives signals from computer transmitter and forwards them to 
the microcontroller (Figure 6). 
 

 
Fig. 6. Electric scheme – microcontroller 
 
For this operation an AT89C4051 microcontroller is used and programmed. Control signals 
are commands for turning motors on and off in order to settle the direction of the robot 
motion. Input pins 2, 3, 9, 11 (Figure 6) are connected to the receiver pins 12, 14, 15, 16 
(Figure 20). Microcontroller operates four motors (M1, M2, M3, and M4). 

 
3.2.1. Motor controllers 
TA7288P drivers are used to control motors speed and direction. There are four drivers, one 
for each motor. Electric scheme for control of one motor is shown in Figure 7.  
Motor management is quite simple. Combination of A and B pins from microcontroller as a 
result has three functions (Table 2): 
- rotate motor left  
- rotate motor right  
- stop motor rotation 
 

 A B 
Rotate left 0 1 

Rotate right 1 0 
Stop 0 0 

Table 2. Motor control function 
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is included as presented in our schematics, battery changing which can be quite tricky is 
avoided.  
 

 
Fig. 11. Batteries 
 

 
Fig. 12. Battery charger 
 

Fig. 13. Battery charger electronic scheme 
 

 

 
Fig. 9. Solenoid control 
 
When the control software estimates that the robot is near the ball, it sends commands to 
kick it (optional). Command signal is applied on MOS_SOL pin of solenoid control. 
Electromagnet is activated and throws the solenoid armature; a little spring provides that 
solenoid return to its original position. Figure 9 shows the transistor switch that controls the 
solenoid. SOL1 and SOL2 are connected directly to the solenoid. 

 
3.2.3. Power supply 
Designed robot uses two battery power systems. 7.2 V battery is used for motors and 
solenoid and four 1.2 V batteries are connected in series and power electronics. In Figure 10 
is shown the voltage stabilizer. 
 

 
Fig. 10. Voltage stabilizer 
 
Batteries (Figure 11) are rated at 1.2 V, four serial connected should give a voltage of 4.8 V. 
When batteries are full, they give the slightly higher voltage. In this case measured voltage 
is 5.6 V. Therefore, the stabilizer shown in Figure 10 is used. Battery charger (Figure 12 and 
13) is specifically designed for this robot. There are two ways of charging. Quick 3 hours 
charge and slow 12 hours charge. Slow charging is safer but fast charging is option for 
special circumstances. This charger, of course, doesn’t need to be a part of the robot, but, if it 
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kind of applications due to the high correlation between color components. Although HSI 
(Hue, Saturation, Intensity) as well as HSV (Hue, Saturation, Value) color spaces has also 
some problems especially with the low saturation images, they are better choice for wide 
range of Computer Vision applications (Cheng et al., 2001; Barišić et al., 2008). After that, 
component H has been isolated. Component H represents hue, i.e. wavelength color. Figure 
16. shows the isolated H component in gray scale. 

 
3.3.3. Segmentation 
Segmentation refers to the process of partitioning an image into multiple segments. The goal 
of segmentation is to simplify the representation of an image into something that is more 
meaningful and easier to analyze. Image segmentation is used to locate objects in images.  
In the case example, objects are the robot and the ball. Robot has two markers placed on its 
top plate. One marker indicates the robot while the other one is used to obtain information 
on its orientation. In Figure 17, result of region separation is shown. 
 

   
a) b) c) 

Fig. 17. Separated regions: a) red regions; b) ball – orange regions; c) yellow regions 
 

   
a) b) c) 

Fig. 18. Filtered regions: a) red regions; b) ball – orange regions; c) yellow regions 

 
 
 

 

3.3. Vision module 
Simple local vision scheme of our vision module that uses MATLAB software package for 
the image processing on the central processor is presented in Figure 14. 
 

Image capture RGB       HSV Segmentation H Filtering Identification:
-ball
-robot
-robot orientation

 
Fig. 14. robot soccer vision module scheme 

 
3.3.1. Image capture 
Image capture is the process where a color image is grabbed from the camera and placed 
into a memory location (buffer) on the host computer. This image must be transformed into 
a packed RGB image before it can be processed. Figure 15. shows simple example. 
 

 
Fig. 15. Image capture example 
 

 
Fig. 16. H component 

 
3.3.2. Color model transformation 
Before the segmentation, image has to be converted from RGB color model into HSV color 
model. Generally, it can be stated that traditional RGB color space is not convenient for this 
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Command Command meaning 
Rotol Rotate left 
Rotor Rotate right 
Pravo Go straight 
Nazad Go back 
Stani Stop 
Udari Hit the ball 
Brzi1 Speed 1 
Brzi2 Speed 2 
Brzi3 Speed 3 
Brzi4 Speed 4 
Brzi5 Speed 5 

Table 3. Commands 

 
Fig. 20. Electrical scheme transmitter / receiver 

 
4. Curriculum, aim and tasks 
 

Because of wide educational scope provided with the robot soccer idea, instructor and 
designer of a particular course should be aware of various possibilities available for 
different groups of students. A simplified overview of the most dominant educational areas 
is shown in Figure 21. It should be stressed that presented schema does not include all 
possible areas of investigation and education as well as all possible connections between 
presented areas. Complexity level should be taken as provisional information because upper 
complexity boundaries are almost infinite. Only lover boundary of the position at which 
certain term occur in the figure roughly correspond to the suggested level of needed student 
previous education in order to attend a course. 
 

 

3.3.4. Image filtering 
Image filtering is a process by which we can enhance images. The first step in objects 
analysis process is erosion. Erosion gets rid of most of the image noise and reduces the 
objects to those used to identify the robots and the ball. Figure 18 shows filtered regions. 

 
3.3.5. Identification and orientation 
The ball is easily identified because it has distinguishing orange color. If no ball is located it 
is considered missing and no location is sent to the computer. 
Determining the general location of our robots is done by locating the center marker. In our 
case example that is the yellow regions. Red region is used to determine the orientation of 
the robot in relation to the ball. Figure 19 shows the position and orientation of robot and 
the ball. 
 

 
Fig. 19. Position and orientation of robot and the ball 

 
3.4. Communication module 
When robot position, orientation and distance from the ball are known, software determines 
what the robot should do. For example, rotate it, move forward to the ball, or kick the ball. 
In order to make robot do this operations, it is needed to receive predefined control 
commands. Although it is possible to apply Bluetooth-based control as well, in our example 
control commands are sent by radio transmitter and received by receiver that works on 
433/434 MHz. The transmitter is connected to a computer via serial port.  
Image that is obtained from the camera is processed using the image processing software on 
PC. Results of the image analysis are used to produce commands that are sent via the RF 
transmitter. RF receiver located on robot receives commands and forwards them to 
microcontroller. Microcontroller manages four motors and the solenoid according to the 
received commands. Table 3 contains set of all commands used to control designed robot 
soccer player and their meanings. 
In Figure 20 transmitter/receiver electrical scheme is shown. For transmitter RXD, TXD, 
TX_SEL and RX_SEL are connected to the computer RS232 (serial) port through which 
computer sent commands. Same device is on robot and works as receiver. RXD, TXD, 
TX_SEL and RX_SEL are connected to microcontroller. 
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Pedagogical tasks 
To develop the culture of communication and to express their own views 
To acquire the habit of tidiness in the work room 

 
4.2.2. Secondary school (K-12, age 15-18) 
Secondary school students will have more complex tasks. Through those tasks, they will 
manufacture the certain modules by themselves. However, the programming of control 
functions, just like the manufacturing of image recognition software is not the main task for 
the students and it is playing just an informative role. In this case, students will just have to 
change the certain parameters inside of the computer software. 
 
Educational tasks 
To enumerate all the robot modules 
To explain the working principle of every single module 
To explain the working principle of the entire robot system 
To explain the particular parts of the module and their role (in it) 
 
Functional tasks 
To braze the elements on ready made circuit board individually 
To identify each part of the robot 
To identify each part of the modules 
To identify the certain modules 
To assemble robot modules into one unit 
To change the parameters of image processing computer software individually 
 
Pedagogical tasks 
To develop the culture of communication and to express their own views 
To acquire the habit of tidiness in the work room 

 
4.2.3. Students 
The students will reach the aim by themselves. Their tasks are the most complex ones. The 
students will have all the required electrical and mechanical schemes, plans of robot and the 
prepared material. They will individually manufacture the certain module and finally they 
will develop the image recognition computer software. 
 
Educational tasks 
To enumerate all the robot modules 
To explain the working principle of every single module 
To explain the working principle of the entire robot system 
To explain the certain parts of the module and their role in it 
To explain the certain function of each element inside of the module 
 
Functional tasks 
To manufacture the module circuit board according to electrical scheme by themselves 
To braze the elements on already made module circuit board by themselves 
To identify each part of the robot 

 

 
Fig. 21. Simplified chart of course complexity, level of education and area of education 
 
Some terms in the Figure 21 overlap or can be regarded as a part of some other but the idea 
is to accentuate possible autonomous courses and modules that can also be further 
combined in order to achieve desired educational goal. 

 
4.1 Curriculum aim 
Combine acquired mechanics, electronics, informatics and programming knowledge 
through autonomous construction of robot soccer player. 

 
4.2 Curriculum tasks 

 
4.2.1 Elementary school (K-12, age 13-15) 
As we already mentioned, the course is different for three age groups. The final result is the 
same - construction of a robot soccer player. The difference is in the amount of autonomous 
work, which, of course, depends on educational level of certain groups. Therefore, the 
elementary school students will get ready made modules that they will have to assemble in 
the one unit. The aim is the same, but their knowledge from this field is lower, therefore 
their tasks through this course will be simpler. 
Educational tasks 
To enumerate all the robot modules 
To explain the working principle of every single module 
To explain the working principle of the entire robot system 
 
Functional tasks 
To identify the each part of robot 
To identify each module 
To assemble robot modules into one unit 
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To explain the working principle of every single module 
To explain the working principle of the entire robot system 
To explain the particular parts of the module and their role (in it) 
 
Functional tasks 
To braze the elements on ready made circuit board individually 
To identify each part of the robot 
To identify each part of the modules 
To identify the certain modules 
To assemble robot modules into one unit 
To change the parameters of image processing computer software individually 
 
Pedagogical tasks 
To develop the culture of communication and to express their own views 
To acquire the habit of tidiness in the work room 
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students will have all the required electrical and mechanical schemes, plans of robot and the 
prepared material. They will individually manufacture the certain module and finally they 
will develop the image recognition computer software. 
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To explain the certain parts of the module and their role in it 
To explain the certain function of each element inside of the module 
 
Functional tasks 
To manufacture the module circuit board according to electrical scheme by themselves 
To braze the elements on already made module circuit board by themselves 
To identify each part of the robot 

 

 
Fig. 21. Simplified chart of course complexity, level of education and area of education 
 
Some terms in the Figure 21 overlap or can be regarded as a part of some other but the idea 
is to accentuate possible autonomous courses and modules that can also be further 
combined in order to achieve desired educational goal. 

 
4.1 Curriculum aim 
Combine acquired mechanics, electronics, informatics and programming knowledge 
through autonomous construction of robot soccer player. 

 
4.2 Curriculum tasks 

 
4.2.1 Elementary school (K-12, age 13-15) 
As we already mentioned, the course is different for three age groups. The final result is the 
same - construction of a robot soccer player. The difference is in the amount of autonomous 
work, which, of course, depends on educational level of certain groups. Therefore, the 
elementary school students will get ready made modules that they will have to assemble in 
the one unit. The aim is the same, but their knowledge from this field is lower, therefore 
their tasks through this course will be simpler. 
Educational tasks 
To enumerate all the robot modules 
To explain the working principle of every single module 
To explain the working principle of the entire robot system 
 
Functional tasks 
To identify the each part of robot 
To identify each module 
To assemble robot modules into one unit 
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Secondary school students: Explain them the way of working and the principles of the 
computer vision. They autonomously change the parameters inside of the image processing 
computer software. 
University students: With teacher’s assistance, they manufacture the computer software 
using Matlab software package. 
Day 5:  
Robot activation. Synchronization and adjusting of the computer software. Demonstration. 

 
6. Discussion 
 

It is important to accentuate that presented courses are short-termed. Longer courses that 
last for one semester or even longer can handle much more topics and go in more details 
(Archibald & Beard, 2002; Bushnell & Crick, 2003; Baltes et al., 2004; Hill & van den Hengel, 
2005) or can even allow students to manage complete robot building project by themselves 
(Pucher et al., 2005). If the focus of the course is shifted from building a robot towards 
artificial intelligence, an approach using the commercial solution of already made robots 
such as Khepera or LEGO Mindstorms can be used (Miglino et al., 1999; Lund, 2001). Also, 
size of the student group, number of available teachers must be considered before 
presenting course plan in order to set achievable goals.  
As for the proposed and presented courses, they have been conducted for K-12 children and 
undergraduate and graduate students as well. In all of these courses, final result of this age 
levels courses are fully operational soccer robots. Each robot is made by team of 4-5 students 
with their mentor. 
Computer vision education modules were already included as a part of the present Image 
processing and Computer vision course for the undergraduate and graduate students of 
informatics and technics at the University of Split. Another module that has already been 
included as a part of the Computers in technical systems course is the microcontroller 
programming module. 
Preliminary results are encouraging, scholars are highly motivated and the response and 
working atmosphere is great. Members of the K-12 groups are, according to their 
statements, very keen on continuing with the work related with the presented problem. 
University students also showed great interest in the presented course modules. During the 
development of the system occurred some real life problems such as light and vision, noise 
in communication, speed of communication with PC port. Students had to deal with them or 
were given an insight because these are the problems that are preparing them for the actual 
work after graduation. 
So far, curriculum described in Section 3 and 4 did not included collaboration between 
robots and global strategy planning. This option should be added soon especially for the 
undergraduate and graduate students in computer science that are listening some of the AI 
courses in their regular curriculum. Also, robot simulation software has not been developed 
yet so it has not been included here although simulators are providing significant 
possibilities in investigation of artificial intelligence.  
 
 
 
 

 

To identify each part of the modules 
To identify the particular modules 
To assemble robot modules into one unit 
To manufacture the image processing computer software by themselves 
 
Pedagogical tasks 
To develop the culture of communication and to express their own views 
To acquire the habit of tidiness in the work room 

 
5. Curriculum schedule 
 
Day 1:  
Introducing robotics and robot soccer players to the students. Introducing to students the 
tasks they will need to accomplish. After the short introduction with the tasks, we start with 
manufacturing of the actuating module of the robot soccer player. The actuating module is 
the first level of the robot. It consists of a platform with four motors (with gearboxes), the 
wheels and a solenoid shooter.  
Day 2:  
Manufacturing the second and the third level of the robot.  
Elementary school students: They connect batteries with ready made rechargeable circuit 
and assemble it all together on the metal platform which makes the second and the third 
level of the robot. 
Secondary school students: They braze the elements of rechargeable circuit on ready made 
circuit board. Then they connect the batteries with rechargeable circuit and assemble it all 
together on the metal platform. 
University students: They manufacture the module circuit board according to electrical 
scheme. They braze the elements of rechargeable circuit on the circuit board. Then they 
connect the batteries with rechargeable circuit and assemble it all together on the metal 
platform. 
Day 3:  
Manufacturing the last (fourth) level. This is the most complex level. At this level there is a 
controlling and receiving circuit.  
Elementary school students: They get ready made module. The module is explained and 
described to them in detail. They assemble the module on the metal platform and put them 
all together in the one unit (robot).  
Secondary school students: They braze the elements of the controlling and receiving circuit 
on ready made circuit board. Then they assemble the module on the metal platform and put 
them all together in the one unit (robot).  
University students: They manufacture the module circuit board according to electrical 
scheme. They braze the elements of the controlling and receiving circuit on the circuit board. 
Finally, they assemble the module on the metal platform and put them all together in the 
one unit (robot).  
Day 4:  
Manufacturing the computer software or explaining the way of working for the lower levels. 
Elementary school students: Explaining the way of working of the image processing and the 
computer vision software. 
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7. Conclusion 
 

In this chapter we have presented a framework for modular practical courses using robotics 
and robot soccer problem as an educational tool. Presented approach is flexible so it can be 
adapted for various age groups with different scopes of interest and previous knowledge. 
Some case examples have been shown. Also, we have described the robot electronics, 
mechanics and the whole global vision system that was developed for this purpose. Main 
requirements for the system and robots were:  simplicity, overall price (around 300 
EUR/robot + PC and a camera) and openness for further improvements.  
Integration and need of interdisciplinary knowledge and its application for the successful 
completion of the project defined by the course aims provides possibility of collaboration 
between different departments and teachers. It offers the possibility to apply slightly 
adopted courses to different age groups. Constructive education approach and the 
possibility of using the presented practical course modules as a support for wide range of 
existing engineering courses along with a great first response from the scholars motivates 
authors to continue with the development of the course and its modules. Further 
development of the courses for the youngest children, as well as specialized AI courses, is 
expected in the future.  
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1. Introduction 
 

In recent years, robotics competitions have flourished all over the world. These competitions 
have been accepted among the scientific community because of their roles in the in the 
advancement of science. Roboticists have understood that competitions do not only nurture 
innovative ideas, but they also serve as a common testbed, where approaches, algorithms, 
and hardware devices could be compared by evaluating them in the same environment and 
under identical conditions. Competitions also motivate students to be involved in robotics to 
acquire new technological and problem solving skills. Robot soccer has proved to be a 
challenging and inspiring benchmark problem for artificial intelligence and robotics 
research. In a soccer game, one team of multiple players must cooperate in a dynamic 
environment and sensory signals must be interpreted in real time to take appropriate 
actions. The soccer competitions test two multi-robot systems competing with each other. 
The presence of opponent teams, which continuously improve their systems, makes the 
problem harder every year. The number of goals scored is an objective performance metric 
that allows a comparison of the systems. 
Two of the most successful competitions for robot soccer are FIRA (Federation of 
International Robot-soccer Association) and RoboCup. Both FIRA and RoboCup have their 
international conferences co-located with the games to promote scientific dissemination of 
the novel ideas and solutions proposed by the teams. Currently, there is a number of 
different soccer leagues in RoboCup and FIRA focusing on different aspects of the soccer 
challenge. Both competitions have a humanoid league, where autonomous robots with a 
human-like body and human-like senses play soccer against each other. RoboCup has set 
the final target of the humanoid robot soccer competitions for being able to develop a team 
of humanoid soccer robots capable of defeating the human world champion team by 2050 
(Kitano & Asada, 2000). Although humanoid soccer robots are far from human performance, 
their progress is particularly visible. Nowadays, the robots manage basic soccer skills like 
walking, kicking, getting-up, dribbling, and passing.  
The early stages of these competitions consisted only of basic robotic soccer skills, such as 
walking, getting-up, penalty kick, and obstacle avoidance. In 2005 RoboCup introduced the 
2 vs. 2 soccer games for the Humanoid League, which became 3 vs. 3 soccer games in 2008. 
It is planned to increase the number of robot players in the games until eventually it reaches 
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2. Literature Review 
 

Cooperative behaviour is an intrinsic feature of the soccer robot competitions. It has been 
addressed from different points of view; these approaches are based on the capabilities of 
the robots to perceive the world. The perception of the system would bring advantages and 
disadvantages and not all these approaches can be shared among the different soccer 
leagues. For example, the Small Size League of the RoboCup and FIRA use a global vision 
system that obtains the positions of the robots and the ball from the images. This 
information is used by a server computer to calculate and send the next positions of all the 
robots. In this scenario, the cooperative behaviour of the system is conceived by one central 
orchestrator, who has a full picture of the game. In this work, despite the main focus are 
humanoid robots, relevant approaches of other leagues are also discussed.  
The RoboCup Four-Legged League successfully addressed many aspects of the soccer 
problem. In this league, four autonomous Sony AIBO robots play in each team. Each robot 
perceives the environment from a camera and tries to estimate its position as well as the 
positions of its teammates, foes, and the ball. Cooperative behaviour in this league is an 
emergent behaviour achieved by all the independent robots in the team. The challenge is to 
have the group of robots working together towards the same goal, without interfering 
among themselves, but also supporting their roles.  
Previous work in the RoboCup Four-Legged League had addressed the cooperative 
behaviour problem. Phillips and Veloso presented an approach to coordinate two robots for 
supporting the team attack. The robots achieved this behaviour by assigning roles to the 
robots, i.e. attacker and supporter. The supporter robot will position itself to not interfere 
with the attacker, yet able to receive a pass or recover a lost ball (Phillips & Veloso, 2009). 
Other researchers have focused on the autonomous positioning of the robots at the 
beginning of a game or after a goal. Most of the leagues consider it a foul to manually place 
the robots to resume a game, and each league would assign some kind of penalty to the 
team that incurs in such situation. In addition, after a goal the robots would have a certain 
amount of time to self-position themselves before the game is resumed. It is quite common 
to have robots that played as defenders located in a different region than a defender should 
be located. If that is the case it might be more meaningful to place the robot behaving as 
another role just for that specific period of time, instead of having the robots moving back to 
its defending area, which would require more time than the allowed. Work et. al. proposed 
a method for player positioning based on potential fields. The method relies on roles that 
are assigned by a given strategy for the game. The potential fields calculate the shortest 
paths for the robot to self-position after a goal (Work et al., 2009). Zickler and Veloso 
proposed random behaviour tactics for the robots in the team. The proposed method can be 
used to generate a shorter plan in contrast with plans which are too far in the future. The 
main advantage of the method is the ability of re-planning short plans (Zickler & Veloso, 
2009). 
Teams in the RoboCup Four-Legged League, Standard Platform League, and Humanoid 
League have studied the problem of cooperative behaviour from the point of view of player 
role. A robot with a specific role in the game would contribute to the final objective of the 
team in a different way. Some teams have addressed the role assignation as a static problem 
(Acosta et al., 2007) others have addressed the problem as a dynamic assignation. An 
example of role assignment concept in the planning layer is used in NimbRo humanoid 
robots (Behnke & Stueckler, 2008). It implements default role negotiation and role switching. 

 

11. Raising the number of players poses new challenges for the roboticists and further 
expands the possibilities of team play. The increased complexity of soccer games with more 
players will make structured behaviour a key factor for a good humanoid soccer team. 
Cooperative behaviour of the humanoid robots would give advantage to the team to achieve 
its ultimate goal, to win the game. 
In soccer, cooperative behaviour is displayed as coordinated passing, role playing, and 
game strategy. Wheeled robots with global vision systems and centralized control have 
achieved such behaviours; example of this is the RoboCup Small-Size League. In the 
RoboCup Small- Size League, teams are able to display formations according to the strategy 
of the team. In addition, the robots show a well-defined behaviour according to their 
assigned roles during the game. The robot’s role would determine the type of contribution 
of a robot to the strategy of the team. Passing is therefore a consequence of the behaviour for 
the roles and the support for the strategy. In RoboCup Small-Size, a central computer is 
responsible for deciding the roles, positions and behaviour of the five robots of the team. 
The central computer receives a complete image of the soccer field from an overhead 
camera; this image is then processed and used to calculate new positions and states for each 
robot. Finally, the position and states are sent to the robots. In the humanoid soccer games, 
there is no central computer; each robot is meant to be autonomous and is equipped with a 
camera as a main source of information about its environment. The partial information 
about the environment that the humanoid robot can collect with the camera, along with 
received information from the team-mates, is the information used to determine its 
behaviour. As it could be guessed, the partial information about the environment and other 
robots makes the problem of behaviour control quite challenging. Most of the teams in the 
RoboCup Humanoid League have identified the need to have different roles for the robots 
in the team. This role assignation is then useful to specify particular behaviours that must be 
unique to the role of the robot, e.g. the goalie is the only robot that is allowed to dive to 
block the ball when it is drawing near the goal. Despite the obvious advantages to the static 
role assignation, some drawbacks are still observed. The roles can only be changed before or 
after the game, i.e. during a normal game, the roles of the robots are not allowed to change. 
If a robot is damaged, and cannot continue the game, the other robots could not adjust their 
roles to compensate for the team’s disadvantage.  
This Chapter describes the approach developed at the Advanced Robotics and Intelligent 
Control Centre (ARICC) of the Singapore Polytechnic with the team of humanoid robots 
named Robo-Erectus. Robo-Erectus team has taken part in the RoboCup Humanoid League 
since 2002 (Zhou & Yue, 2004). The work described here deals with role assignation for the 
robots, team formation and the relation of strategy and behaviour for the humanoid robots. 
The rest of the Chapter is organized as follows. First, a review of related works are 
presented; part of this work has been done in different robotic platforms. After reviewing 
these approaches, the proposed method is then presented. Next is an introduction of the 
Robo-Erectus humanoid robot, the hardware, the control, and the software architecture used 
for the experiments. Section 5 presents the experiments and results obtained with the 
proposed approach. These experiments were conducted on a simulator as well as the actual 
robots. Finally, Section 6 provides concluding remarks about this approach and future work. 
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In a robot soccer game, the environment is highly competitive and dynamic. In order to 
work in the dynamically changing environment, the decision-making system of a soccer 
robot system should have the flexibility and online adaptation. Thus, fixed roles are not the 
best approach, even though it is possible to display some level of cooperative behaviour, the 
system lacks the flexibility to adapt to unforeseen situations. A solution to the fixed roles of 
the robots is to allow a flexible change of strategies and roles of the robots in a soccer game, 
according to the game time and goal difference (Acosta et al., 2008). The robot’s area of 
coverage may be limited according to their current roles. This is to allow better deployment 
and efficiency of the robots movement. 
The proposed approach conceived the team as a self-organizing strategy-based decision-
making system, in which the robots are able to perform a dynamic switching of roles in the 
soccer game. 

 
3.1 Cooperative behaviour  
In order to achieve a designated goal, agents must work together as a team. However, one 
thing to remember is that each agent has a different role, and that performing the role is 
crucial to achieve the desire goal. The changing of roles will be filtered based on three 
criteria; Strategy, Game Time and Goal Difference respectively. 
 
 Strategy, the strategy to be used for the game will be selected before kick-off and half 

time of the game. The strategy defines the final objective of the team, and specifies if 
team should be more offensive or defensive in their play. 

 Game Time, the time of the game, 10 minutes for each half of the normal game, and 5 
minutes for each half of extra time when required.  

 Goal Difference, defined as the difference of own team goal score and opponent team 
goal score. 

 
The above criteria would then determine a particular formation for the team. Formation 
here is the number of players for particular roles, not directly the position of the robots on 
the field. For example, a formation for a team of three robots could be one goalie, one 
defender, and one striker; another formation could be one goalie and two strikers. In this 
regard, the formation would specify the number of players with different roles that are 
required at that moment. 
Each role would specify the behaviour of the robot and the region where the robot should be 
located. However, the robots are free to move around the field, but the specified regions are 
used as reference for the robots and also for some other behaviour like self-positioning. 
The change of formations based on the three criteria has been implemented as a finite state 
machine on all the robots. The three criteria are updated as follows: 
 
 Strategy, the strategy can only be selected before kick-off and half time of game. The 

strategy would remain the same for as long as the game last.  
 Game Time, the time of the game is kept by each robot, and it is updated when a 

signal is received from the computer that provides messages like kickoff, stop, etc. 
 Goal Difference, it is updated when receive signals from the computer that provides 

the messages. 

 

A player can be assigned as a striker, a defender, or a goalkeeper. If only one player is on the 
field, it plays offensive. When the team consists of more than one field player, the players 
negotiate roles by claiming ball control. As long as no player is in control of the ball, all 
players attack. If one of the players takes control, the other player switches to the defensive 
role. Another application of the role concept is goal clearance by the goalkeeper. The 
goalkeeper switches its role to field player when the ball gets closer than a certain distance. 
In this case, it starts negotiating roles with other field players like a standard field player. 
Thus, the goalie might walk toward the ball in order to kick it across the field.  
Coelho et. al. approached the coordination and the behaviour of the robots in a team from 
the point of view of genetic algorithm (Coelho et al., 2001). They use the genetic algorithms 
to optimize the coordination of the team. The fitness of the objective function is associated 
with the solution of the soccer problem as a team, not just as player of the team. The 
algorithm is flexible in the sense that we can produce different configurations of the team. 
One drawback of the method is that this process must be done offline and it does not permit 
online adjustments. 
Communication between the Darmstadt Dribblers humanoid robots is used for modelling 
and behaviour planning (Friedmann et al., 2006). The change of positions of opponents or 
team members can be realized. A dynamical behaviour assignment is implemented on the 
robots in such a way that several field players can change their player roles between striker 
and supporter in a two on two humanoid robot soccer game. This change is based on their 
absolute field position and relative ball pose. 
Risler and von Strik presented an approach based on hierarchical state machines that can be 
used to define behaviour of the robots and specify how and when the robots would 
coordinate (Risler & von Strik, 2009). The roles of the robots are assigned dynamically 
according to the definition given inside the state machines. For example, if a robot is 
approaching towards the ball with a good chance to score, the robot’s role would become 
striker, and if the state machine defines that only one striker should be in the team, the 
previous striker would negotiate for another role. 
Previous works on cooperation of the behaviour are mainly based on the role of the player. 
As presented, some works focus on static roles of the players that cannot change during the 
execution of the game. Others use dynamic assignation of the roles during a game, the 
criteria are based on the position of the players. The work presented here uses a dynamic 
role assignation based on the strategy that the team has for the game. Other factors like 
remaining time and goal difference are used to determine the new formation of the team. 

 
3. Dynamic Role Assignation 
 

On a three versus three humanoid robots game, each robot has assigned a role, e.g. goalie, 
defender, striker. The fixed or static roles of the robots do not change throughout the whole 
duration of a robot soccer game, regardless of the game time and goal difference. This 
method does not cater for scenarios when the team needs to win the game to qualify for the 
next round, or a premeditated draw game as part of a league game strategy. In some cases 
the roles of robots are not bounded or limited to an area of the soccer field, where the robots 
are free to roam in the field. This will cause unnecessary and inefficient movement of the 
robots. 
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are free to roam in the field. This will cause unnecessary and inefficient movement of the 
robots. 



Robot Soccer126

 

 
Fig. 3.2 The finite state machine for the Must Win Strategy. 

 
3.2.3 At Least Draw Strategy 
The At Least Draw strategy is used when the game strategy is just to aim for a draw or a 
marginal win. This strategy can be used as a part of first round game, when the team does 
not want to unnecessarily reveal the full potential of the robots to rival teams. This strategy 
will implement a normal formation when draw, and a defensive formation when the team is 
leading. Figure 3.3 below illustrates the At Least Draw Strategy. 
 

 
Fig. 3.3 The finite state machine for the At Least Draw Strategy. 

 
3.2.4 Close-Up Strategy 
The Close-Up strategy is used to narrow the goal difference when the team is losing to the 
opponent team. For example, when opponent team scores 10 goals and own team scores 3 
goals, this strategy will try to narrow the goal difference to 10 goals versus 6 goals. Figure 
3.4 below illustrates the Close-Up Goals Strategy.  
 

 

The computer that sends the signals for kickoff, stop, resume, etc is known as a referee box. 
Many leagues in the RoboCup have implemented the use of the referee box with two 
purposes. First, to standardize the signals that are sent to the teams, the referee box 
broadcasts the signals to the wireless networks of both teams; and second, to reduce the 
human interference in the game and to increase the autonomy of the system. The referee box 
sends signal only when the referee wants to let the robots know about particular situation 
e.g. a free kick. Most of the referee boxes include some other kind of information that robots 
are not able to perceive just yet, information such as time and goal difference. In our 
proposal, we have included both into the referee box messages. 

 
3.2 Strategies 
The strategy of a team will define the main objective of the team for a particular game. The 
strategy is fixed for our approach, which means that it can only be changed if the game 
stops i.e. half time or of full time (when playing extra time). However, from our experiments 
we have discovered that it is more meaningful not to change the strategy during a game, 
unless it is really necessary. While other works have defined some strategies for the games, 
we have defined four strategies that embrace, in our opinion, all the possibilities of the 
soccer games. 

 
3.2.1 Normal Game Strategy 
The Normal Game strategy is used when the team does not have a specific agenda, which 
may be used in a friendly game so as not to reveal unnecessary strategies. This strategy uses 
a Normal Formation throughout the whole game including extra time, regardless of game 
time and goal difference. Figure 3.1 below illustrates the Normal Game Strategy. 
 

 
Fig. 3.1 The finite state machine for the Normal Game Strategy. 

 
3.2.2 Must Win Strategy 
The Must Win strategy is used when the team has to win the game. The nature of this 
strategy is more aggressive, with Offensive Formation implemented during the second half 
of normal game time, and All Out Formation implemented during the second half of extra 
time, if the team is still losing or draw. When the team is winning, the formations will 
change to defensive mode to maintain the lead. Figure 3.2 below illustrates the Must Win 
Strategy. 
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Fig. 3.2 The finite state machine for the Must Win Strategy. 

 
3.2.3 At Least Draw Strategy 
The At Least Draw strategy is used when the game strategy is just to aim for a draw or a 
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Fig. 3.3 The finite state machine for the At Least Draw Strategy. 
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and approach to the ball could be used to determine which robot would get the role. This 
means that if we have a situation as the one presented in Figure 3.5, where robot A and 
robot B are disputing for the role of striker and defender, how should they solve this 
situation? There are two criteria employed to solve this problem. First, the robots should 
evaluate if they are attacking or defending. This is evaluated by determining if the 
opponents are close to the ball, in that case it is considered that the team is defending; 
otherwise, it is considered that the team is attacking. Second, the robots will evaluate the 
distance to the ball. If the robot believes that its distance is shorter than that of the other 
robot, it will approach to the ball and win the role, i.e. defender when the team is defending 
or striker when attacking. 
The robots in the field can approach the ball based on proximity, the robot nearer to the ball 
will move forward. As illustrated in Figure 3.5, Robot A will approach the ball rather than 
Robot B due to its proximity, as distance A is shorter compared to distance B. This is taken 
into consideration that both Robot A and B heading is facing the ball. As each robot has the 
ability of knowing its own heading orientation, the ball approach method considers the 
heading of the robot. Illustrated in Figure 3.6 below, Robot A is heading away from the ball, 
while Robot B is heading towards the ball. Although Robot A distance is nearer compared to 
Robot B, however it will take time for Robot A to turn its heading position towards the ball. 
Hence Robot B will approach the ball instead, while Robot A will proceed with heading 
adjustment. This method is limited to a difference in distances, defined by a threshold, in 
comparison to the other nearby robots. If the ball distance for Robot A is less than the 
threshold difference compared to Robot B, then Robot A will still adjust its heading and 
approach the ball. 
 

 
Fig. 3.6 Robots approach through ball approximation and heading. 
 
Figure 3.7 below illustrates the close-up view of the robots approach through ball 
approximation and heading. With the robot heading perpendicular to the ball as the 90° 

 

 
Fig. 3.4 The finite state machine for the Close-up Strategy. 

 
3.3 Negotiation of roles 
At several points during the robot soccer game, the robots need to communicate with one 
another. This may involve informing agents of events or responses, asking for help or 
information, and negotiating to iron out inconsistencies in information or to agree on a 
course of action. Negotiation will be necessary when changing of roles is required. This 
process is complicated since each robot must have its own decisions and there is no central 
coordinator to assign the roles to each robot. 
 

 
Fig. 3.5 Robots approach through ball approximation 
 
In review of the dynamic roles design, the ball approach method should be taken into 
consideration. This is for better robot deployment and efficiency during dynamic role 
change. Team formation change may be based on the positions of the three robots. This 
could be useful when two robots required negotiating for a particular role. The proximity 
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3.5 Area of Coverage 
The proposed method also defines the area of coverage or region where the robots should be 
limited according to their roles. This is to facilitate effectiveness and prevent unnecessary 
movement during the role changing. This roles area of coverage proposal is to enhance the 
ball approach criteria described in the previous Section 3.4. Figure 3.8 shows the areas of 
coverage for the roles of goalie, defender and striker. These areas are also used for the self-
positioning behaviour, the robots defined points on the field as starting positions, but they 
have a higher priority to be inside the area rather than to reach the point. Only during the 
self-positioning behaviour the area of coverage of a striker becomes the same as that of the 
defender, but the attraction points are different; i.e. for the striker is closer to the half line. 
 
 Goalie - Movement limited to the Goal Area. This is to cater for cases when the ball 

stops just at the goal line, and the goalie has to move behind the goal line to kick out 
the ball, or else the goalie would not know how to react in a situation when ball stops 
just at the goal line. 

 Defender - Movement limited to the own half of the field, as illustrated in Figure 
3.8(b) below. The defender’s area also includes the goal area. 

 Striker - Movement limited from the middle of lower half of field, to the opponent’s 
goal, as illustrated in Figure 3.8(c). However, when the formation has more than one 
striker, the striker’s area becomes the whole field. 

 

         
(a)        (b)        (c) 

Fig. 3.8 Area of coverage for roles of (a) goalie, (b) defender, and (c) striker. 

 
4. Robo-Erectus, The Humanoid Soccer Robot 
 

The Robo-Erectus project (www.robo-erectus.org) has been developed in the Advanced 
Robotics and Intelligent Control Centre (ARICC) of Singapore Polytechnic. The humanoid 
robot Robo-Erectus is one of the pioneering soccer-playing humanoid robots in the 
RoboCup Humanoid League (Acosta et al., 2007). Robo-Erectus has collected several awards 
since its first participation in the Humanoid League of RoboCup in 2002. Robo-Erectus won 

 

heading reference, robot heading 181° to 359° will not initiate the approach. As illustrated 
below, Robot A heading falls out of the 0° to 180° heading range. While Robot B distance is 
less or equal to the threshold, therefore Robot B will proceed to approach the ball, and will 
change its role accordingly e.g. from defender to striker. 
 

 
Fig. 3.7 Robots approach through ball approximation and heading. 

 
3.4 Formations, roles, and players 
During a game there could be situations where a team must play with substitute robots, and 
occasionally the team must play with fewer players. To deal with these situations, the 
proposed formations have roles with priorities. These priorities indicate which roles must be 
filled first, and which roles must always remain filled. Each robot keeps a list of the other 
robots broadcasting in its network; with this information each robot is aware of the number 
of team members of the team. However, when a robot that is currently playing fails and 
needs to be replaced by another robot. This new robot will be added to the list, the previous 
robot will identify that there are four robots in the list when this happen, the robots monitor 
the messages to discover which robot went dead. If a robot is not able to discover the 
missing robot, it will broadcast a request, so that the playing robots will reply. This request 
is also broadcasted if one robot does not broadcast any message for a period of time. This is 
done to try to identify any dead robot. When a robot is faulty and its role is a priority one 
after the replacement is in the field the robot will renegotiate their roles. In the scenario that 
there is no replacement, a robot with a non-priority role will switch to the priority role. The 
Table 3.1 below presents the different formations and the priority of the roles. 
 

Formation Highest High Low 
Defensive Goalie Defender Defender 
Normal Goalie Defender Striker 

Offensive Goalie Striker Striker 
Super 

Offensive 
Defender Striker Striker 

All Out Striker Striker Striker 
Table 3.1 Formations and priorities of the roles per formation. 
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Figure 4.1 shows the design of the humanoid robot REJr-X1. The skeleton of the robot is 
constructed with aluminium braces, the head and arms of the robot are made of plastic. 
Despite its simplicity, the mechanical design of the robot is robust and lighter than their 
predecessors. Its human-like body has a height of 52cm and weight of just 3.3kg, including 
batteries. 
Robo-Erectus Junior has a total of 21 degrees of freedom. Table 4.1 shows the body parts and 
their associated degrees of freedom. Each degree of freedom uses as actuator a Dynamixel 
DX-117 Digital Servomotor. These servomotors have a typical torque of 28.89kg·cm and a 
speed of 0.172sec/60◦. Each knee joint uses a Dynamixel RX-64 Digital Servomotor that 
provides a higher torque than that of DX-117. Each smart actuator has a micro-controller in 
charge of receiving commands and monitoring the performance of the actual motor. An 
RS485 serial network connects all the servomotors to a host processor, which sends positions 
and receives the current data (angular positions, speed, voltage, and temperature) of each 
actuator. 
 

Body Part Roll Pitch Yaw 
Head    
Body    

Shoulder    
Elbow    

Hip    
Knee    
Ankle    

Table 4.1 List of Degrees of Freedom for the humanoid robot Robo-Erectus Jr. 
 
The control system of the Robo-Erectus Jr-X1 consists of a network with two micro-
processors and several devices. Instead of using a single processor to deal with sensory data, 
processing and actuators control, Robo-Erectus uses dedicated processors for particular 
tasks. This design was implemented firstly in the Robo-Erectus Junior-AX and it has proven 
to improve the performance of the system (Acosta et al., 2008). Below are listed the tasks of 
each processor:  
 
1. The main processor is responsible to coordinate all behaviours of the robot. It receives 

the processed sensorial information from the sensor-motor processor, which is used to 
take decisions and finally send the motors commands back to the sensor-motor 
processor. This processor has a wireless network interface that allows communication 
with the other robots and a computer that sends game signals. This processor also 
processes the images from an USB camera. 

2. The sensor-motor processor is a dual DSP microcontroller, which receives the motor 
commands from the main processor. These commands are parameters for the gait 
generator. The gaits of the humanoid robot are generated online and finally sent to the 
servo-motors by a RS485 bus. The motor feedback is collected, processed, and sent back 
to the main processor by a RS232 bus. The data of servo-motors is updated every 16.6 
ms. Along with the motor information, this processor also collects data from the 
accelerometers and gyroscopes before passing these data to a Kaman filter to produce 
more relevant information, about the state of the robot. 

 

the 2nd place in the Humanoid Walk competition at the RoboCup 2002 and got 1st place in 
the Humanoid Free Performance competition at the RoboCup 2003. In 2004, Robo-Erectus 
won the 2nd place in Humanoid Walk, Penalty Kick, and Free Performance. In 2007, it 
finished 6th in the 2 vs. 2 games, and 3rd in the technical challenge. In the RoboCup 2009, it 
qualified to the second round of round robin of 3 vs. 3 games. 
 

  
Fig. 4.1 REJr-X1, the latest generation of the family Robo-Erectus. 
 
The Robo-Erectus project aims to create a humanoid robot that can be used for teaching, 
research and competition. After the introduction of the TeenSize to the RoboCup Humanoid 
League, the team has developed two parallel types of Robo-Erectus. Robo-Erectus Junior is 
the name for the robots that take part in the RoboCup Humanoid KidSize, as a group of at 
least three robots, where the restriction is that the robots must be less than 60cm in height. 
The second type of Robo-Erectus is called Robo-Erectus Senior and this robot competes in 
the RoboCup Humanoid TeenSize, in which only one robot takes part, whereby the 
restriction of the league is that the robots should be more than 1m tall. 
The proposed method in this Chapter applies to a team of humanoid kidsize robots. 
Therefore, the rest of this Section will focus on the Robo-Erectus Junior. Each robot in the 
team has the same hardware and software features as described here. 

 
4.1 Robo-Erectus Junior 
The latest version of Robo-Erectus named Robo-Erectus Junior-X1 (REJr-X1), as shown in 
Figure 3, has been designed to be fully autonomous and to deal with the challenges of the  
3 vs. 3 games. 
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The behaviours of each role have been implemented in a finite state machine, with simple 
actions for each robot and self-positioning. The opponents for all the sets played with static 
formation: goalie, defender, striker. 
Table 5.1 shows the resulting analysis of the data. The data presented is the percentage of 
wrong formation during the possible changes in the game. The possible changes happen 
every five minutes or after a goal. The 7% of wrong role selection in the simulation is due to 
situation where two robots decided to have the same role. In all these cases, the role was 
successfully corrected after one or two seconds to conclude their negotiation. In the case of 
the Robo-Erectus Jr robots the percentage was higher, because of some unexpected 
situations with a few robots and they have to be taken out, serviced and their computer 
rebooted. This situation caused a wrong role assignment, however the robots corrected their 
roles after negotiation. In a similar way, the wrong formation is due to the faulty robot. 
 

Set Wrong Formation Wrong Role 
Simulation 0% 7% 

Robo-Erectus Jr 5% 18% 
Table 5.1 Percentage of wrong formation and wrong role selection for possible changes 
without faulty robots. 
 
Table 5.2 shows the wrong formation and wrong role selection with faulty robot with and 
without replacement. For the replacement sets, the problem was similar to the one observed 
in the Robo-Erectus Jr in the previous experiments due to the faulty robot. In both 
simulation and real robot experiments, the robots managed to correct their wrong roles after 
few seconds. For the no replacement set, all the robots managed to switch to a higher 
priority role, except for one trial where the actual robot maintained its role, but this was 
because the robot’s program entered into a deadlock and has to be reset. 
 

Set Wrong Formation Wrong Role 
Simulation 

(Replacement) 
7% 7% 

Robo-Erectus Jr 
(Replacement) 

15% 23% 

Simulation  
(No Replacement) 

0% 0% 

Robo-Erectus Jr  
(No Replacement) 

0% 7% 

Table 5.2 Percentage of wrong formation and wrong role selection for possible changes with 
faulty robots. 
 

 

4.2 Virtual RE, The Robo-Erectus Junior Simulator 
Robo-Erectus is equipped with sensors and actuators that allow it to navigate autonomously 
and display an intelligent behaviour. The robot uses a camera as main sensor, and it is able 
to perceive different colours and to track them. It also contains a dedicated processor to 
control the behaviour of the robot, wireless communication with the control PC and the 
teammates, and a sub-system to control sensors and actuators. A simulator was developed 
to simulate all the sensor of the robot. In addition the simulator is able to simulate two teams 
with a number variable of robots to reproduce a game (see Figure 4.2). The simulator uses 
the server-client framework, where each robot is considered a server and a single client 
could connect to it and control it. 
 

 
Fig. 4.2 Virtual RE the simulator for the Robo-Erectus Jr. 
 
The simulator of Robo-Erectus Junior-AX, called Virtual-RE, was also used during these 
experiments. Virtual-RE provides several possibilities of visualization and interaction with 
the simulated worlds (Acosta et al., 2007). To simulate rigid body dynamics, Virtual-RE uses 
the Open Dynamics Engine (ODE), which has a wide variety of features and has been used 
successfully in many other projects. The visualization, as well as the computation of imaging 
sensor data is based on OpenGL libraries, because this standard offers the best performance 
with modern hardware on different platforms. 

 
5. Experimental results 
 

In order to test the effectiveness of our algorithms, we performed two sets of experiments: 
one with the simulator Virtual-RE and the other with the actual Robo-Erectus Jr robots. All 
the sets involve the four strategies as well as winning and losing scores for both the regular 
time and the extra time. In addition, each set contains games with faulty players, some with 
substitute robot and others without. 
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with Nao robots with the strategy of At Least Draw, with a formation goalie, defender, 
defender. In Figure 5.2 the strategy employed is Must Win with an All Out formation. In this 
game one robot was taken out to simulate a faulty robot. Robot in Figure 5.2(b) is taken out 
as can be seen in Figure 5.2(c). In Figure 5.2(c) both robots try to approach to the ball. 
 

 
Fig. 5.3 Screenshot from the Virtual-RE with a Close-up Strategy and a formation Goalie and 
two strikers. This is during the first half of extra time. 
 
The set of experiments with the simulator Virtual-RE were conducted in a similar way as the 
real Robo-Erectus Jr, i.e. three versus three games with different strategies (see Figure 5.3). 
Due to the flexibility that the simulator offered, we were able to set, besides the normal 
game, scenarios where the robots were placed in certain positions, with specific roles, score, 
and time; to test situations like approaching to the ball, or self-positioning. For the self-
positioning behaviour 85% of trials was successful. This is because we placed the striker 
inside the goal keeper area or in one of the corners, and the robot should go back to its half 
of the field, in the way back the robot should avoid other robots, but sometimes it collides 
with them, falling and not reaching the position on time. 

 
6. Conclusion 
 

Humanoid robot soccer is getting popular recently, and the advances in the technology have 
made it possible to see exciting displays from the humanoid robots. Nevertheless, most of 
the teams have achieved a position where the robots are able to show several skills. It is 
challenging to have a team of robots displaying team behaviour without interfering with 
each other and supporting their objectives. The work presented here uses a dynamic role 
assignation but is based on the strategy that the team has for the game. Besides, other factors 

 

  
(a)     (b) 

  
(c)     (d) 

Fig. 5.1 Sequence of the game with formation At Least Draw with formation one Goalie and 
two defenders. 
 

  
(a)     (b) 

  
(c)     (d) 

Fig. 5.2 Sequence of a game with a strategy Must Win with a formation three strikers. 
Experiment with one faulty robot. 
 
In this set of experiments, the Robo-Erectus Jr played against a team of Nao robots with a 
fixed formation of goalie, defender and striker. Figure 5.1 shows a sequence of the game 



Distributed Architecture for Dynamic Role Behaviour in Humanoid Soccer Robots 137

 

with Nao robots with the strategy of At Least Draw, with a formation goalie, defender, 
defender. In Figure 5.2 the strategy employed is Must Win with an All Out formation. In this 
game one robot was taken out to simulate a faulty robot. Robot in Figure 5.2(b) is taken out 
as can be seen in Figure 5.2(c). In Figure 5.2(c) both robots try to approach to the ball. 
 

 
Fig. 5.3 Screenshot from the Virtual-RE with a Close-up Strategy and a formation Goalie and 
two strikers. This is during the first half of extra time. 
 
The set of experiments with the simulator Virtual-RE were conducted in a similar way as the 
real Robo-Erectus Jr, i.e. three versus three games with different strategies (see Figure 5.3). 
Due to the flexibility that the simulator offered, we were able to set, besides the normal 
game, scenarios where the robots were placed in certain positions, with specific roles, score, 
and time; to test situations like approaching to the ball, or self-positioning. For the self-
positioning behaviour 85% of trials was successful. This is because we placed the striker 
inside the goal keeper area or in one of the corners, and the robot should go back to its half 
of the field, in the way back the robot should avoid other robots, but sometimes it collides 
with them, falling and not reaching the position on time. 

 
6. Conclusion 
 

Humanoid robot soccer is getting popular recently, and the advances in the technology have 
made it possible to see exciting displays from the humanoid robots. Nevertheless, most of 
the teams have achieved a position where the robots are able to show several skills. It is 
challenging to have a team of robots displaying team behaviour without interfering with 
each other and supporting their objectives. The work presented here uses a dynamic role 
assignation but is based on the strategy that the team has for the game. Besides, other factors 

 

  
(a)     (b) 

  
(c)     (d) 

Fig. 5.1 Sequence of the game with formation At Least Draw with formation one Goalie and 
two defenders. 
 

  
(a)     (b) 

  
(c)     (d) 

Fig. 5.2 Sequence of a game with a strategy Must Win with a formation three strikers. 
Experiment with one faulty robot. 
 
In this set of experiments, the Robo-Erectus Jr played against a team of Nao robots with a 
fixed formation of goalie, defender and striker. Figure 5.1 shows a sequence of the game 



Robot Soccer138

 

like remaining time and goal difference are used to determine the new formation of the 
team. The roles of the players underlie team behaviour, while the strategy defines the 
objective of the team. Experimental results support our proposal, showing that the 
percentage of wrong role selection among the robots is low less than 20%. Results also prove 
that this wrong role selection is soon corrected by the robots after negotiation. Future work 
is to deal with situations of negotiation when having more players, and to define more team 
behaviours with this framework. 
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1. Introduction 
 

If a soccer player is able to learn behaviours it should exhibit in response to stimuli, it may 
adapt to unpredictable, dynamic environments. Even though the overall objective a player is 
expected to achieve is able to be described, it is not always possible to precisely describe the 
behaviours a player should exhibit in achieving that objective. If a function can be described 
to evaluate the results of the player’s behaviour against the desired outcome, that function 
can be used by some reinforcement learning algorithm to evolve the behaviours necessary to 
achieve the desired objective. 
Fuzzy Sets (Zadeh 1965; Kandel 1986; Klir and Folger 1988; Kruse, Gebhardt et al. 1994)  are 
powerful tools for the representation of uncertain and vague data. Fuzzy inference systems 
make use of this by applying approximate reasoning techniques to make decisions based on 
such uncertain, vague data. However, a Fuzzy Inference System (FIS) on its own is not 
usually self-adaptive and not able to modify its underlying rulebase to adapt to changing 
circumstances. 
There has not been a great deal of success in the automatic generation of robot soccer 
players, and in fact hand-coded players, or players with hand-coded skills, generally 
outplay automatically generated players. Genetic algorithms (Holland 1975) are adaptive 
heuristic search algorithms premised on the evolutionary ideas of natural selection. By 
combining the adaptive learning capabilities of the genetic algorithm (GA) with the 
approximate reasoning capabilities of the fuzzy inference system, a hybrid system is 
produced, and the expectation is that this hybrid system will be capable of learning the 
behaviours a player needs to exhibit in order to achieve a defined objective – in this case 
developing goal-scoring behaviour. While the combination of genetic algorithms and fuzzy 
inference systems have been studied in other areas, they have not generally been studied in 
an environment as complex, uncertain and dynamic as the robot soccer environment. 

  
2. Related Work 
  

2.1 RoboCup 
The Robot World Cup Initiative, RoboCup, has become an international research and 
education initiative, providing a standard platform and benchmark problem for research in 
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objective. The objective in (Luke, Hohn et al. 1998) was scaled back to attempt to evolve co-
operative behaviour over hand-coded low-level behaviours. The players in (Andre and 
Teller 1999) developed some successful individual behaviours with the use of a 
sophisticated composite fitness function, but the objective of collaborative team behaviour 
was not realised.  
In (Luke 1998b) a team of soccer players with a rich set of innate soccer-playing skills was 
developed, using genetic programming and co-evolution, that worked through sub-optimal 
behaviour described as “kiddie-soccer” (where all players chase the ball) to reasonable goal-
scoring and defensive behaviour. 
A layered learning technique was introduced in (Stone 1998) and (Stone and Veloso 2000), 
the essential principle of which is to provide the algorithm with a bottom-up hierarchical 
decomposition of a large task into smaller sub-tasks, or layers, and have the algorithm learn 
each sub-task separately and feed the output of one learned sub-task into the next layer.  
The layered learning technique is based upon the following four principles (Stone and 
Veloso 2000): 
 A mapping directly from inputs to outputs is not tractably learnable. 
 A bottom-up, hierarchical task decomposition is given. 
 Machine learning exploits data to train and/or adapt. Learning occurs separately at 

each level. 
 The output of learning in one layer feeds into the next. 

Stone and Veloso used the layered learning technique to produce good results when 
training robot soccer players for RoboCupSoccer (Stone and Veloso 2000). 
Keepaway Soccer (Stone, Sutton et al. 2001) is a sub-domain of robot soccer in which the 
objective is not to score goals but to gain and maintain possession of the ball. There are two 
teams in keepaway soccer: the keepers and the takers. The task of the keepers is to maintain 
possession of the ball, while the objective of the takers is to take the ball away from the 
keepers. The keepaway soccer field is generally smaller than the RoboCupSoccer field, and 
no goal areas are required. The keepaway soccer teams are usually smaller than a full team 
in RoboCupSoccer, and are often numerically unbalanced (e.g. 3 vs 2 Keepaway Soccer 
(Kuhlmann and Stone 2004)).  
Gustafson (Gustafson 2000) and Gustafson and Hsu (Gustafson and Hsu 2001; Hsu, Harmon 
et al. 2004) applied genetic programming and the layered learning technique of Stone and 
Veloso to keepaway soccer. For this method the problem was decomposed into smaller sub-
problems, and genetic programming applied to the sub-problems sequentially - the 
population in the last generation of a sub-problem was used as the initial population of the 
next sub-problem. The results presented by Gustafson and Hsu indicate that for the problem 
studied layered learning in genetic programming outperformed the standard genetic 
programming method. 
Asada et al. (Asada, Noda et al. 1996) describe the Learning from Easy Missions (LEM) 
method, in which a reinforcement learning technique (Q-learning, (Watkins 1989)) is used to 
teach a robot soccer player to kick a ball through a goal. The reinforcement learning 
technique implemented requires the robot soccer player to be capable of discriminating a 
finite set of distinct world states and also be capable of taking one of a finite set of actions. 
The robot’s world is then modelled as a Markov process, making stochastic transitions 
based on the current state and action taken. A significant problem with this method is that 

 

the fields of artificial intelligence and robotics. It provides a realistic research environment 
by using a soccer game as a platform for a wide range of research problems including 
autonomous agent design, multi-agent collaboration, real-time reasoning, reactive 
behaviour and intelligent robot control (Kitano, Asada et al. 1997a; Kitano, Asada et al. 
1997b; Kitano, Tambe et al. 1997).  
RoboCup currently consists of three major domains: RoboCupSoccer, RoboCupRescue and 
RoboCupJunior. The RoboCupSoccer domain includes a simulation league and is the 
environment used for the RoboCup part of this work. 

  
2.1.1 The RoboCupSoccer Simulation League 
The RoboCupSoccer Simulation League provides a simulated but realistic soccer 
environment which obviates the need for robot hardware and its associated difficulties, 
allowing researchers to focus on issues such as autonomous agent design, learning, 
planning, real-time multi-agent reasoning, teamwork and collaboration. The 
RoboCupSoccer simulator has been in continual development since its inception in 1995, 
and allows researchers to study many aspects of machine learning techniques and multi-
agent systems in a complex, dynamic domain. The RoboCupSoccer environment is 
described in detail in (Noda 1995; Noda, Matsubara et al. 1998; Noda and Stone 2001). 

  
2.2 The SimpleSoccer Environment 
The RoboCupSoccer simulation league is an important and useful tool for multi-agent and 
machine learning research which provides a distributed, multi-agent environment in which 
agents have an incomplete and uncertain world view. The RoboCupSoccer state-space is 
extremely large, and the agent perception and action cycles in the RoboCupSoccer 
environment are asynchronous, sometimes resulting in long and unpredictable delays in the 
completion of actions in response to some stimuli. The large state-space, the inherent delays, 
and the uncertain and incomplete world view of the agents can increase the learning cycle of 
some machine learning techniques onerously. 
There is a large body of work in the area of the application of machine learning techniques 
to the challenges of RoboCupSoccer (e.g. (Luke 1998a; Luke 1998b; Luke, Hohn et al. 1998; 
Ciesielski and Wilson 1999; Stone and Veloso 1999; Uchibe 1999; Ciesielski and Lai 2001; 
Riedmiller, Merke et al. 2001; Stone and Sutton 2001; Ciesielski, Mawhinney et al. 2002; 
Lima, Custódio et al. 2005; Riedmiller, Gabel et al. 2005)), but because the RoboCupSoccer 
environment is so large, complex and unpredictable, the extent to which such techniques 
can meet these challenges is not certain. The SimpleSoccer environment was designed and 
developed to address the problem of the complexity of the RoboCupSoccer environment 
inhibiting further research, and is described in detail in (Riley 2003) and (Riley 2007). 

  
2.3 Machine Learning, Evolutionary Algorithms and Simulated Robot Soccer 
Machine learning and evolutionary algorithms in various forms have been applied to the 
problem of robot soccer. Some representative examples, with emphasis on evolutionary 
algorithms, are described briefly in the following paragraphs. 
Two early attempts to learn competent soccer playing skills from scratch via genetic 
programming are described in (Luke, Hohn et al. 1998) and (Andre and Teller 1999). Both 
set out to create complete, cooperative soccer playing teams, but neither achieved that 
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to higher-level reasoning using “concurrent layered learning” – a method in which 
predefined tasks are learned incrementally with the use of a composite fitness function. The 
player uses a hand-coded decision tree to make decisions, with the leaves of the tree being 
the learned skills. 
Whiteson et al. (Whiteson, Kohl et al. 2003; Whiteson, Kohl et al. 2005) study three different 
methods for learning the sub-tasks of a decomposed task in order to examine the impact of 
injecting human expert knowledge into the algorithm with respect to the trade-off between: 
 making an otherwise unlearnable task learnable 
 the expert knowledge constraining the hypothesis space  
 the effort required to inject the human knowledge. 

Coevolution, layered learning, and concurrent layered learning are applied to two versions 
of keepaway soccer that differ in the difficulty of learning. Whiteson et al. conclude that 
given a suitable task decomposition an evolutionary-based algorithm (in this case 
neuroevolution) can master difficult tasks. They also conclude, somewhat unsurprisingly, 
that the appropriate level of human expert knowledge injected and therefore the level of 
constraint depends critically on the difficulty of the problem.  
Castillo et al. (Castillo, Lurgi et al. 2003) modified an existing RoboCupSoccer team – the 
11Monkeys team (Kinoshita and Yamamoto 2000) – replacing its offensive hand-coded, state 
dependent rules with an XCS genetic classifier system. Each rule was translated into a 
genetic classifier, and then each classifier evolved in real time. Castillo et al. reported that 
their XCS classifier system outperformed the original 11Monkeys team, though did not 
perform quite so well against other, more recently developed, teams. 
In (Nakashima, Takatani et al. 2004) Nakashima et al. describe a method for learning certain 
strategies in the RoboCupSoccer environment, and report some limited success. The method 
uses an evolutionary algorithm similar to evolution strategies, and implements mutation as 
the only evolutionary operator. The player uses the learned strategies to decide which of 
several hand-coded actions will be taken. The strategies learned are applicable only when 
the player is in possession of the ball.  
Bajurnow and Ciesielski used the SimpleSoccer environment to examine genetic 
programming and layered learning for the robot soccer problem (Bajurnow and Ciesielski 
2004). Bajurnow and Ciesielski concluded that layered learning is able to evolve goal-scoring 
behaviour comparable to standard genetic programs more reliably and in a shorter time, but 
the quality of solutions found by layered learning did not exceed those found using 
standard genetic programming. Furthermore, Bajurnow and Ciesielski claim that layered 
learning in this fashion requires a “large amount of domain specific knowledge and programmer 
effort to engineer an appropriate layer and the effort required is not justified for a problem of this 
scale.” (Bajurnow and Ciesielski 2004), p.7. 
Other examples of research in this or related areas can be found in, for example, (Luke and 
Spector 1996) where breeding and co-ordination strategies were studied for evolving teams 
in a simple predator/prey environment; (Stone and Sutton 2001; Kuhlmann and Stone 2004; 
Stone, Sutton et al. 2005) where reinforcement learning was used to train players in the 
keepaway soccer environment; (Lazarus and Hu 2003) in which genetic programming was 
used in a specific training environment to evolve goal-keeping behaviour for 
RoboCupSoccer; (Aronsson 2003) where genetic programming was used to develop a team 
of players for RoboCupSoccer; (Hsu, Harmon et al. 2004) in which the incremental reuse of 

 

for a real robot in the real world, or the simulation of a real robot in the real world, the state 
and action spaces are continuous spaces that are not adequately represented by finite sets. 
Asada et al. overcome this by constructing a set of sub-states into which the representation 
of the robot’s world is divided, and similarly a set of sub-actions into which the robot’s full 
range of actions is divided. This is roughly analogous to the fuzzy sets for input variables 
and actions implemented for this work.  
The LEM method involves using human input to modify the starting state of the soccer 
player, beginning with easy states and progressing over time to more difficult states. In this 
way the robot soccer player learns easier sub-tasks allowing it to use those learned sub-tasks 
to develop more complex behaviour enabling it to score goals in more difficult situations. 
Asada et al. concede that the LEM method has limitations, particularly with respect to 
constructing the state space for the robot soccer player. Asada et al. also point out that the 
method suffers from a lack of historical information that would allow the soccer player to 
define context, particularly in the situation where the player is between the ball and the 
goal: with only current situation context the player does not know how to move to a 
position to shoot the ball into the goal (or even that it should). Some methods suggested by 
Asada et al. to overcome this problem are to use task decomposition (i.e. find ball, position 
ball between player and goal, move forward, etc.), or to place reference objects on the field 
(corner posts, field lines, etc.) to give the player some context. It is also interesting to note 
that after noticing that the player performed poorly whenever it lost sight of the ball, Asada 
et al. introduced several extra states to assist the player in that situation: the ball-lost-into-
right and ball-lost-into-left states, and similarly for losing sight of the goal, goal-lost-into right 
and goal-lost-into-left states. These states, particularly the ball-lost-into-right and ball-lost-into-
left states are analogous to the default hunt actions implemented as part of the work 
described in this chapter, and another indication of the need for human expertise to be 
injected to adequately solve the problem. 
Di Pietro et al. (Di Pietro, While et al. 2002) reported some success using a genetic algorithm 
to train 3 keepers against 2 takers for keepaway soccer in the RoboCup soccer simulator. 
Players were endowed with a set of high-level skills, and the focus was on learning 
strategies for keepers in possession of the ball.  
Three different approaches to create RoboCup players using genetic programming are 
described in (Ciesielski, Mawhinney et al. 2002) – the approaches differing in the level of 
innate skill the players have. In the initial experiment described, the players were given no 
innate skills beyond the actions provided by the RoboCupSoccer server. The third 
experiment was a variation of the first experiment. Ciesielski et al. reported that the players 
from the first and third experiments – players with no innate skills - performed poorly. In 
the second experiment described, players were given some innate higher-level hand-coded 
skills such as the ability to kick the ball toward the goal, or to pass to the closest teammate. 
The players from the second experiment – players with some innate hand-coded skills – 
performed a little more adequately than the other experiments described. Ciesielski et al. 
concluded that the robot soccer problem is a very difficult problem for evolutionary 
algorithms and that a significant amount of work is still needed for the development of 
higher-level functions and appropriate fitness measures. 
Using keepaway soccer as a machine learning testbed, Whiteson and Stone (Whiteson and 
Stone 2003) used neuro-evolution to train keepers in the Teambots domain (Balch 2005). In 
that work the players were able to learn several conceptually different tasks from basic skills 
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Fig. 3. Player Architecture Detail 

  
3.1.1 Soccer Server Information 
The application by the inferencing mechanism of the fuzzy rulebase to external stimuli 
provided by the soccer server results in one or more fuzzy rules being executed and some 
resultant action being taken by the client. The external stimuli used as input to the fuzzy 
inference system are a subset of the visual information supplied by the soccer server: only 
sufficient information to situate the player and locate the ball is used. The environments 
studied in this work differ slightly with regard to the information supplied to the player: 

 In the RoboCupSoccer environment the soccer server delivers regular sense, visual and 
aural messages to the players. The player implemented in this work uses only the 
object name, distance and direction information from the visual messages in order to 
determine its own position on the field and that of the ball. The player ignores any 
aural messages, and uses the information in the sense messages only to synchronise 
communication with the RoboCupSoccer server. Since the information supplied by the 
RoboCupSoccer server is not guaranteed to be complete or certain, the player uses its 
relative distance and direction from all fixed objects in its field of vision to estimate its 
position on the field. The player is then able to use the estimate of its position to 
estimate the direction and distance to the known, fixed location of its goal. The player 
is only aware of the location of the ball if it is in its field of vision, and only to the 
extent that the RoboCupSoccer server reports the relative direction and distance to the 
ball. 

 In the SimpleSoccer environment the soccer server delivers only regular visual 
messages to the players: there are no aural or sense equivalents. Information supplied 
by the SimpleSoccer server is complete, in so far as the objects actually with the 
player’s field of vision are concerned, and certain. Players in the SimpleSoccer 
environment are aware at all times of their exact location on the field, but are only 
aware of the location of the ball and the goal if they are in the player’s field of vision. 
The SimpleSoccer server provides the object name, distance and direction information for 
objects in a player’s field of vision. The only state information kept by a player in the 
SimpleSoccer environment is the co-ordinates of its location and the direction in which 
it is facing. 
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intermediate solutions for genetic programming in the keepaway soccer environment is 
studied.  

  
3. The Player 
  

3.1 Player Architecture 
The traditional decomposition for an intelligent control system is to break processing into a 
chain of information processing modules proceeding from sensing to action (Fig. 1).  
 

 

 

 
 
 
 
 
 

Fig. 1. Traditional Control Architecture 
 
The control architecture implemented for this work is similar to the subsumption 
architecture described in (Brooks 1985). This architecture implements a layering process 
where simple task achieving behaviours are added as required. Each layer is behaviour 
producing in its own right, although it may rely on the presence and operation of other 
layers. For example, in Fig. 2 the Movement layer does not explicitly need to avoid obstacles: 
the Avoid Objects layer will take care of that. This approach creates players with reactive 
architectures and with no central locus of control (Brooks 1991).  
 
 
 
 
 
 
Fig. 2. Soccer Player Layered Architecture 
 
For the work presented here, the behaviour producing layers are implemented as fuzzy if-
then rules and governed by a fuzzy inference system comprised of the fuzzy rulebase, 
definitions of the membership functions of the fuzzy sets operated on by the rules in the 
rulebase, and a reasoning mechanism to perform the inference procedure. The fuzzy 
inference system is embedded in the player architecture, where it receives input from the 
soccer server and generates output necessary for the player to act Fig. 3. 
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Fig. 4. Distance, Power and Direction Fuzzy Sets 
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3.1.2 Fuzzification 
Input variables for the fuzzy rules are fuzzy interpretations of the visual stimuli supplied to 
the player by the soccer server: the information supplied by the soccer server is fuzzified to 
represent the degree of membership of one of three fuzzy sets: direction, distance and power; 
and then given as input to the fuzzy inference system. Output variables are the fuzzy 
actions to be taken by the player. The universe of discourse of both input and output 
variables are covered by fuzzy sets (direction, distance and power), the parameters of which 
are predefined and fixed. Each input is fuzzified to have a degree of membership in the 
fuzzy sets appropriate to the input variable. 
Both the RoboCupSoccer and the SimpleSoccer servers provide crisp values for the 
information they deliver to the players. These crisp values must be transformed into 
linguistic terms in order to be used as input to the fuzzy inference system. This is the 
fuzzification step: the process of transforming crisp values into degrees of membership for 
linguistic terms of fuzzy sets. The membership functions shown in Fig. 4 on are used to 
associate crisp values with a degree of membership for linguistic terms. The parameters for 
these fuzzy sets were not learned by the evolutionary process, but were fixed empirically. 
The initial values were set having regard to RoboCupSoccer parameters and variables, and 
fine-tuned after minimal experimentation in the RoboCupSoccer environment. 

  
3.1.3 Implication and Aggregation  
The core section of the fuzzy inference system is the part which combines the facts obtained 
from the fuzzification with the rule base and conducts the fuzzy reasoning process: this is 
where the fuzzy inferencing is performed. The FIS model used in this work is a Mamdani 
FIS (Mamdani and Assilian 1975). The method implemented to apply the result of the 
antecedent evaluation to the membership function of the consequent is the correlation 
minimum, or clipping method, where the consequent membership function is truncated at 
the level of the antecedent truth. The aggregation method used is the min/max aggregation 
method as described in (Mamdani and Assilian 1975). These methods were chosen because 
they are computationally less complex than other methods and generate an aggregated 
output surface that is relatively easy to defuzzify.  

  
3.1.4 Defuzzification 
The defuzzification method used is the mean of maximum method, also employed by 
Mamdani’s fuzzy logic controllers. This technique takes the output distribution and finds its 
mean of maxima in order to compute a single crisp number. This is calculated as follows:  
 
 
 
 
 
where z is the mean of maximum, zi is the point at which the membership function is 
maximum, and n is the number of times the output distribution reaches the maximum level. 
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format of the genes on the chromosome, thus reducing the complexity of the rule encoding 
from the traditional genetic algorithm. With this method the individual player behaviours 
are defined by sets of fuzzy if-then rules evolved by a messy-coded genetic algorithm. 
Learning is achieved through testing and evaluation of the fuzzy rulebase generated by the 
genetic algorithm. The fitness function used to determine the fitness of an individual 
rulebase takes into account the performance of the player based upon the number of goals 
scored, or attempts made to move toward goal-scoring, during a game.  
The genetic algorithm implemented in this work is a messy-coded genetic algorithm 
implemented using the Pittsburgh approach: each individual in the population is a complete 
ruleset. 

  
4. Representation of the Chromosome 
  

For these experiments, a chromosome is represented as a variable length vector of genes, 
and rule clauses are coded on the chromosome as genes. The encoding scheme implemented 
exploits the capability of messy-coded genetic algorithms to encode information of variable 
structure and length. It should be noted that while the encoding scheme implemented is a 
messy encoding, the algorithm implemented is the classic genetic algorithm: there are no 
primordial or juxtapositional phases implemented. 
The basic element of the coding of the fuzzy rules is a tuple representing, in the case of a 
rule premise, a fuzzy clause and connector; and in the case of a rule consequent just the 
fuzzy consequent. The rule consequent gene is specially coded to distinguish it from 
premise genes, allowing multiple rules, or a ruleset, to be encoded onto a single 
chromosome.  
For single-player trials, the only objects of interest to the player are the ball and the player’s 
goal, and what is of interest is where those objects are in relation to the player. A premise is 
of the form: 
 

(Object, Qualifier, {Distance | Direction}, Connector) 
 
and is constructed from the following range of values: 
 
Object:  { BALL, GOAL } 
Qualifier:  { IS, IS NOT } 
Distance:  { AT, VERYNEAR, NEAR, SLIGHTLYNEAR, MEDIUMDISTANT, 
   SLIGHTLYFAR, FAR, VERYFAR } 
Direction:  { LEFT180, VERYLEFT, LEFT, SLIGHTLYLEFT, STRAIGHT, 
   SLIGHTLYRIGHT, RIGHT, VERYRIGHT, RIGHT180 } 
Connector:  { AND, OR } 
 
Each rule consequent specifies and qualifies the action to be taken by the player as a 
consequent of that rule firing thus contributing to the set of (action, value) pairs output by the 
fuzzy inference system. A consequent is of the form: 
 

(Action, {Direction | Null}, {Power | Null}) 
 

 

An example outcome of this computation is shown in Fig. 5. This method of defuzzification 
was chosen because it is computationally less complex than other methods yet produces 
satisfactory results. 

 

 

 

 

 
Fig. 5. Mean of Maximum defuzzification method 
(Adapted from (Jang, Sun et al. 1997)) 

  
3.1.5 Player Actions 
A player will perform an action based on its skillset and in response to external stimuli; the 
specific response being determined in part by the fuzzy inference system. The action 
commands provided to the players by the RoboCupSoccer and SimpleSoccer simulation 
environments are described in (Noda 1995) and (Riley 2007) respectively. For the 
experiments conducted for this chapter the SimpleSoccer simulator was, where appropriate, 
configured for RoboCupSoccer emulation mode. 

  
3.1.6 Action Selection 
The output of the fuzzy inference system is a number of (action, value) pairs, corresponding 
to the number of fuzzy rules with unique consequents. The (action, value) pairs define the 
action to be taken by the player, and the degree to which the action is to be taken. For 
example: 

(KickTowardGoal, power) 
(RunTowardBall, power) 
(Turn, direction) 

where power and direction are crisp values representing the defuzzified fuzzy set 
membership of the action to be taken. 
Only one action is performed by the player in response to stimuli provided by the soccer 
server. Since several rules with different actions may fire, the action with the greatest level 
of support, as indicated by the value for truth of the antecedent, is selected. 

 
3.2 Player Learning 
This work investigates the use of an evolutionary technique in the form of a messy-coded 
genetic algorithm to efficiently construct the rulebase for a fuzzy inference system to solve a 
particular optimisation problem: goal-scoring behaviour for a robot soccer player. The 
flexibility provided by the messy-coded genetic algorithm is exploited in the definition and 



Evolving Fuzzy Rules for Goal-Scoring Behaviour in Robot Soccer 149

 

format of the genes on the chromosome, thus reducing the complexity of the rule encoding 
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are defined by sets of fuzzy if-then rules evolved by a messy-coded genetic algorithm. 
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premise genes, allowing multiple rules, or a ruleset, to be encoded onto a single 
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For single-player trials, the only objects of interest to the player are the ball and the player’s 
goal, and what is of interest is where those objects are in relation to the player. A premise is 
of the form: 
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and is constructed from the following range of values: 
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Direction:  { LEFT180, VERYLEFT, LEFT, SLIGHTLYLEFT, STRAIGHT, 
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Each rule consequent specifies and qualifies the action to be taken by the player as a 
consequent of that rule firing thus contributing to the set of (action, value) pairs output by the 
fuzzy inference system. A consequent is of the form: 
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An example outcome of this computation is shown in Fig. 5. This method of defuzzification 
was chosen because it is computationally less complex than other methods yet produces 
satisfactory results. 
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to the number of fuzzy rules with unique consequents. The (action, value) pairs define the 
action to be taken by the player, and the degree to which the action is to be taken. For 
example: 

(KickTowardGoal, power) 
(RunTowardBall, power) 
(Turn, direction) 

where power and direction are crisp values representing the defuzzified fuzzy set 
membership of the action to be taken. 
Only one action is performed by the player in response to stimuli provided by the soccer 
server. Since several rules with different actions may fire, the action with the greatest level 
of support, as indicated by the value for truth of the antecedent, is selected. 

 
3.2 Player Learning 
This work investigates the use of an evolutionary technique in the form of a messy-coded 
genetic algorithm to efficiently construct the rulebase for a fuzzy inference system to solve a 
particular optimisation problem: goal-scoring behaviour for a robot soccer player. The 
flexibility provided by the messy-coded genetic algorithm is exploited in the definition and 
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BNO B,nF,A) (G,N,A) (RB,n,L) (B,A,A) (G,vN,O) (KG,n,M) (B,L,A) (T,L,n) 
 

Premise Consequent 
 
Rule 1: if Ball is Near or Ball is not Far and Goal is Near then RunTowardBall Low 
Rule 2: if Ball is At and Goal is VeryNear then KickTowardGoal MediumPower 
Rule 3: if Ball is Left then Turn Left 
Fig. 7. Chromosome and corresponding rules 
 
In contrast to classic genetic algorithms which use a fixed size chromosome and require 
“don’t care” values in order to generalise, no explicit don’t care values are, or need be, 
implemented for any attributes in this method. Since messy-coded genetic algorithms 
encode information of variable structure and length, not all attributes, particularly premise 
variables, need be present in any rule or indeed in the entire ruleset. A feature of the messy-
coded genetic algorithm is that the format implies don’t care values for all attributes since 
any premise may be omitted from any or all rules, so generalisation is an implicit feature of 
this method. 
For the messy-coded genetic algorithm implemented in this work the selection operator is 
implemented in the same manner as for classic genetic algorithms. Roulette wheel selection 
was used in the RoboCupSoccer trials and the initial SimpleSoccer trials. Tests were 
conducted to compare several selection methods, and elitist selection was used in the 
remainder of the SimpleSoccer trials. Crossover is implemented by the cut and splice 
operators, and mutation is implemented as a single-allele mutation scheme.  

  
5. Experimental Evaluation 
  

A series of experiments was performed in both the RoboCupSoccer and the SimpleSoccer 
simulation environments in order to test the viability of the fuzzy logic-based controller for 
the control of the player and the genetic algorithm to evolve the fuzzy ruleset. The following 
sections describe the trials performed, the parameter settings for each of the trials and other 
fundamental properties necessary for conducting the experiments. 
An initial set of 20 trials was performed in the RoboCupSoccer environment in order to 
examine whether a genetic algorithm can be used to evolve a set of fuzzy rules to govern the 
behaviour of a simulated robot soccer player which produces consistent goal-scoring 
behaviour. This addresses part of the research question examined by this chapter. 
Because the RoboCupSoccer environment is a very complex real-time simulation 
environment, it was found to be prohibitively expensive with regard to the time taken for 
the fitness evaluations for the evolutionary search. To overcome this problem the 
SimpleSoccer environment was developed so as to reduce the time taken for the trials. 
Following the RoboCupSoccer trials, a set of similar trials was performed in the 
SimpleSoccer environment to verify that the method performs similarly in the new 
environment.  
Trials were conducted in the SimpleSoccer environment where the parameters controlling 
the operation of the genetic algorithm were varied in order to determine the parameters that 
should be used for the messy-coded genetic algorithm in order to produce acceptable 
results. 

 

and is constructed from the following range of values (depending upon the skillset with 
which the player is endowed): 
 
Action:  { TURN, DASH, KICK, RUNTOWARDGOAL, RUNTOWARDBALL, 
   GOTOBALL, KICKTOWARDGOAL, DRIBBLETOWARDGOAL, 
   DRIBBLE, DONOTHING } 
Direction:  { LEFT180, VERYLEFT, LEFT, SLIGHTLYLEFT, STRAIGHT, 
   SLIGHTLYRIGHT, RIGHT, VERYRIGHT, RIGHT180 } 
Power:  { VERYLOW, LOW, SLIGHTLYLOW, MEDIUMPOWER, 
  SLIGHTLYHIGH, HIGH, VERYHIGH } 
  
Fuzzy rules developed by the genetic algorithm are of the form: 
 

if Ball is Near and Goal is Near then KickTowardGoal Low 
if Ball is Far or Ball is SlightlyLeft then RunTowardBall High 

 
In the example chromosome fragment shown in Fig. 6 the shaded clause has been specially 
coded to signify that it is a consequent gene, and the fragment decodes to the following rule: 
 

if Ball is Left and Ball is At or Goal is not Far then Dribble Low 
 
In this case the clause connector OR in the clause immediately prior to the consequent clause 
is not required, so ignored.  
 

Fig. 6. Messy-coded Genetic Algorithm Example Chromosome Fragment 
 
Chromosomes are not fixed length: the length of each chromosome in the population varies 
with the length of individual rules and the number of rules on the chromosome. The 
number of clauses in a rule and the number of rules in a ruleset is only limited by the 
maximum size of a chromosome. The minimum size of a rule is two clauses (one premise 
and one consequent), and the minimum number of rules in a ruleset is one. Since the cut, 
splice and mutation operators implemented guarantee no out-of-bounds data in the 
resultant chromosomes, a rule is only considered invalid if it contains no premises. A 
complete ruleset is considered invalid only if it contains no valid rules. Some advantages of 
using a messy encoding in this case are: 
 

 a ruleset is not limited to a fixed size 
 a ruleset can be overspecified (i.e. clauses may be duplicated) 
 a ruleset can be underspecified (i.e. not all genes are required to be represented) 
 clauses may be arranged in any way 

 
An example complete chromosome and corresponding rules are shown in Fig. 7 (with 
appropriate abbreviations). 
 

 (Ball, is Left, And) (Ball, is At, Or) (Goal, is not Far, Or) (Dribble, Null, Low) 
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Premise Consequent 
 
Rule 1: if Ball is Near or Ball is not Far and Goal is Near then RunTowardBall Low 
Rule 2: if Ball is At and Goal is VeryNear then KickTowardGoal MediumPower 
Rule 3: if Ball is Left then Turn Left 
Fig. 7. Chromosome and corresponding rules 
 
In contrast to classic genetic algorithms which use a fixed size chromosome and require 
“don’t care” values in order to generalise, no explicit don’t care values are, or need be, 
implemented for any attributes in this method. Since messy-coded genetic algorithms 
encode information of variable structure and length, not all attributes, particularly premise 
variables, need be present in any rule or indeed in the entire ruleset. A feature of the messy-
coded genetic algorithm is that the format implies don’t care values for all attributes since 
any premise may be omitted from any or all rules, so generalisation is an implicit feature of 
this method. 
For the messy-coded genetic algorithm implemented in this work the selection operator is 
implemented in the same manner as for classic genetic algorithms. Roulette wheel selection 
was used in the RoboCupSoccer trials and the initial SimpleSoccer trials. Tests were 
conducted to compare several selection methods, and elitist selection was used in the 
remainder of the SimpleSoccer trials. Crossover is implemented by the cut and splice 
operators, and mutation is implemented as a single-allele mutation scheme.  

  
5. Experimental Evaluation 
  

A series of experiments was performed in both the RoboCupSoccer and the SimpleSoccer 
simulation environments in order to test the viability of the fuzzy logic-based controller for 
the control of the player and the genetic algorithm to evolve the fuzzy ruleset. The following 
sections describe the trials performed, the parameter settings for each of the trials and other 
fundamental properties necessary for conducting the experiments. 
An initial set of 20 trials was performed in the RoboCupSoccer environment in order to 
examine whether a genetic algorithm can be used to evolve a set of fuzzy rules to govern the 
behaviour of a simulated robot soccer player which produces consistent goal-scoring 
behaviour. This addresses part of the research question examined by this chapter. 
Because the RoboCupSoccer environment is a very complex real-time simulation 
environment, it was found to be prohibitively expensive with regard to the time taken for 
the fitness evaluations for the evolutionary search. To overcome this problem the 
SimpleSoccer environment was developed so as to reduce the time taken for the trials. 
Following the RoboCupSoccer trials, a set of similar trials was performed in the 
SimpleSoccer environment to verify that the method performs similarly in the new 
environment.  
Trials were conducted in the SimpleSoccer environment where the parameters controlling 
the operation of the genetic algorithm were varied in order to determine the parameters that 
should be used for the messy-coded genetic algorithm in order to produce acceptable 
results. 

 

and is constructed from the following range of values (depending upon the skillset with 
which the player is endowed): 
 
Action:  { TURN, DASH, KICK, RUNTOWARDGOAL, RUNTOWARDBALL, 
   GOTOBALL, KICKTOWARDGOAL, DRIBBLETOWARDGOAL, 
   DRIBBLE, DONOTHING } 
Direction:  { LEFT180, VERYLEFT, LEFT, SLIGHTLYLEFT, STRAIGHT, 
   SLIGHTLYRIGHT, RIGHT, VERYRIGHT, RIGHT180 } 
Power:  { VERYLOW, LOW, SLIGHTLYLOW, MEDIUMPOWER, 
  SLIGHTLYHIGH, HIGH, VERYHIGH } 
  
Fuzzy rules developed by the genetic algorithm are of the form: 
 

if Ball is Near and Goal is Near then KickTowardGoal Low 
if Ball is Far or Ball is SlightlyLeft then RunTowardBall High 

 
In the example chromosome fragment shown in Fig. 6 the shaded clause has been specially 
coded to signify that it is a consequent gene, and the fragment decodes to the following rule: 
 

if Ball is Left and Ball is At or Goal is not Far then Dribble Low 
 
In this case the clause connector OR in the clause immediately prior to the consequent clause 
is not required, so ignored.  
 

Fig. 6. Messy-coded Genetic Algorithm Example Chromosome Fragment 
 
Chromosomes are not fixed length: the length of each chromosome in the population varies 
with the length of individual rules and the number of rules on the chromosome. The 
number of clauses in a rule and the number of rules in a ruleset is only limited by the 
maximum size of a chromosome. The minimum size of a rule is two clauses (one premise 
and one consequent), and the minimum number of rules in a ruleset is one. Since the cut, 
splice and mutation operators implemented guarantee no out-of-bounds data in the 
resultant chromosomes, a rule is only considered invalid if it contains no premises. A 
complete ruleset is considered invalid only if it contains no valid rules. Some advantages of 
using a messy encoding in this case are: 
 

 a ruleset is not limited to a fixed size 
 a ruleset can be overspecified (i.e. clauses may be duplicated) 
 a ruleset can be underspecified (i.e. not all genes are required to be represented) 
 clauses may be arranged in any way 

 
An example complete chromosome and corresponding rules are shown in Fig. 7 (with 
appropriate abbreviations). 
 

 (Ball, is Left, And) (Ball, is At, Or) (Goal, is not Far, Or) (Dribble, Null, Low) 
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This combination was chosen to reward players primarily for goals scored, while players 
that do not score goals are rewarded for the number of times the ball is kicked on the 
assumption that a player which actually kicks the ball is more likely to produce offspring 
capable of scoring goals. The actual fitness function implemented in the RoboCupSoccer 
trials was: 
 
 
 
 
 
 

 
where 

 goals =  the number of goals scored by the player during the trial 
 kicks =  the number of times the player kicked the ball during the trial 
 ticks =  the number of RoboCupSoccer server time steps of the trial 
Equation 2 RoboCupSoccer Composite Fitness Function 

 
5.2.2 SimpleSoccer Fitness Function 
A similar composite fitness function was used in the trials in the SimpleSoccer environment, 
where individuals were rewarded for, in order of importance: 

 the number of goals scored in a game 
 minimising the distance of the ball from the goal 

This combination was chosen to reward players primarily for goals scored, while players 
that do not score goals are rewarded on the basis of how close they are able to move the ball 
to the goal on the assumption that a player which kicks the ball close to the goal is more 
likely to produce offspring capable of scoring goals. This decomposes the original problem 
of evolving goal-scoring behaviour into the two less difficult problems:  

 evolve ball-kicking behaviour that minimises the distance between the ball and goal 
 evolve goal-scoring behaviour from the now increased base level of skill and 

knowledge 
The actual fitness function implemented in the SimpleSoccer trials was: 
 
 
 
 
 
 
 

 where 
  goals =  the number of goals scored by the player during the trial 
  kicks =  the number of times the player kicked the ball during the trial 
  dist =  the minimum distance of the ball to the goal during the trial 
  fieldLen =  the length of the field 
Equation 3 SimpleSoccer Composite Fitness Function 
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5.1 Trials 
For the results reported, a single trial consisted of a simulated game of soccer played with 
the only player on the field being the player under evaluation. The player was placed at a 
randomly selected position on its half of the field and oriented so that it was facing the end 
of the field to which it was kicking. For the RoboCupSoccer trials the ball was placed at the 
centre of the field, and for the SimpleSoccer trials the ball was placed at a randomly selected 
position along the centre line of the field.  

 
5.2 Fitness Evaluation 
The objective of the fitness function for the genetic algorithm is to reward the fitter 
individuals with a higher probability of producing offspring, with the expectation that 
combining the fittest individuals of one generation will produce even fitter individuals in 
later generations. All fitness functions implemented in this work indicate better fitness as a 
lower number, so representing the optimisation of fitness as a minimisation problem.  

 
5.2.1 RoboCupSoccer Fitness Function 
Since the objective of this work was to produce goal-scoring behaviour, the first fitness 
function implemented rewarded individuals for goal-scoring behaviour only, and was 
implemented as: 
 
 
 
 
 
 

where goals is the number of goals scored by the player during the trial. 
Equation 1 RoboCupSoccer Simple Goals-only Fitness Function 
 
In early trials in the RoboCupSoccer environment the initial population of randomly 
generated individuals demonstrated no goal-scoring behaviour, so the fitness of each 
individual was the same across the entire population. This lack of variation in the fitness of 
the population resulted in the selection of individuals for reproduction being reduced to 
random choice. To overcome this problem a composite fitness function was implemented 
which effectively decomposes the difficult problem of evolving goal-scoring behaviour 
essentially from scratch - actually from the base level of skill and knowledge implicit in the 
primitives supplied by the environment – into two less difficult problems:  

 evolve ball-kicking behaviour, and  
 evolve goal-scoring behaviour from the now increased base level of skill and 

knowledge 
 
In the RoboCupSoccer trials, individuals were rewarded for, in order of importance: 

 the number of goals scored in a game 
 the number of times the ball was kicked during a game 
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This combination was chosen to reward players primarily for goals scored, while players 
that do not score goals are rewarded for the number of times the ball is kicked on the 
assumption that a player which actually kicks the ball is more likely to produce offspring 
capable of scoring goals. The actual fitness function implemented in the RoboCupSoccer 
trials was: 
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 kicks =  the number of times the player kicked the ball during the trial 
 ticks =  the number of RoboCupSoccer server time steps of the trial 
Equation 2 RoboCupSoccer Composite Fitness Function 
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5.1 Trials 
For the results reported, a single trial consisted of a simulated game of soccer played with 
the only player on the field being the player under evaluation. The player was placed at a 
randomly selected position on its half of the field and oriented so that it was facing the end 
of the field to which it was kicking. For the RoboCupSoccer trials the ball was placed at the 
centre of the field, and for the SimpleSoccer trials the ball was placed at a randomly selected 
position along the centre line of the field.  

 
5.2 Fitness Evaluation 
The objective of the fitness function for the genetic algorithm is to reward the fitter 
individuals with a higher probability of producing offspring, with the expectation that 
combining the fittest individuals of one generation will produce even fitter individuals in 
later generations. All fitness functions implemented in this work indicate better fitness as a 
lower number, so representing the optimisation of fitness as a minimisation problem.  

 
5.2.1 RoboCupSoccer Fitness Function 
Since the objective of this work was to produce goal-scoring behaviour, the first fitness 
function implemented rewarded individuals for goal-scoring behaviour only, and was 
implemented as: 
 
 
 
 
 
 

where goals is the number of goals scored by the player during the trial. 
Equation 1 RoboCupSoccer Simple Goals-only Fitness Function 
 
In early trials in the RoboCupSoccer environment the initial population of randomly 
generated individuals demonstrated no goal-scoring behaviour, so the fitness of each 
individual was the same across the entire population. This lack of variation in the fitness of 
the population resulted in the selection of individuals for reproduction being reduced to 
random choice. To overcome this problem a composite fitness function was implemented 
which effectively decomposes the difficult problem of evolving goal-scoring behaviour 
essentially from scratch - actually from the base level of skill and knowledge implicit in the 
primitives supplied by the environment – into two less difficult problems:  

 evolve ball-kicking behaviour, and  
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knowledge 
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Parameter Value 
Maximum Chromosome Length 64 genes 
Population Size 200 
Maximum Generations 25 
Selection Method Roulette Wheel 
Crossover Method Single Point 
Crossover Probability 0.8 
Mutation Rate 10% 
Mutation Probability 0.35 

Table 2. Genetic Algorithm Control Parameters 
 
In initial trials in the RoboCup environment players were evaluated over five separate 
games and then assigned the average fitness value of those games. Since each game in the 
Robocup environment is played in real time, this was a very time consuming method. The 
results of experiments where the player’s fitness was calculated as the average of five games 
were compared with results where the player’s fitness was assigned after a single game and 
were found to be almost indistinguishable. Due to the considerable time savings gained by 
assigning fitness after a single game, this is the method used throughout this work. Since 
players evolved using the average fitness method are exposed to different starting 
conditions they may be more robust than those evolved using single-game fitness, but the 
effect is extremely small considering the number of different starting positions players could 
be evaluated against and the fact that the starting positions of the player and ball really only 
affect the first kick of the ball. 

 
5.3 Control Parameters 
The genetic algorithm parameters common to all 20 initial trials in both the RoboCupSoccer 
and SimpleSoccer environments are shown in Table 2.  
A game was terminated when: 

 the target fitness of 0.05 was reached 
 the ball was kicked out of play (RoboCupSoccer only) 
 the elapsed time expired:  

o 120 seconds real time for RoboCupSoccer 
o 1000 ticks of simulator time for SimpleSoccer 

 A period of no player movement or action expired 
o 10 seconds real time for RoboCupSoccer 
o 100 ticks of simulator time for SimpleSoccer 

 
The target fitness of 0.05 reflects a score of 10 goals in the allotted playing time. This figure 
was chosen to allow the player a realistic amount of time to develop useful strategies yet 
terminate the search upon finding an acceptably good individual. 
Two methods of terminating the evolutionary search were implemented. The first stops the 
search when a specified maximum number of generations have occurred; the second stops 
the search when the best fitness in the current population becomes less than the specified 
target fitness. Both methods were active, with the first to be encountered terminating the 
search. Early stopping did not occur in any of the experiments reported in this chapter. 

 

The difference between the composite fitness function implemented in the RoboCupSoccer 
environment and the composite fitness function implemented in the SimpleSoccer 
environment is just an evolution of thinking – rewarding a player for kicking the ball often 
when no goal is kicked could reward a player that kicks the ball very often in the wrong 
direction more than a player that kicks the ball fewer times but in the right direction. The 
SimpleSoccer implementation of the composite fitness function rewards players more for 
kicking the ball closer to the goal irrespective of the number of times the ball was kicked. 
This is considered a better approach to encourage behaviour that leads to scoring goals. 

 
5.2.3 Fitness Values 
To facilitate the interpretation of fitness graphs and fitness values presented throughout this 
chapter, following is an explanation of the fitness values generated by the fitness functions 
used in this work. All fitness functions implemented in this work generate a real number R , 
where 0.10.0  R , 0.1R  indicates no ball movement and 0.0R  indicates very good 
performance – smaller fitness values indicate better performance.  
For ball movement in the RoboCupSoccer environment where a composite fitness function 
is implemented, fitness values are calculated in the range yRx  , where 5.0x  and 

0.1y . For ball movement in the SimpleSoccer environment where a composite fitness 
function is implemented, fitness values are calculated in the range yRx  , where 5.0x  
and 77.0y . Where a simple goals-only fitness function is implemented, ball movement 
alone is not rewarded: if no goals are scored the fitness function assigns 0.1R . In both 
environments all fitness functions assign discrete values for goal-scoring, depending upon 
the number of goals scored. Table 1 summarises the fitness values returned by the various 
fitness functions. 
 
 Simple 

Goals-only 
Fitness Function 

RoboCupSoccer 
Composite 

Fitness Function 

SimpleSoccer 
Composite 

Fitness Function 
No 

Goals 
Scored 

No Ball 
Movement 

1.0000 1.0000 1.0000 

Ball 
Movement 

n/a [0.5, 1.0] [~0.5, ~0.77] 

Goals 
Scored 

1 0.5000 0.5000 0.5000 
2 0.2500 0.2500 0.2500 
3 0.1667 0.1667 0.1667 
4 0.1250 0.1250 0.1250 
5 0.1000 0.1000 0.1000 
6 0.0833 0.0833 0.0833 
7 0.0714 0.0714 0.0714 
8 0.0625 0.0625 0.0625 
9 0.0556 0.0556 0.0556 

10 0.0500 0.0500 0.0500 
… … … … 
n 0.5/n 0.5/n 0.5/n 

Table 1. Fitness Assignment Summary 
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Parameter Value 
Maximum Chromosome Length 64 genes 
Population Size 200 
Maximum Generations 25 
Selection Method Roulette Wheel 
Crossover Method Single Point 
Crossover Probability 0.8 
Mutation Rate 10% 
Mutation Probability 0.35 

Table 2. Genetic Algorithm Control Parameters 
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fitness functions. 
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RoboCupSoccer trials, and plateau towards a fitness of around 0.75 which, in the 
SimpleSoccer environment indicates ball-kicking behaviour rather than goal-scoring 
behaviour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. RoboCupSoccer: Best Fitness - Initial 20 Trials 

 

 

 

 

 

 

 
 
 
 
 
 
Fig. 10. RoboCupSoccer: Frequency of Individuals Scoring Goals 
 
Fig. 12 shows the best individual fitness from the population after each generation for each 
of 20 trials for the SimpleSoccer environment and, as for the RoboCupSoccer trials, this 
graph shows that good individuals are found after very few generations. It is evident from a 
comparison of Fig. 9 and Fig. 12 that while good individuals are found quickly in both 
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6. Results 

The following sections describe the results for the experiments performed for both the 
RoboCupSoccer and the SimpleSoccer environments. Discussion and analysis of the results 
is also presented. 

 
6.1 RoboCupSoccer Initial Trial Results 
Fig. 8 shows the average fitness of the population after each generation for each of the 20 
trials for the RoboCupSoccer environment, showing that the performance of the population 
does improve steadily and, in some of the trials, plateaus towards a fitness of 0.5, or goal-
scoring behaviour. Fig. 9 shows the best individual fitness from the population after each 
generation for each of 20 trials for the RoboCupSoccer environment, showing that good 
individuals are found after very few generations, in contrast to the gradual improvement in 
average fitness shown in Fig. 8. 
Fig. 10 is another visualisation of the progressive learning of the population from generation 
to generation, showing that not only do more players learn to kick goals over time, they 
learn to kick more goals more quickly. The histogram shows, for the initial 20 
RoboCupSoccer trials, the average percentage of the population which scored 0, 1, 2, 3, 4 or 
more than 4 goals for each generation. The maximum number of goals scored by any 
individual was 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. RoboCupSoccer: Average Fitness - Initial 20 Trials 

 
6.2 SimpleSoccer Initial Trial Results 
Fig. 11 shows the average fitness of the population after each generation for each of the 20 
trials for the SimpleSoccer environment, and as for the RoboCupSoccer trials, this graph 
shows that the performance of the population does improve steadily and plateaus, but 
unlike the RoboCupSoccer trials the average performance of the population does not 
approach a fitness of 0.5, or goal-scoring behaviour. Fig. 11 also shows that the average 
fitness curves for the SimpleSoccer trials are more tightly clustered than those of the 
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6. Results 

The following sections describe the results for the experiments performed for both the 
RoboCupSoccer and the SimpleSoccer environments. Discussion and analysis of the results 
is also presented. 

 
6.1 RoboCupSoccer Initial Trial Results 
Fig. 8 shows the average fitness of the population after each generation for each of the 20 
trials for the RoboCupSoccer environment, showing that the performance of the population 
does improve steadily and, in some of the trials, plateaus towards a fitness of 0.5, or goal-
scoring behaviour. Fig. 9 shows the best individual fitness from the population after each 
generation for each of 20 trials for the RoboCupSoccer environment, showing that good 
individuals are found after very few generations, in contrast to the gradual improvement in 
average fitness shown in Fig. 8. 
Fig. 10 is another visualisation of the progressive learning of the population from generation 
to generation, showing that not only do more players learn to kick goals over time, they 
learn to kick more goals more quickly. The histogram shows, for the initial 20 
RoboCupSoccer trials, the average percentage of the population which scored 0, 1, 2, 3, 4 or 
more than 4 goals for each generation. The maximum number of goals scored by any 
individual was 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. RoboCupSoccer: Average Fitness - Initial 20 Trials 
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reported in the remainder of this chapter are for experiments conducted exclusively in the 
SimpleSoccer environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. SimpleSoccer: Best Fitness - Initial 20 Trials 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. SimpleSoccer: Frequency of Individuals Scoring Goals 
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environments, the algorithm seems to be more stable in the RoboCupSoccer environment. 
The data shows that once a good individual is found in the RoboCupSoccer environment, 
good individuals are then more consistently found in future generations than in the 
SimpleSoccer environment. 
Fig. 13 shows, for the initial 20 SimpleSoccer trials, the average percentage of the population 
which scored 0, 1, 2, 3, 4 or more than 4 goals for each generation. The maximum number of 
goals scored by an individual was 10. The contrast with the equivalent graph for the 
RoboCupSoccer environment (Fig. 10) is striking since, although some individuals in the 
SimpleSoccer environment scored more goals than any individual in the RoboCupSoccer 
environment, the average goal-scoring behaviour of the population was less developed in 
the SimpleSoccer environment. This inconsistency is likely to be an indication that the 
combination of parameters used for the SimpleSoccer environment causes the genetic 
algorithm to converge more quickly than in the RoboCupSoccer environment, and a 
possible explanation for the lower average performance of the population when compared 
to that of the RoboCupSoccer environment as seen in Fig. 11. Since these SimpleSoccer 
experiments were performed primarily as a comparison with the RoboCupSoccer 
experiments the genetic algorithm parameters were kept the same, but the soccer simulator 
implementations differ considerably and no tuning of simulator parameters to ensure 
similar performance was performed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. SimpleSoccer: Average Fitness – Initial 20 Trials 
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While the difference in the results of the experiments in the RoboCupSoccer and 
SimpleSoccer environments indicate that SimpleSoccer is not an exact model of 
RoboCupSoccer (as indeed it was not intended to be), there is a broad similarity in the 
results which is sufficient to indicate that the SimpleSoccer environment is a good simplified 
model of the RoboCupSoccer environment. Because SimpleSoccer is considered a reasonable 
model for RoboCupSoccer, and to take advantage of the significantly reduced training times 
provided by the SimpleSoccer environment when compared to RoboCupSoccer, all results 
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reported in the remainder of this chapter are for experiments conducted exclusively in the 
SimpleSoccer environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. SimpleSoccer: Best Fitness - Initial 20 Trials 
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environments, the algorithm seems to be more stable in the RoboCupSoccer environment. 
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good individuals are then more consistently found in future generations than in the 
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which scored 0, 1, 2, 3, 4 or more than 4 goals for each generation. The maximum number of 
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experiments the genetic algorithm parameters were kept the same, but the soccer simulator 
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similar performance was performed. 
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evolutionary process. It is evident from Fig. 14 that while a maximum chromosome length 
of 100 offers a very slight advantage, it is not significant. This is further substantiated by Fig. 
15 which shows the best fitness in the population throughout the evolutionary process. The 
results shown indicate that while the method is not sensitive in any significant way to 
variations in the maximum chromosome length, a maximum chromosome length of 
somewhere between 50 and 100 genes, and most probably between 50 and 75 genes, 
produces less variation in the best fitness over the duration of the process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 15. Best Fitness: Maximum Chromosome Length Variation 
 
Since the actual chromosome length may vary up to the maximum, the average 
chromosome length for each of the variations in maximum length was measured 
throughout the evolutionary process, as was the average number of valid rules per 
chromosome. These data are shown in Fig. 16 and Fig. 17 respectively. The chromosome 
lengths in the initial populations are initialised randomly between the minimum length of 
two genes (the smallest number of genes for a valid ruleset) and the maximum chromosome 
length, so the average chromosome lengths for the initial population shown in Fig. 16 are as 
expected. All trials show the average chromosome length rising in the initial few 
generations, then settling to around two-thirds of the maximum length. Given this, and 
since single-point crossover was used in these trials, with the cut point chosen randomly 
and chromosomes truncated at the maximum length after the cut-and-splice operation, the 
results indicate that chromosome length is unaffected by selection pressure. However, Fig. 
17 shows the average number of rules per chromosome rising for all of the trials. This would 
indicate that there is some selection pressure for more rules per chromosome or shorter 
rules, but since the chromosome length is bounded, so is the number of rules per 
chromosome. Though outside the scope of this chapter, some further trials to investigate 
whether the pressure is for more rules or shorter rules, and the optimum number and/or 
length of rules per chromosome, would be useful work to undertake in the future. 
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6.4 GA Parameter Determination 
Several experiments were conducted in order to determine a set of genetic algorithm 
parameters conducive to producing acceptable results. The following GA parameters were 
varied in these trials: 

 Maximum Chromosome Length 
 Population Size 
 Selection Method 
 Crossover Method 
 Mutation Rate 
 Maximum Generations 

 
The values for the parameters shown in Table 2 on are used as control values, and in each of 
the trials presented in the following sections the value for a single GA parameter is varied. 
In the experiments conducted a series of 10 trials was performed for each different value of 
the parameter being varied, and in each case, with the exception of the experiment varying 
the maximum number of generations, the results presented are the averages of the 10 trials – 
each line on the graphs shown represents the average of the 10 trials. For the experiment 
varying the maximum number of generations, only 10 trials were conducted, and the results 
for each trial is reported individually – each line on the graph represents a single trial. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. Average Fitness: Maximum Chromosome Length Variation 
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evolutionary process. It is evident from Fig. 14 that while a maximum chromosome length 
of 100 offers a very slight advantage, it is not significant. This is further substantiated by Fig. 
15 which shows the best fitness in the population throughout the evolutionary process. The 
results shown indicate that while the method is not sensitive in any significant way to 
variations in the maximum chromosome length, a maximum chromosome length of 
somewhere between 50 and 100 genes, and most probably between 50 and 75 genes, 
produces less variation in the best fitness over the duration of the process. 
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Overall, the difference in performance between the population sizes tested is not significant, 
suggesting that it is the number of solutions evaluated, or the extent of the search, that is a 
significant factor affecting performance. This is consistent with the findings of other work in 
the area (Luke 2001). 
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Fig. 18. Average Fitness: Population Size Variation 
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Fig. 19. Best Fitness: Population Size Variation 
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Fig. 16. Average Chromosome Length: Maximum Chromosome Length Variation 

 
6.4.2 Population Size 
Since the size of the population differs in this experiment, the number of generations was 
also varied according to the population size for each set of 10 trials to ensure the comparison 
between population sizes was for the same number of evaluations. Fig. 18 shows the 
average fitness of the population over 10,000 evaluations, and Fig. 19 shows the best fitness 
values for the same trials. It can be seen from the graphs that varying the population size 
has little effect on the population average fitness with only marginally better results for 
smaller population sizes, and a similarly small effect on individual best fitness, with larger 
populations producing slightly more stable results.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
Fig. 17. Average Valid Rules per Chromosome: Maximum Chromosome Length Variation 
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Overall, the difference in performance between the population sizes tested is not significant, 
suggesting that it is the number of solutions evaluated, or the extent of the search, that is a 
significant factor affecting performance. This is consistent with the findings of other work in 
the area (Luke 2001). 
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Fig. 16. Average Chromosome Length: Maximum Chromosome Length Variation 
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Fig. 21. Best Fitness: Selection Method Variation 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 22. Average Fitness: Crossover Method Variation 
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To determine the effect of the rate of mutation on the evolutionary process, 10 trials for each 
of several mutation rates were performed, and the averages of those trials presented. Fig. 24 
shows the population average fitness for each mutation rate tested, and Fig. 25 the best 
fitness for those mutation rates throughout the evolutionary search. While varying the 
mutation rate has only a marginal effect on the population average fitness and, for the most 
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6.4.3 Selection Methods 
Trials were conducted to compare the performance of three methods of selection: roulette 
wheel selection, tournament selection with tournament size = 2 and tournament selector = 
0.75, and elitist selection with 5% retention. The population average fitness for the 10 trials 
conducted for each method is shown in Fig. 20, and shows clearly that in terms of the 
population average fitness the method of selection is not a significant determinant. Fig. 21 
shows the best fitness curves for these trials and shows that the elitist method produces 
similar results to the tournament method, with the roulette wheel method producing 
slightly less stable results. The good performance of the elitist method is probably due to the 
stochastic nature of the environment. Since the placement of the ball and the player is 
random, a player evaluated twice would likely be assigned different fitness values for each 
evaluation. The elitist method works well in this type of environment, allowing the better 
solutions to be evaluated several times thus allowing the reliability of the estimate of fitness 
to increase over time. 

 
6.4.4 Crossover Methods 
Since the chromosomes involved in crossover may be of different lengths, crossover 
methods that assume equal length chromosomes are not defined. The performance of two 
methods of crossover was compared: one-point and two-point. Fig. 22 shows the population  
average  fitness  over the duration of the  evolutionary  process, and  Fig. 23 shows the best 
fitness values for the same period. It can be seen from this data that there is no meaningful 
difference in performance between the two methods, either with respect to the population 
average fitness or the best fitness achieved. While two-point crossover is more disruptive 
than one-point crossover, it is not clear from this data if a much more disruptive crossover 
method, such as uniform crossover, would significantly affect the performance of the 
method. It is likely that the messy-coding of the genetic algorithm and the rules-based 
nature of the representation causes the method to be somewhat less sensitive to disruptive 
crossover.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 20. Average Fitness: Selection Method Variation 
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Fig. 25. Best Fitness: Mutation Rate Variation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 26. Average Fitness: 100 Generations 
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presented. Fig. 26 shows the average fitness of the population for each of the 10 trials, and it 
can be seen that for more than half the trials the average fitness does not improve 
significantly after the tenth generation. Fig. 27 shows the best individual fitness from the 
population after each generation for each of the trials, and presents a similar scenario to that 
of the average fitness values: the best fitness does not improve significantly in most of the 
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part the individual best fitness, a mutation rate of 15% does seem to improve the population 
average fitness slightly, and the individual best fitness more markedly. This suggests that a 
mutation rate of 15% is the best balance between maintaining sufficient diversity in the 
population to help drive the evolutionary process while minimising the disruption to the 
good building blocks being created throughout the process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 23. Best Fitness: Crossover Method Variation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
Fig. 24. Average Fitness: Mutation Rate Variation 
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chromosome length, and although the graph shows the number of rules approaching the 
upper bound, it has not reached that figure after 100 generations. Though outside the scope 
of this chapter, some more experimentation to observe the effect of reaching the upper 
bound would be useful work to undertake in the future. 
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Fig. 28. Population Composition Mean and Standard Deviation: 100 Generations 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 29. Gene Pools: 100 Generations 
 
The population gene pool sizes throughout the evolutionary process are show in Figure 29. 
The graph shows raw numbers of unique premise genes, unique consequent genes, and the 
total gene pool available to each generation of individuals. It is evident from the graph that 
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trials after the first few generations, though for a small proportion of the trials some 
significantly fitter individuals are evolved. These graphs suggest that although for some 
instances continuing to allow the population to evolve for an extended period can produce 
an improved population average, and that in those instances the best performing 
individuals from the population are consistently better, there is no real advantage in 
extending the evolutionary process. In almost every case an individual from the first 10 to 15 
generations achieved the equal best fitness seen over the 100 generations, so given that the 
objective is to find good goal-scoring behaviour there would seem to be no real advantage in 
extended evolution of the population. This is a similar to the result reported in (Luke 2001), 
where Luke suggests that for some problems genetic programming encounters a critical 
point beyond which further evolution yields no improvement. Luke further suggests that 
performing many shorter experiments  is likely to produce better results than a single very 
long experiment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 27. Best Fitness: 100 Generations 
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the genetic makeup of the population being evolved. For each of the 100 generations, Fig. 28 
shows the average number of genes per chromosome, premises per chromosome, rules per 
chromosome, and valid rules per chromosome, with standard deviations for each. This 
graph shows that average chromosome length does not grow uncontrollably, and in fact 
plateaus at about 2/3 the maximum possible length. The average number of rules per 
chromosome, and hence the average number of consequents per chromosome, grows 
steadily throughout the evolutionary run. This agrees with the data presented earlier for the 
maximum chromosome length variation trials. It is interesting to note that the number of 
rules per chromosome is still increasing after 100 generations. Since the minimum number 
of genes per rule is 2 the number of rules per chromosome is bounded by half the 
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envisaged when first considering the problem. The solution space defined is one populated 
by players with mid-level, hand-coded skills available to them, as well as a “smart” default 
hunt action, which is a much richer solution space than the one usually envisaged when 
considering the problem of evolving goal-scoring behaviour “from scratch”. As evidenced 
by the results of the random search shown here, the density of “reasonably good” solutions 
in the solution space is sufficiently high that random search will occasionally, and with 
some consistency, find one of those “reasonably good” solutions. 
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Fig. 31. Best Fitness: Random Search Comparison 
 
7. Summary and Discussion 
 

The work presented in this chapter has provided an implementation and empirical analysis 
of a fuzzy logic-based robot soccer player and the messy-coded genetic algorithm training 
algorithm. Several trials were performed to test the capacity of the method to produce goal-
scoring behaviour. The results of the trials performed indicate that the player defined by the 
evolved fuzzy rules of the controller is capable of displaying consistent goal-scoring 
behaviour. This outcome indicates that for the problem of developing goal-scoring 
behaviour in a simulated robot soccer environment, when the initial population is endowed 
with a set of mid-level hand-coded skills, taking advantage of the flexible representation 
afforded by the messy-coded genetic algorithm and combining that with a fuzzy logic-based 
controller enables a fast and efficient search technique to be constructed. 
Several experiments were performed to vary the genetic algorithm parameters being 
studied. The results of those tests indicate that within the range of the values tested, most 
parameters have little effect on the performance of the search. The Maximum Chromosome 
Length and Selection Method parameters had a marginal influence over the efficacy of the 
search, and although better performance was sometimes achieved after a long period of 
evolution, the Maximum Generations parameter is not considered to have a large effect on the 
performance of the algorithm after an upper bound of about 15 generations.  
 

 

0

0.25

0.5

0.75

1

Fi
tn

es
s

Messy GA Random Search

the pool of unique premises falls slowly, but steadily, from the first generation, while the 
pool of unique consequent genes stays reasonably constant for close to 40 generations after 
an initial decrease. This is not unexpected, and is an indication that some selection pressure 
is evident, but that the number of rules remains fairly constant. 

 
6.5 Performance Comparison – GA vs Random Search 
In this section, in order to gauge the relative difficulty of the problem, the results obtained 
using the messy-coded GA search are compared to results obtained from random search. 
The messy-coded GA results shown are the average of the 10 trials conducted for the 
“maximum generations” experiments described earlier. The random search technique was 
simply the random generation and evaluation of a “population” of 500 individuals repeated 
40 times – to equal the number of evaluations completed for the messy-coded GA trials. The 
“population” average fitness is shown in Fig. 30, and the best individual fitness at intervals 
of 500 evaluations is shown in Fig. 31. The average fitness curves are included only to 
illustrate that the genetic algorithm is able to consistently improve the quality of the 
population for the duration of the evolutionary process: random search would not be 
expected to perform in the same manner. The best fitness curves (Fig. 31) show that 
although random search is able to find individuals that exhibit goal-scoring behaviour 
(i.e. fitness 5.0 ), evolutionary search finds better individuals and finds them more 
consistently, indicating that evolutionary search is not only a more successful search 
technique than random search, it is more robust. 
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Fig. 30. Average Fitness: Random Search Comparison 
 
As noted, random search does successfully find individuals with reasonably good goal-
scoring skills. This result is a little surprising at first glance, but on closer inspection of the 
problem an explanation does present itself – the problem of finding goal-scoring behaviour 
in the solution space defined, whether by evolutionary search or random search, is not as 
difficult as it first seems, and this is because the solution space defined is not the one 
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envisaged when first considering the problem. The solution space defined is one populated 
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hunt action, which is a much richer solution space than the one usually envisaged when 
considering the problem of evolving goal-scoring behaviour “from scratch”. As evidenced 
by the results of the random search shown here, the density of “reasonably good” solutions 
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the pool of unique premises falls slowly, but steadily, from the first generation, while the 
pool of unique consequent genes stays reasonably constant for close to 40 generations after 
an initial decrease. This is not unexpected, and is an indication that some selection pressure 
is evident, but that the number of rules remains fairly constant. 
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1. Introduction 

In November of 1996, the first Micro-Robot World Cup Soccer Tournament (MIROSOT) was 
held in Korea participated in by several countries. Three robots per team play soccer on a 
130 cm x 150 cm soccer field. There were more than 25 research papers submitted on the 
proceedings and technical sessions dealing with various aspects of robot soccer system 
development and game control strategies (1996 Micro-Robot World Cup Soccer Tournament 
Proceedings, November 9-12, 1996, KAIST, Taejon, KOREA). From then on several robot 
soccer tournaments were held in many places of the world. 
A robot soccer system is a multi-agent intelligent control system composed of two or more 
robots, vision system, communication equipment, and a personal computer. Each robot in 
the system has its own movement mechanism and therefore can move independently as 
well as cooperate with other robots. 
Robot soccer game is an ideal venue for finding solutions to the many challenging problems 
facing the multi-agent robotic system. These problems include coordination between robots, 
motion planning of robots, recognition of objects visually, obstacle avoidance, and so on 
[24]. The robots must be taught different behaviors so that they will be able to react 
appropriately in any given situation. These behaviors shall be put into action in 
coordination with other robots so that a specific game plan shall be accomplished. It is 
therefore imperative that better soccer players (robots) are made to follow a deliberate plan 
of action from a module that provides very swift decisions especially in critical situations, 
which in a real-time game can mean a difference of many goals [25]. 
Since 1996 there are already lots of developments in multi-agent robotic system as a result of 
the MIROSOT undertaking. The behaviors of robots were improved dramatically as major 
breakthroughs in the control system are piling one after another.  
This chapter will focus on the development of intelligent behaviors for the Mirosot wheeled 
robots to generate human interest in the framework of entertainment using fuzzy logic 
algorithms. Algorithms for scorer, goalie, obstacle detection and avoidance will be 
developed into the robot soccer system. In addition, a game strategy is also implemented in 
real-time using fuzzy logic algorithms. 
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Fig. 1. Fuzzy scorer for FIRA Robot Soccer System. 
 
When the ball’s coordinates fall within these ranges, a scoring process will be done to 
determine whether a score could be awarded or not. The scoring process will be invoked 
only if the ball arrives within the specified areas of the field considered very close to the 
goals. Figure 3 shows some of these critical instances on the LEFT goal where the scoring 
process could be invoked. The same occurrences could happen on the RIGHT goal. In Figure 
3, the ball’s positions show that a greater portion of its body is beyond the goal line towards 
the goal area. Since the goal line is imaginary to the human referee, a particular team could 
be deprived of a score if the human referee fails to recognize the scoring situation. With 
fuzzy scorer, these things are not possible to happen. 
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Fig. 2. Cartesian coordinates of FIRA        Fig. 3. Examples of critical ball positions 
robot soccer system’s playing field.          where scoring process could be invoked. 
 
Fuzzy sets map each element of the subsets of the “universe of discourse” to a continuous 
membership value (membership grade) ranging from 0 to 1. Input and output entities of a 
fuzzy logic system are composed or several maps (also called membership functions) with 
varying shapes common of which are, gaussian, triangular, and trapezoidal. Each map is 
assigned a linguistic term that best describes a range of values of the input and output 
entities. Figures 4 & 5 show the membership functions of the ball’s x-coordinate. CL 
functions’ maximum value is placed on the goal line (at 0 cm). Figure 6 shows the 
membership functions of the ball’s y-coordinate. CR’s maximum value is located at 65 cm. 
The maximum values of LR and UR are placed at the extremities of the goal area. Figure 7 

2. Fuzzy Logic FIRA Robot Soccer Game On-line Scorer 

Since 1996 when the first FIRA robot soccer world cup tournament was held in South Korea, 
scoring for robot soccer games were always done by a human scorer. Because of the 
human’s susceptibility to biases and assumptions many researchers have proven that the 
reliability of most decisions made by humans is greatly undermined. Therefore faulty 
decision-making tends to be present in almost all systems managed by humans employing 
only instincts as their tool. In several competitions such as horse racing, dog racing, track 
and field, swimming, etc., video camera is used on the finish line to determine the true 
winner of hotly contested competition. 
The existing FIRA robot soccer system uses a camera also but as a component of its vision 
system hardware for locating the positions of the robots and the ball. The information 
gathered through this camera is fed to the computer for use in the game strategy adopted by 
the competing teams. The decision-making, as far as scoring is concerned, is still made by a 
human game official. 
This section presents an artificial scoring system for FIRA robot soccer games given the 
Cartesian coordinates of the ball. It aims to resolve very contentious scoring situations that a 
human scorer will most likely fail to recognize. The system incorporates cheering sounds 
and physical coordinated/synchronized movements of robots after a score is made. Fuzzy 
logic system is a formal methodology for representing, manipulating, and implementing a 
human’s heuristic knowledge about how to make decisions [1,2,3]. Fuzzy logic scorer for 
FIRA robot soccer game is an artificial decision maker that operates in real-time. Figure 1 
shows the block diagram of the fuzzy logic scorer. The system has four main components: 
(1) the “rule-base” holds the knowledge in the form of rules, of how best to score a FIRA 
robot soccer game; (2) the inference mechanism evaluates which control rules are relevant at 
the current time and then decides what the input to the scoring process should be; (3) the 
fuzzification interface simply modifies the inputs so that they can be interpreted and 
compared to the rules in the rule base; and (4) the defuzzification interface converts the 
conclusions reached by the inference mechanism into inputs to the scoring process. The 
fuzzy scorer takes the Cartesian coordinates (x,y) of the ball and output a score (1) or  
noscore(0) depending on the points computed by the defuzzification interface which ranges 
from 0 to 100. The scoring process receives the value of points and gives output according to 
the following: 
 

 
 

Figure 2 shows the Cartesian coordinates of FIRA robot soccer system’s soccer field. The 
shaded portions of the field indicate the goal areas on both sides. The Cartesian coordinates 
for the LEFT goal are –10cm <= x <= 0cm, 45cm <= y <=85cm, and for the RIGHT goal are 
150cm <= x <= 160cm, 45cm <= y <= 85cm. 
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2.1 Incorporating Sounds 
Adding sounds to robot soccer games can make the game more entertaining and brings the 
game closer to the real world. Sounds can give feedback as an appreciation when a team 
scores and as criticism when a team commits foul action on the field. 
Different recorded sounds can be played as the game progresses. Instances where playing of 
sounds is appropriate are: (1) when robots are executing field demonstrations simulating a 
cheering competition music can be played, (2) when a team made a goal a sound of 
applause can be played, (3) when a team committed foul a booing sound can be played, (4) 
when a team executes a defense strategy a sound shouting defense! Defense! … may be 
played, and (5) when a team executes an offense strategy a sound of encouragement may be 
played. Sometimes a game situation requires the playing of different tunes at the same time. 
Support for playing waveform audio is included in Visual C++. The Windows multimedia 
library winmm.lib and the Wave class library give a fast and handy way for adding sound 
effects to any Windows 95, Windows 98, or Windows NT application. A class can be created 
also to play multiple wave files at the same time. The Wave class is only added to any Visual 
C++ project, after linking the winmm.lib, it is now ready to add sound to the application. 
There are only three (3) methods required from the Wave class that enables an application to 
play sound from given medium. First, the recorded sound must be loaded into memory by 
the Load method. Second, the loaded sound will be played by the Play method. Third, 
played sound will be stopped by the Stop method [4]. 
Just like real soccer games, the playing of sounds and robot movements must occur 
simultaneously but independent of each other. When a team scores a goal, the robots of such 
team celebrates by moving around the robot soccer field while the sound of applause is 
playing. These tasks cannot be accomplished in ordinary sequential execution of 
components in a program. Because when the sound instructions grab the control of 
execution, the robots have to stop or enter in an uncontrollable situation. It is only when the 
sound finished playing that the robots gain control of execution. It is at this point that a 
separate line of execution is deemed necessary to allow playing of sounds on different 
occasions as the game progresses without encroaching on the roles of the robots. 
The concept of multithreading is appropriate in this respect. A thread is a path of execution 
through a process’ code. A preemptive scheduler inside the operating system divides CPU 
time among active threads so that they appear to run simultaneously. Secondary threads are 
ideal for performing tasks such as playing sounds while robots are doing their thing on the 
robot soccer field. 

 
2.2 Robots Synchronized Movements 
When the robots are playing soccer, their movements are not predetermined but depend 
most on the position of the ball and the game strategy being applied. However, when robots 
celebrate resulting from a score being made, their movements are predetermined so that 
proper coordination is attained thus making it more appealing to the audience. Different 
paths can be generated and loaded in memory at the start of the game so that they are 
readily available when needed. Geometric curves may be used as patterns for these 
coordinated movements of robots. Figure 14 shows the robots converging at the center of 
the playing field after a score has been made. 

 

shows the membership functions of the consequence. Defuzzification of the relevant 
membership functions of the consequence generates a value that will be assigned to points 
(0-100) as input to the scoring process. The value of points determines whether a score is to 
be awarded or not. It should be noted that the shapes of the membership functions are 
products of heuristics (trial and error). 
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2.1 Incorporating Sounds 
Adding sounds to robot soccer games can make the game more entertaining and brings the 
game closer to the real world. Sounds can give feedback as an appreciation when a team 
scores and as criticism when a team commits foul action on the field. 
Different recorded sounds can be played as the game progresses. Instances where playing of 
sounds is appropriate are: (1) when robots are executing field demonstrations simulating a 
cheering competition music can be played, (2) when a team made a goal a sound of 
applause can be played, (3) when a team committed foul a booing sound can be played, (4) 
when a team executes a defense strategy a sound shouting defense! Defense! … may be 
played, and (5) when a team executes an offense strategy a sound of encouragement may be 
played. Sometimes a game situation requires the playing of different tunes at the same time. 
Support for playing waveform audio is included in Visual C++. The Windows multimedia 
library winmm.lib and the Wave class library give a fast and handy way for adding sound 
effects to any Windows 95, Windows 98, or Windows NT application. A class can be created 
also to play multiple wave files at the same time. The Wave class is only added to any Visual 
C++ project, after linking the winmm.lib, it is now ready to add sound to the application. 
There are only three (3) methods required from the Wave class that enables an application to 
play sound from given medium. First, the recorded sound must be loaded into memory by 
the Load method. Second, the loaded sound will be played by the Play method. Third, 
played sound will be stopped by the Stop method [4]. 
Just like real soccer games, the playing of sounds and robot movements must occur 
simultaneously but independent of each other. When a team scores a goal, the robots of such 
team celebrates by moving around the robot soccer field while the sound of applause is 
playing. These tasks cannot be accomplished in ordinary sequential execution of 
components in a program. Because when the sound instructions grab the control of 
execution, the robots have to stop or enter in an uncontrollable situation. It is only when the 
sound finished playing that the robots gain control of execution. It is at this point that a 
separate line of execution is deemed necessary to allow playing of sounds on different 
occasions as the game progresses without encroaching on the roles of the robots. 
The concept of multithreading is appropriate in this respect. A thread is a path of execution 
through a process’ code. A preemptive scheduler inside the operating system divides CPU 
time among active threads so that they appear to run simultaneously. Secondary threads are 
ideal for performing tasks such as playing sounds while robots are doing their thing on the 
robot soccer field. 

 
2.2 Robots Synchronized Movements 
When the robots are playing soccer, their movements are not predetermined but depend 
most on the position of the ball and the game strategy being applied. However, when robots 
celebrate resulting from a score being made, their movements are predetermined so that 
proper coordination is attained thus making it more appealing to the audience. Different 
paths can be generated and loaded in memory at the start of the game so that they are 
readily available when needed. Geometric curves may be used as patterns for these 
coordinated movements of robots. Figure 14 shows the robots converging at the center of 
the playing field after a score has been made. 
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Fig. 10. Fuzzy scorer performance on the left side lower extreme portion of goal area. 
 
 

 
Fig. 11. Fuzzy scorer performance on the right side upper extreme portion of goal area. 
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Fig. 12. Fuzzy scorer performance on the right side middle portion of goal area. 

2.3 Experimental Results Of  Scorer 
Figures 8 to 10 show the performance of the fuzzy scorer on the left goal of the playing field. 
Three experiments were conducted on the left goal, namely, on the upper portion of the goal 
where the ball is made to approach the goal area with yball > 75, another where yball = 65 ± 5, 
and another with yball < 55. The figures show the values of points, output of the 
defuzzification interface, as the ball approaches the goal line towards the goal area. Values 
of points equal or greater than 85 means that the scorer have decided it is a score. 
Experiments show that as the ball crosses the goal line (xball = 0), the fuzzy scorer gives 
points values that translate to a score. 
The above experiments were also done on the right side goal of the playing field the results 
of which are shown on Figures 11 to 13. Consistent with the results of the above 
experiments, the fuzzy scorer gives points values that also translate to score as the ball 
passes thru the goal line (xball = 150) towards the goal area. 
Figure 14 shows the coordinated movements of the robots after their attacker made a score. 
These actuations mimic the behavior of a human soccer player after making a score. 
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Fig. 8. Fuzzy scorer performance on the left side upper extreme portion of goal area. 
 

Fuzzy Scorer (Y: Left side middle of goal area)

-12
-10
-8
-6
-4
-2
0
2
4
6

0.
74 10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

Points

B
al

l's
 x

-c
oo

rd
in

at
e

 
Fig. 9. Fuzzy scorer performance on the left side portion of goal area. 
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characterized by different goalie-ball situations and will be handled by a separate rule-base. 
The first fuzzy system takes the x-coordinates of the robot and the ball then outputs the 
category number that determines the rule-base to be used in the second fuzzy system. The 
second fuzzy system handles the goalie’s movements. It takes the current y-coordinate of 
the goalie-robot and the ball then outputs the y-coordinate of the goalie’s next position 
(destination) which is located along its line-of-action (a line with predefined x-coordinate 
where the goalie moves back and forth just in front of the goal it is defending). Experiment 
shows that this strategy is feasible, efficient, and robust. 
Robot soccer games are scored by the number of times the ball actually entered the 
opponent goal. The entity that is tasked to prevent the ball from entering the goal is called 
the goalie. The goalie plays a very vital role in the game since a weak goalie means a lost 
game. It moves over an area just in front of the goal, called goal area, to block and clear the 
ball out from this area. Thus, preventing the opponent team from scoring. 
Conventional goalie strategies [5,6,7,8] would use mathematics to predict the next position 
of the ball and subsequently generates a path to block it. But the data utilized in the 
mathematical process are imprecise in the sense that they are the result of the image 
processing procedure of the robot soccer vision system that is laden with varying degrees of 
imperfections aside from the fact that robot soccer is a very dynamic system. Thus, the 
results would have far-reaching effects on the actual performance of the goalie robot. 
In [6], the goalie predicts the point of intersection between the goalline and the path of the 
ball and moves to it to block the ball when it threatens to enter the goal. When the ball is far 
from the goal area, the goalie moves to the center of the goalline. If the ball is blocked and 
sticks on the goalie, the goalie makes a spin move to drive the ball away from the goal area. 
This move is a bit dangerous because the possibility of having the ball driven to its own goal 
is present. Four states are assumed by the goalie in [7]. The first state is assumed when the 
game begins by moving the goalie to the center of the goal. The second state is assumed 
when the point of entry of the moving ball towards the goal is predicted and so the goalie 
moves to that point. The third state is assumed when the ball and the center point of the 
goal are connected that it is necessary for the goalie to move between this connection. The 
last state is assumed when the ball is in the goal area that the goalie has to kick it out. The 
goalie strategy described in [8] places the goalie in front of the goal until the ball arrives at 
the goal area. The goalie would follow the ball location in the y direction when the ball is 
outside the goal area. The goalie would move towards the ball as soon as the ball enters the 
goal area. 
The goalie strategies discussed above do have some of the necessary qualities of an effective 
goal defender. What is lacking however is the fact that these strategies do not provide 
solution when the goalie is trapped and do not prevent the goalie from pushing the ball 
towards its own goal. This paper offers an encompassing solution to all possible problems 
that may prevent the goalie from performing its task of defending the goal effectively. The 
use of fuzzy logic systems in determining the next position of the goalie not only take care of 
the imprecise data to dampen its negative effects but also provide sufficient measures to 
counter the countless possibilities that might confront the goalie. 

 
3.1 Description of the Goalie Function 
The importance of the goalie’s task in defending the goal cannot be overemphasized. 
Experience tells us that the most effective way to defend the goal is to have the goalie move 
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Fig. 13. Fuzzy scorer performance on the right side lower extreme portion of goal area. 
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Fig. 14. Fuzzy scorer performance showing coordinated movement of robots by converging 
at the center after the attacker made a score. 
 
The performance of the fuzzy scorer is greatly dependent on the shapes of the membership 
functions of xball and yball. Inaccurate adjustment of these shapes would result in a score even 
if the ball has not yet touched the goal line or no score in spite of the ball’s being inside the 
goal area. The speed of the ball can also affect the performance of the fuzzy scorer. If the ball 
crosses the goal line at high speed, a situation that seldom happens in actual games, the 
vision system of the robot soccer will not be reliable enough in tracking the ball’s position 
since its frame grabbing speed is constant. This will cause the fuzzy scorer to decide 
affirmatively a little late, that is, when the ball is already few units from the goal line 
towards the goal area.  
The performance on synchronized movements of the robots after a score is made, depends 
on the ability of the robots to follow exactly the path design. The robots have difficulty in 
positioning themselves on the different points that composes the designated path. Actually, 
the robots cannot be perfectly positioned on the points where we want them to be. But the 
closeness of the robots to these points can be optimized. 

 
3. Soccer Robot Goalie Strategy Using Fuzzy Logic 

This section presents a control strategy for the FIRA robot soccer game goalie using fuzzy 
logic systems. This strategy adopts the divide and conquer concept by decomposing the 
goalie’s task of defending the goal into four (4) categories. Consequently, each category is 
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characterized by different goalie-ball situations and will be handled by a separate rule-base. 
The first fuzzy system takes the x-coordinates of the robot and the ball then outputs the 
category number that determines the rule-base to be used in the second fuzzy system. The 
second fuzzy system handles the goalie’s movements. It takes the current y-coordinate of 
the goalie-robot and the ball then outputs the y-coordinate of the goalie’s next position 
(destination) which is located along its line-of-action (a line with predefined x-coordinate 
where the goalie moves back and forth just in front of the goal it is defending). Experiment 
shows that this strategy is feasible, efficient, and robust. 
Robot soccer games are scored by the number of times the ball actually entered the 
opponent goal. The entity that is tasked to prevent the ball from entering the goal is called 
the goalie. The goalie plays a very vital role in the game since a weak goalie means a lost 
game. It moves over an area just in front of the goal, called goal area, to block and clear the 
ball out from this area. Thus, preventing the opponent team from scoring. 
Conventional goalie strategies [5,6,7,8] would use mathematics to predict the next position 
of the ball and subsequently generates a path to block it. But the data utilized in the 
mathematical process are imprecise in the sense that they are the result of the image 
processing procedure of the robot soccer vision system that is laden with varying degrees of 
imperfections aside from the fact that robot soccer is a very dynamic system. Thus, the 
results would have far-reaching effects on the actual performance of the goalie robot. 
In [6], the goalie predicts the point of intersection between the goalline and the path of the 
ball and moves to it to block the ball when it threatens to enter the goal. When the ball is far 
from the goal area, the goalie moves to the center of the goalline. If the ball is blocked and 
sticks on the goalie, the goalie makes a spin move to drive the ball away from the goal area. 
This move is a bit dangerous because the possibility of having the ball driven to its own goal 
is present. Four states are assumed by the goalie in [7]. The first state is assumed when the 
game begins by moving the goalie to the center of the goal. The second state is assumed 
when the point of entry of the moving ball towards the goal is predicted and so the goalie 
moves to that point. The third state is assumed when the ball and the center point of the 
goal are connected that it is necessary for the goalie to move between this connection. The 
last state is assumed when the ball is in the goal area that the goalie has to kick it out. The 
goalie strategy described in [8] places the goalie in front of the goal until the ball arrives at 
the goal area. The goalie would follow the ball location in the y direction when the ball is 
outside the goal area. The goalie would move towards the ball as soon as the ball enters the 
goal area. 
The goalie strategies discussed above do have some of the necessary qualities of an effective 
goal defender. What is lacking however is the fact that these strategies do not provide 
solution when the goalie is trapped and do not prevent the goalie from pushing the ball 
towards its own goal. This paper offers an encompassing solution to all possible problems 
that may prevent the goalie from performing its task of defending the goal effectively. The 
use of fuzzy logic systems in determining the next position of the goalie not only take care of 
the imprecise data to dampen its negative effects but also provide sufficient measures to 
counter the countless possibilities that might confront the goalie. 

 
3.1 Description of the Goalie Function 
The importance of the goalie’s task in defending the goal cannot be overemphasized. 
Experience tells us that the most effective way to defend the goal is to have the goalie move 
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Fig. 13. Fuzzy scorer performance on the right side lower extreme portion of goal area. 
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Fig. 14. Fuzzy scorer performance showing coordinated movement of robots by converging 
at the center after the attacker made a score. 
 
The performance of the fuzzy scorer is greatly dependent on the shapes of the membership 
functions of xball and yball. Inaccurate adjustment of these shapes would result in a score even 
if the ball has not yet touched the goal line or no score in spite of the ball’s being inside the 
goal area. The speed of the ball can also affect the performance of the fuzzy scorer. If the ball 
crosses the goal line at high speed, a situation that seldom happens in actual games, the 
vision system of the robot soccer will not be reliable enough in tracking the ball’s position 
since its frame grabbing speed is constant. This will cause the fuzzy scorer to decide 
affirmatively a little late, that is, when the ball is already few units from the goal line 
towards the goal area.  
The performance on synchronized movements of the robots after a score is made, depends 
on the ability of the robots to follow exactly the path design. The robots have difficulty in 
positioning themselves on the different points that composes the designated path. Actually, 
the robots cannot be perfectly positioned on the points where we want them to be. But the 
closeness of the robots to these points can be optimized. 

 
3. Soccer Robot Goalie Strategy Using Fuzzy Logic 

This section presents a control strategy for the FIRA robot soccer game goalie using fuzzy 
logic systems. This strategy adopts the divide and conquer concept by decomposing the 
goalie’s task of defending the goal into four (4) categories. Consequently, each category is 
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the line is extended to the line-of-action of the goalie by finding their point of intersection. If 
the point of intersection falls in front of the home goal, the goalie has to move ahead to this 
point to be able to block the ball there. When the slope of the path of the moving ball is 
infinity, it means that the direction of the ball is vertical and the goalie would have to block 
the connection of the ball to any point of the goal by following the ball in the y direction. 

 
3.3 Goalie Fuzzy Logic System 
The objective of goalie fuzzy logic system is to generate the y-coordinate of the goalie’s next 
position given its current position and the ball’s. The line-of-action of the goalie is 
predefined therefore the point of its next position, where the y-coordinate is output of the 
fuzzy logic system, lies on this line. The block diagram of the fuzzy logic system used in this 
research is shown in Figure 19. The goalie moves back-and-forth on its line-of-action so its x-
coordinate (X in Figure 19) is predefined and it is fed directly to the goalie. The 
determination of the y-coordinate for the goalie’s next position begins by feeding the x-
coordinates of the goalie and ball ( Xb and Xr) to the first fuzzy system which outputs the 
rule-base number that will be used in the second fuzzy system. The y-coordinates of the ball 
and goalie (Yb and Yr) are inputs to the second fuzzy system that outputs the y-coordinate 
of the goalie’s next position. 
 

 
Fig. 19. Goalie’s fuzzy logic system block diagram. 

 
3.4 Membership Functions 
Table 2 shows the variables used to represent the membership functions (fuzzy sets) of the 
goalie fuzzy logic system with their corresponding linguistic definitions to describe the 
system’s behavior. 

back-and-forth along a specified line (line-of-action) just in front of the goal without ever 
changing its orientation on it (the goalie should either be oriented 900 or 2700  with respect to 
the x-axis). This means that if the goalie happens to be moderately far from its line-of-action, 
it should return immediately to it but with careful consideration on the ball’s position. 
 

    
Fig. 15. Category 1 goalie and ball situation.        Fig. 16. Category 2 goalie and ball situation. 
 
When the goalie is on its line-of-action as shown in Figure 15, it can block the moving ball by 
moving ahead to the position (along the goalie’s line-of-action) where the ball is supposed to 
enter. This is referred to as category 1. However, when the ball is sensed to be within the 
goal area, as shown Figure 16, the goalie immediately kicks the ball out as it is about to cross 
the line-of-action and immediately moves back to prevent from being blocked by an 
opponent robot. This is referred to as category 2. 
As shown in Figure 17, the goalie is far from its line of action so it has to be returned back to 
it but the point where the robot should enter must be carefully chosen so as not to 
accidentally push the ball into its own goal if it happens to be around. Otherwise, if the ball 
is not in the goal area, the goalie can go back to its line-of-action on the point nearest it. This 
is referred to as category 3. When the goalie is trapped in its own goal as shown in Figure 
18, it has to move back to its line-of-action immediately to block or kick the ball out. This 
situation is referred to as category 4. 
 

     
Fig. 17. Category 3 goalie and ball situation.      Fig. 18. Category 4 goalie and ball situation. 

 
3.2 Predicting the Position of the Moving Ball 
For category 1 goalie-ball situation, the strategy predicts the point where the ball would 
intersect along the line-of-action of the goalie (see Figure 15). By inspection the path of the 
moving ball is always a series of straight lines. Being so, it only requires two points to sense 
the direction of the ball at any given time and that is by knowing its current and previous 
positions. When the difference between the x-coordinates of the former and the latter is 
increasing, the goalie doesn’t have to worry because the ball is going away from the home 
goal. Otherwise, the slope of the line connecting these two points can be computed and then 
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the line is extended to the line-of-action of the goalie by finding their point of intersection. If 
the point of intersection falls in front of the home goal, the goalie has to move ahead to this 
point to be able to block the ball there. When the slope of the path of the moving ball is 
infinity, it means that the direction of the ball is vertical and the goalie would have to block 
the connection of the ball to any point of the goal by following the ball in the y direction. 

 
3.3 Goalie Fuzzy Logic System 
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Fig. 19. Goalie’s fuzzy logic system block diagram. 

 
3.4 Membership Functions 
Table 2 shows the variables used to represent the membership functions (fuzzy sets) of the 
goalie fuzzy logic system with their corresponding linguistic definitions to describe the 
system’s behavior. 

back-and-forth along a specified line (line-of-action) just in front of the goal without ever 
changing its orientation on it (the goalie should either be oriented 900 or 2700  with respect to 
the x-axis). This means that if the goalie happens to be moderately far from its line-of-action, 
it should return immediately to it but with careful consideration on the ball’s position. 
 

    
Fig. 15. Category 1 goalie and ball situation.        Fig. 16. Category 2 goalie and ball situation. 
 
When the goalie is on its line-of-action as shown in Figure 15, it can block the moving ball by 
moving ahead to the position (along the goalie’s line-of-action) where the ball is supposed to 
enter. This is referred to as category 1. However, when the ball is sensed to be within the 
goal area, as shown Figure 16, the goalie immediately kicks the ball out as it is about to cross 
the line-of-action and immediately moves back to prevent from being blocked by an 
opponent robot. This is referred to as category 2. 
As shown in Figure 17, the goalie is far from its line of action so it has to be returned back to 
it but the point where the robot should enter must be carefully chosen so as not to 
accidentally push the ball into its own goal if it happens to be around. Otherwise, if the ball 
is not in the goal area, the goalie can go back to its line-of-action on the point nearest it. This 
is referred to as category 3. When the goalie is trapped in its own goal as shown in Figure 
18, it has to move back to its line-of-action immediately to block or kick the ball out. This 
situation is referred to as category 4. 
 

     
Fig. 17. Category 3 goalie and ball situation.      Fig. 18. Category 4 goalie and ball situation. 

 
3.2 Predicting the Position of the Moving Ball 
For category 1 goalie-ball situation, the strategy predicts the point where the ball would 
intersect along the line-of-action of the goalie (see Figure 15). By inspection the path of the 
moving ball is always a series of straight lines. Being so, it only requires two points to sense 
the direction of the ball at any given time and that is by knowing its current and previous 
positions. When the difference between the x-coordinates of the former and the latter is 
increasing, the goalie doesn’t have to worry because the ball is going away from the home 
goal. Otherwise, the slope of the line connecting these two points can be computed and then 
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Fig. 22. Membership functions category. 

 
3.5 Fuzzy Associative Memory (FAM) For The Goalie 
Tables 3, 4, 5, 6, and 7 show the FAMs (fuzzy associative memory or rule-base) of the first 
and second fuzzy logic systems of the goalie. They contain the sets of rules provided by 
experts in associating the antecedents in order to generate the consequence. Logical 
implications are utilized in formulating these rules like as follows: 
(1) IF Yr is SD(slightly down) AND Yb is GU(going up) THEN Y is GU(going up) or SD Ù 
GU or GU 
(2) IF Yr is GU(going up) AND Yb is TP(top) THEN Y is SU(slightly up) or GU Ù TP or SU  
and so on… 
The rules whose antecedents have membership function values greater than zero participate 
in the defuzzification process using their individual consequences. Looking at Table 5, there 
are cells that are empty. This is because Table 5 is a rule-base used by the second fuzzy 
system for category 4 which is a trap situation for the goalie. That is, the goalie is inside the 
goal and is being restraint by the goal’s boundary walls. This means that the goalie’s Yr 
cannot go beyond SD and SU. 
 

  
Table 3. Fuzzy Associative Memory (FAM)   Table 4. Fuzzy Associative Memory (FAM) for  
category 1.                for category 2 of the second fuzzy system. 
 

Figure 20 shows the membership functions for the x-coordinates of the ball and the goalie 
used in the first fuzzy logic system of the goalie. Please refer to Table 2 for the variables’ 
descriptions. In Figure 6 the minimum crisp value of SO is pegged at 4 cm from the goal-
line (at 0 cm) instead at the goal-line itself to ensure that when the goalie goes closer to the 
goal-line than 4 cm, the first fuzzy logic system declares it as a trap situation (category 4) 
and the second fuzzy logic system utilizes the rule-base 4 for the goalie’s movement. 
Similarly, the minimum crisp value of MO is pegged at 7 cm to ensure that the goalie kicks 
the ball out when the ball is in the goal area. 
 

X-coordinates (Xb and Xr) Y-coordinates (Yb and Yr) 
Category (1,2,3,or 
4) 

IN: Inside the goal 
SI: Slightly inside the goal 
ZO: At x=0 
SO: Slightly outside the 
goal 
MO: Moderately outside 
the goal 
FO: Far outside the goal 
VF: Very far from the goal 

DN: Down the origin y=0 
MD: Moderately down the origin 
SD: Slightly down the origin 
GD: Going down the origin 
CR: At y-coordinate’s center line 
GU: Going up 
SU: Slightly up 
MU: Moderately up 
TP: Top or at maximum value of y-
coordinate 

ONE: Category 
number 1 
TWO: Category 
number 2 
TRE: Category 
number 3 
FOR: Category 
number 4 

Table 2. Variables used in the membership functions. 
 
Figure 20 shows the membership functions for the x-coordinates of the ball and the goalie 
used in the first fuzzy logic system of the goalie. Please refer to Table 2 for the variables’ 
descriptions. In Figure 20 the minimum crisp value of SO is pegged at 4 cm from the 
goalline (at 0 cm) instead at the goalline itself to ensure that when the goalie goes closer to 
the goalline than 4 cm, the first fuzzy logic system declares it as a trap situation (category 4) 
and the second fuzzy logic system utilizes the rule-base 4 for the goalie’s movement. 
Similarly, the minimum crisp value of MO is pegged at 7 cm to ensure that the goalie kicks 
the ball out when the ball is in the goal area. Figure 21 shows the membership functions of 
the y-coordinates used in the second fuzzy logic system of the goalie. The distance from MD 
to MU is the length of the goal area and the distance from SD to SU is the length of the goal. 
CR is the location of the horizontal centerline of the robot soccer playing field. 
 

     
Fig. 20. Membership functions of x- coordinates.  Fig. 21. Membership functions of y-coordinates. 
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Fig. 26. Category 3 test performance of goalie.  Fig. 27. Category 4 test performance of goalie. 
 

 
Fig. 28. Category 4 test performance of goalie. 
 
Figure 23 shows the result of the test made on the goalie with a situation that falls under 
category 1. The ball was initially placed moderately far from the goal and was pushed 
towards the center of the goal. The goalie which was initially positioned at the lower part of 
the goal reacted by moving ahead towards the predicted point of intersection between the 
ball’s path and the goalie’s line-of-action and successfully blocked the ball there. 
The situation in Figure 24 still falls under category 1 except that the ball was not moving 
towards the goal but to the lower portion of the playing field. The goalie initially on the 
upper part of the goal reacted by moving towards the lower part of the goal and positioned 
itself there to close the connecting line between the goal and the ball. 
Figure 25 is a situation where the goalie is on its line-of-action and sensed the ball was 
entering the goal area. This situation falls under category 2. The goalie’s reaction was to kick 
the ball out from the goal area and moved back to the lower portion of the goal again 
waiting for the ball’s next approach.  
Figure 26 shows a situation where the goalie is out from its line-of-action with the ball 
threatening to enter the goal. This situation falls under category 3. The goalie cannot go 

 
Table 5. Fuzzy Associative Memory (FAM)     Table 6. Fuzzy Associative Memory (FAM) for  
category 3 of the second fuzzy system.  for category 4 of the second fuzzy system. 

 
3.6 Experimental Results Of Goalie Strategy 
To test the performance of the goalie using the above strategies, a series of real-time 
experiments were run. Tests were conducted for each of the goalie-ball situation categories. 
Figures 23, 24, 25, 26, 27, and 28 show the results of such test runs. 
 

   
Table 7. Fuzzy Associative Memory (FAM)    Fig. 23. Category 1 test performance of for the 
first fuzzy system.                                                goalie. 
 

  
Fig. 24. Category 1 test performance of goalie.  Fig. 25. Category 2 test performance of goalie. 
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The consequences of the fuzzy rules can be designed such that as the robot becomes nearer 
to the obstacle, the motors’ speeds drive the robot away from it but towards the designated 
destination. Figures 30 to 32 show the membership functions of the inputs and out entities of 
the fuzzy logic system used for obstacle avoidance. Table 8 shows the description of the 
variables used. Tables 9 and 10 show the fuzzy associative memory (FAM) for the left and 
right motors.  
 

 
Fig. 30. Membership functions of input                Fig. 31. Membership functions of input 
distance for obstacle avoidance.                             angle for obstacle avoidance. 
 

 
Fig. 32. Membership functions of motor speeds for obstacle avoidance. 

 
 

    
Table 9. Left Motor FAM for obstacle                  Table 10. Right Motor FAM for obstacle  
avoidance.                                                                  avoidance. 

 
4.1 Obstacle Avoidance Experimental Results  
Figure 33 and Table 11 show a home robot prevents collision with other robots by effectively 
avoiding them before hitting the ball towards the goal.  
 

directly to the ball because it would drive the ball to its own goal. Instead, the goalie made a 
circling move to successfully block the ball from the inside of the goal. 
Figures 27 and 28 are situations where the goalie in both cases was initially trapped inside 
the goal. These are situations that fall under category 4. In both cases the goalie remained on 
its initial positions until the ball approached the goal then it followed the ball in the y 
direction until the ball threatens no more. 

 
4. Obstacle Avoidance  

Obstacle avoidance uses a fuzzy logic system that has the angle and distance of the robot 
with respect to the obstacle as its inputs and generates the velocities of the robot’s left and 
right motors that will effectively avoid any perceived obstacle.  
As shown in Figure 29, obstacle avoidance starts by detecting obstacles (walls, teammates, 
and opponents) within a 30 cm circle whose center is 50 cm ahead of the robot along its path 
towards a given destination. The detected obstacle that is nearest to the robot will be 
considered as the foremost obstacle and will be the one to be avoided as soon as the robot 
draws nearer to it by a distance lower than 35 cm. When this happens the input entities to 
the fuzzy logic system will be computed and the appropriate velocities for the left and right 
motors are generated to effectively avoid the perceived obstacle. 
 
 

 
Fig. 29. Detecting obstacles. 
 

Input Distance Input Angle Motor Speed 
ZE: Zero 
VN: Very Near from the obstacle 
NE: Near the obstacle 
SF: Slightly far from the obstacle 
FA: Far from the obstacle 
VF: Very far from the obstacle 

NL : Negatively Large  
NM: Negatively Medium 
NS: Negatively Small 
ZE: Zero 
PS: Positively Small 
PM: Positively Medium 
PL: Positively Large 

VL: Very Low 
ML: Moderately Low 
SL: Slightly Low 
LO: Low 
SH: Slightly High 
MH: Moderately High 
VH: Very High 

Table 8. Variables used in the membership functions of fuzzy logic obstacle avoidance.  
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Path planning and path following are the most basic behaviors of a multi-agent system. The 
realization of the system’s goal depends primarily on the efficient navigational performance 
of the agents. In [9] the motions of multiple robots are coordinated by plotting their paths into 
a coordinate diagram and searching for a coordination configuration that is free of collision 
sub paths. This method requires a lot of computing time and has the possibility of ending with 
no solutions or deadlocks and does not suit well in a competitive environment where time is 
very critical. Iterative transportation technique [10] provides path planning activity by 
cooperative exploration of the environment by multiple robots before laying paths consisting 
of 1- and 2-lane types then a strategy is devised for controlling the flow of robots on said paths. 
This method allows the reuse of previous paths and focuses on the non-dynamic and non-
hostile obstacles that make it less essential in the very competitive environment.  
The main problem that this research primarily wants to address is that of cooperative 
behavior design problem. As stated in [16], it is a problem of investigating “how given a 
group of robots, an environment, and a task, cooperative behavior should arise.”   
In Mirosot, the atomistic approach in which no relationships between robots are assumed in 
rushing to the ball will not work because the robots may run into their teammates, or foul 
their opponents. If one is assigned to attack the ball then its teammates may not do so. This 
establishes relationship between robots. While robots are not attacking, they will move to 
specified objective positions or remain still [23,13]. If they are on collision course with other 
robots then implement obstacle avoidance. It is equally important to know the positions of 
all objects (robots and ball) in the playing field including their structure. As this will enable 
the team to extract information from it where a sound move can be decided upon [22].  
We propose a hierarchical or top down line of control using intelligent techniques, such as 
fuzzy logic systems, to solve this problem. The global goals of the multi-agent system are 
clearly defined beforehand and imposed upon the agents by adopting centralized control 
[21] using global parameters from the environment dynamics [11] and fuzzy logic system to 
determine the desired control actions. The problem of conflicting goals and interactions 
among agents will be addressed. 

 
5.1 Hierarchical Multi-agent Cooperative Control Structure 
The global goal is divided into two main tasks, namely offense- and defense-states. Each of 
these tasks is further subdivided into subtasks that are individually executed by the agents. 
Each agent is given functions to be able to accomplish these subtasks and does implicit 
communication and coordination with other agents in the multi-agent system. The fact that 
no two- or more agents assume the same subtask shows some kind of communication 
between agents though its communicative character is not being codified or not-manifest (it 
is called “implicit communication”). An exploration of the environment combines the 
actions of all agents at the highest level of the hierarchy. This simplifies the communication 
between agents hence cooperation is maximized. This point is especially important since 
scoring a goal is also the individual goal of each agent. 
 
Figure 34 shows the hierarchical multi-agent cooperation strategy that we propose for 
middle-league robot-soccer. This strategy allows the agents to master the skills of 
coordinated/joint execution of the main goal. Each agent concentrates in executing the 
individual tasks at the subtasks level. Centralized control is achieved by means of global 
information available to the agents to constantly guide them so their individual actions (S1, 

 
Fig. 33. An autonomous robot obstacle avoidance performance. 
 

T r i a l s
1 2 3 4 5 Total

Avoids 2 0 2 2 2 8
Goal scores 2 2 2 2 2 10
Total points 18

Success 0.2 0.1 0.2 0.2 0.2 90%
Failure 0 0.1 0 0 0 10%  

Table 11. Performance evaluation of the robot for obstacle avoidance. 

 
5. Game Strategy 

This section presents a hierarchical control for the cooperative behavior of autonomous 
mobile robots using fuzzy logic systems with 5 vs. 5 Mirosot as the platform for its 
investigation. The strategy begins by identifying the state of the game, offense or defense, 
using a fuzzy logic main-task-identifier. During offense a fuzzy control system is used by 
the ball handler to decide whether to shoot, pass, or just dribble the ball. To ensure success 
for these tasks they are preceded by lane checking activity to assign a lane free of obstacles. 
Experimental results show that the proposed strategy is effective and robust. 
Multi-agent systems have attracted a lot of interests from roboticists today because of its 
numerous advantages over single agent systems [10,11,19,20]. One of the most famous 
activities of a multi-agent system is the MIROSOT, which is a soccer tournament played by 
autonomous robots. In multi-agent system, the agents can be made to work cooperatively. 
However, in [10] it was revealed that even two robots given with simple interaction tasks 
display complicated behaviors. Problems such as this arise because of (1) lack of knowledge 
and information like any other new technology, (2) sometimes conflicting goals and 
interactions among agents, (3) requirement of an effective learning and cooperative 
capabilities [19]. Faced with this predicament, researchers came up with different solutions 
some of which are focused on the following:(1) the generation of efficient algorithm for 
coordinating paths of multiple robots [9,10,13,14], (2) the use of special sensor-based 
navigational tools and onboard processing power [12,21], (3) stigmergic or evolutionary 
approach of generating cooperative behaviors [11,20], (4) development of a multi-agent 
learning systems for cooperation [19], etc. 
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mobile robots using fuzzy logic systems with 5 vs. 5 Mirosot as the platform for its 
investigation. The strategy begins by identifying the state of the game, offense or defense, 
using a fuzzy logic main-task-identifier. During offense a fuzzy control system is used by 
the ball handler to decide whether to shoot, pass, or just dribble the ball. To ensure success 
for these tasks they are preceded by lane checking activity to assign a lane free of obstacles. 
Experimental results show that the proposed strategy is effective and robust. 
Multi-agent systems have attracted a lot of interests from roboticists today because of its 
numerous advantages over single agent systems [10,11,19,20]. One of the most famous 
activities of a multi-agent system is the MIROSOT, which is a soccer tournament played by 
autonomous robots. In multi-agent system, the agents can be made to work cooperatively. 
However, in [10] it was revealed that even two robots given with simple interaction tasks 
display complicated behaviors. Problems such as this arise because of (1) lack of knowledge 
and information like any other new technology, (2) sometimes conflicting goals and 
interactions among agents, (3) requirement of an effective learning and cooperative 
capabilities [19]. Faced with this predicament, researchers came up with different solutions 
some of which are focused on the following:(1) the generation of efficient algorithm for 
coordinating paths of multiple robots [9,10,13,14], (2) the use of special sensor-based 
navigational tools and onboard processing power [12,21], (3) stigmergic or evolutionary 
approach of generating cooperative behaviors [11,20], (4) development of a multi-agent 
learning systems for cooperation [19], etc. 
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Figs. 36, 37, 38, & 39 show the membership functions of the inputs to the main task 
identifier. The FAM (fuzzy associative memory) of the main task identifier will be composed 
of seventy-five (75) entries. It contains the set of rules provided by experts in associating the 
input entities in order to generate the consequence. Logical implications are utilized in 
formulating these rules like as follows: 
(1) IF ND is LEW(leading widely) AND D is VN(very near) AND O is VG(very good) 

THEN  SV is HO(high offense)     or     LEW ∧ VN ∧ VG → HO         
(2) IF ND is LES(leading slightly) AND D is VF(very far) AND O is GD(good) THEN  SV is 

MO(moderate offense)      or    LES ∧ VF ∧ GD → MO    and so on … 

 
Fig. 35. Fuzzy logic main task identifier. 
 

 
Fig. 36. Membership Functions of the difference of the nearest distances between the 
opponent and home robots from the ball, ND: LEW(leading widely), LES(leading slightly), 
SE(same), LAS(lagging slightly), LAW(lagging widely). 
 

 
Fig. 37. Membership functions of home robot orientation with the ball, O: VG(very good), 
GD(good), BD(bad). 

 
Fig. 38. Membership functions of calculated distance of ball from opponent goal, D: VN(very 
ear), MN(moderately near),  MD(medium), MF(moderately far), VF(very far). 

S2, ..) are always in conjunction with the team’s main goal. Thus, confusion resulting from 
conflicting goals will be avoided. 
 

 
Fig. 34. Hierarchical Multi-agent Cooperation Strategy. 

 
5.2 Roles Assignment and Robot Coordination   
Individual positions of robots and ball are made available by the vision system of the robot 
soccer. Given these data, information that is of primary importance for the performance of 
the roles to be assigned to the robots is extracted at the highest level of the hierarchy. For 
example the predicted coordinates of the ball, which robot is nearest to the ball, the degree 
of opening on the opponent’s goal, etc., are just few of the necessary information that play 
pivotal role in the outcome of the game. As soon as they are available they’re immediately 
broadcasted to all robots thus executions of the low level actions such as blocking and 
intercepting the ball are straightforward and faster. 

 
5.3 Main Task Identification 
When the team is on offense, the objective is to score. While on defense, the objective is to 
control the ball. In this strategy, specific subtasks are in line for each of these main tasks. 
Given sufficient information of the environment the identification of the main task to be 
pursued by the team is done by means of a main task identifier using fuzzy logic as shown in 
Figure 35. The main task identifier takes the robot’s orientation with respect to the ball, the 
calculated distance of the ball from the opponent goal, and the difference of the nearest 
distances between the home robots and the opponents from the ball. The fuzzy logic system 
output is assigned to switchval whose value ranges from 0 to 10. The switchval value will be 
evaluated to determine the desired state of the game using the following rules:         
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Fig. 40c. Basic offense formations of robots.(Yellow-home robots;Blue-opponent) 
 

 
Fig. 41. Fuzzy logic arbiter of the ball handler. 

 
5.5 Membership Functions Of The Output And Input Entities To The Fuzzy Logic 
Arbiter Of The Ball Handler 
 

 
Fig. 42. Membership functions of ball’s x-coordinate: VN (very near), MN (moderately near), 
NR(near), FR(far), VF(very far). 
 

 
Fig. 43. Membership functions of ball’s y-coordinate: EL(extreme low), NL(near low), 
NH(near high), EH(extreme high). 
 

 
Fig. 39. Membership functions of switchval: MD(more defense), LD(light defense), 
DO(defense-offfense), MO(moderately offense), HO(high offense). 

 
5.4 Offense Strategy 
Figure 40 shows the different robot formations with respect to the different locations of the 
ball. The ball handler’s fuzzy logic arbiter, as shown in Figure 41, takes the x- and y-
coordinates of the ball, and the statuses of P1, P2, P3 (free or blocked) as inputs then a 
decision, whether to shoot, pass, or dribble, will be made. The arbiter’s fuzzy system 
outputs a crisp value that is assigned to the priority variable. The value stored in the priority 
variable is then evaluated to determine the desired action like as follows:  

 
When the ball handler dribbles the ball, it is done in such a way that the ball will be brought 
away from the opponent robots or nearer to the opponent goal. Figs. 42, 43, 44, & 45 show 
the membership functions of x- and y-coordinates of the ball, of the shooting and passing 
lanes statuses, and of the priority variable. The FAM (fuzzy associative memory) of the ball 
handler’s arbiter will be composed of one-hundred eighty (180) entries. It contains the set of 
rules provided by experts in associating the input entities in order to generate the 
consequence. Logical implications are utilized in formulating these rules like as follows: 
 
(1) IF Xball is VN(very near) AND Yball is EL(extreme low) AND Spass is BK(blocked) AND 

Sshoot is CR(clear) THEN  Priority is MH(moderately high); (VN∧EL∧BK∧CR → MH)         
(2) IF Xball is FR(far) AND Yball is NL(near low) AND Spass is CR(clear) AND Sshoot is 

BK(blocked) THEN  Priority is ML(moderately low) or FR ∧ NL ∧ CR ∧ BK → ML   and 
so on… 

 

    
Fig. 40a. Basic offense formations of robots.      Fig. 40b. Basic offense formations of robots. 
(Yellow-home robots; Blue-opponent)      (Yellow-home robots; Blue-opponent) 
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Fig. 46c. Basic defense formations of robots (Yellow-home robots; Blue-opponents). 

 
5.8 Shooting  
Shoot algorithm is implemented by attacking the ball with the intent of kicking it towards 
the opponent goal. In Figure 47, the robot moves toward point E, just behind the ball, while 
it constantly calculates ϕ (the angle between L1 and L2). When the value of ϕ falls below the 
set minimum value, the robot changes its direction by moving towards the ball kicking it 
directly to the opponent’s goal. The algorithm requires a robot number and coordinates of 
the point where the ball will be kicked to. 
 

 
Fig. 47. Shoot algorithm. 
 
Let  m1 = slope of L1 

        m2 = slope of L2 

       ϕ = angle between L1 and L2 

        r1  = distance of target from E 
        r2 = distance of ball from E (arbitrary value) 
        r3 = distance of ball from target 

        ϕ = tan -1 [(m2-m1)/(1+ m1 m2)] ;  r1=r2 + r3 ;   r3 = sqrt((xb-xt)2 + (yb-yt)2 ) 
        xe = (r2 xt + r1 xb)/(r1 + r2) ;        ye = (r2 yt + r1 yb)/(r1+r2)              (1) 

 
5.9 Experimental Results of Hierarchical Multi-agent Cooperative Control Structure 
To illustrate the performance of the main task identifier fuzzy logic controller, let’s say for 
example in Table 4, it has the following inputs: ND=-11, O=60, and D=15. When these 

 
Fig. 44. Membership functions of shooting and passing lanes statuses: BK(blocked), 
CR(clear), VC(very clear). 
 

 
Fig. 45. Membership functions of priority variable: LO(low), ML(moderately low), 
MD (medium), MH(moderately high), HI(high). 
 
5.6 Checking the Paths Lanes 
Passing and shooting are two similar tasks that require lane checking, to determine whether 
the lane is clear or blocked, to ensure completion or success of said tasks. In avoiding 
obstacles alternate paths are first generated. These paths are then checked before they are 
being considered for inclusion in the pool of alternative paths. The same is done for the 
shooting and passing lanes. In shooting the target is any open part of the opponent goal, 
preferably the point that is farthest from the opponent goalie at the instant it is kicked. 
Passing is pushing the ball to a teammate robot so it can be controlled immediately. 
To check the availability of the lane for passing, shooting, or for alternative paths is to 
determine the distances of all objects (teammates or opponents) from the line passing 
through the robot and the target using analytic geometry. The lane is free when the distance 
of the nearest object from the line exceeds a threshold value. 
 
5.7 Defense Strategy 
Figure 46 shows the three basic defense formations of robots with the ball located on 
different vertical coordinates of the playing field. At any instance two robots are assigned to 
block the ball and one of them is tasked to intercept it. The boundaries of the areas where 
the defender robots operate are flexible except on the home goal area where the goalie robot 
is in charge. 

    
Fig. 46a. Basic defense formations of robots     Fig. 46b. Basic defense formations of robots 
(Yellow-home robots; Blue-opponents).     (Yellow-home robots; Blue-opponents). 
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    T r i a l s
1 2 3 4 Total

Intercepts 2 0 2 2 6
Goal scores 2 0 2 2 6
Total points 12

Success 0.25 0 0.25 0.25 75%
Failure 0 0.25 0 0 25%  

Table 12. Performance evaluation of the robot for passing and scoring. 
 
 

 
Fig. 49. Shoot algorithm performance. 
 
 

 
Fig. 50. Sample result of goalkeeper . 
 

values are fuzzified: ND will be LEW(leading widely) of degree=0.1 and LES(leading 
slightly) of degree=0.9 which means that the home robot is slightly nearer to the ball than its 
nearest opponent; O will be VG(very good) of degree=0.67 and GD(good) of degree=0.33 
which means that the nearest home robot’s front is adequately facing the ball; D will be 
MN(moderately near) of degree=0.91 and MD(medium) of degree=0.09 which means that 
the ball is quite near the opponent’s goal. In other words, the situation can be translated into 
English as “a home robot can take possession of the ball near the opponent’s goal”. A 
rational agent given this situation will decide to assume the offensive task, since the chance 
of scoring is high, which is the actual output of the main task identifier fuzzy logic 
controller. 
Likewise, to illustrate the performance of the ball handler fuzzy logic arbiter, let’s say for 
example in Table 5, it has the following inputs: Xball=170, Yball=73, Sshoot=6, and Spass=3. When 
these values are fuzzified: Xball will be NR(near) of degree=0.08 and FR(far) of degree=0.92 
which means that the ball is slightly beyond the midcourt towards the opponent’s goal; Yball 
will be EL(extremely low) of degree=0.77 and NL(near low) of degree=0.23 which means 
that the ball is quite near on the abscissa of the field; Sshoot will be CR(clear) of degree=0.50 
and VC(very clear) of degree=0.50 which means that the shooting lane is half clear; Spass will 
be BK(blocked) of degree=0.25 and CR(clear) of degree 0.75 which means that the passing 
lane is partially blocked. In other words, the situation can be translated into English as “the 
ball handler is on the lower part of the opponent’s side, it’s not okay to shoot, and the 
passing lane is partially blocked.” A rational agent given this situation will decide to pass 
the ball, since the chance of scoring is low, which is the actual output of the ball handler 
fuzzy logic arbiter. 
Figs. 48, 49, & 50 show how cooperative behaviors between autonomous mobile robots can 
produce positive results during experimentations on the actual robot-soccer system. In 
Figure 48 two- friendly robots display their passing abilities. Robot 2 goes to the ball and 
passes it to its teammate allowing the latter to shoot. Table 12 gives the performance of two 
cooperating robots in passing and scoring. Figure 49 shows a robot implementing the 
aforementioned shoot algorithm. In Figure 50 illustrates how the goalie robot blocks every 
attempt of the ball to enter the goal. This performance is tabulated in Table 13 which shows 
an overall success of 66.66%.                                 

 

 
Fig. 48. A cooperative behavior through passing. 
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Failure 2 33.33%
Total 6 attempts

 
Table 13. The goalkeeper’s performance with 6 trials conducted in real time. A “success” is a 
successful interception of the ball; “failure” is a failed attempt in blocking the ball. 

 
Experimental results revealed that faster and swifter performance was achieved when more 
globally available information was given to individual robots. For example, a robot knows 
beforehand the presence or absence of obstacles leading to its destination and takes alternate 
path with the minimum cost. In addition, improved coordination between robots was 
realized resulting from the clear and specific instructions coming from the central controller. 
The performance of the fuzzy logic systems in general was satisfactory. While the 
improvement of their performance will depend more on fine-tuning of fuzzy set 
membership functions and accurate generation of the rule-base, the effects resulting from 
the unsatisfactory adjustments of these parameters was not seen as drastic that would in 
effect garble the overall performance of the robotic system. As Tables 4 and 5 show, a huge 
variation in the values of more than one input parameter did not have any effect on the 
outcome of the main task identifier’s or ball handler’s arbiter’s action. This is a manifestation 
of the system’s robustness. 
 

Table 14. Main Task Identifier Fuzzy Logic System Performance (OFF-Offense, DEF-
Defense). 
 
 

I N P U T S  AND  ANTECEDENTS OUTPUT 

ND FS1 Deg FS2 Deg O FS1 Deg FS2 Deg D FS1 Deg FS2 Deg SV G.S. 
-11 LEW 0.1 LES 0.9 60 VG 0.67 GD 0.33 15 MN 0.91 MD 0.09 8.18 OFF 
15 LAS 0.5 LAW 0.5 10 GD 0.33 BD 0.67 75 VN 0.82 MN 0.18 4.02 DEF 
4 SE 0.6 LAS 0.4 200 VG 0.78 GD 0.22 10 MF 0.36 VF 0.64 6.57 OFF 

-18 LEW 0.8 LES 0.2 112 VG 1.00 - 0.00 0 MD 0.96 MF 0.04 9.04 OFF 
-2 LES 0.2 SE 0.8 57 GD 0.98 BD 0.02 46 MN 0.96 MD 0.04 5.52 DEF 
1 SE 0.9 LAS 0.1 178 VG 0.11 GD 0.89 40 MF 0.76 VF 0.24 5.79 DEF 

-11 LEW 0.1 LES 0.9 30 VG 0.96 GD 0.04 2 VN 0.45 MN 0.55 8.58 OFF 
9 SE 0.1 LAS 0.9 108 GD 0.22 BD 0.78 80 MN 0.04 MD 0.96 3.40 DEF 

-20 LEW 1 - 0 2 VG 0.78 GD 0.22 10 VN 0.96 MN 0.04 8.34 OFF 
-3 LES 0.3 SE 0.7 51 VG 0.29 GD 0.71 32 VN 0.07 MN 0.93 6.68 OFF 
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Table 13. The goalkeeper’s performance with 6 trials conducted in real time. A “success” is a 
successful interception of the ball; “failure” is a failed attempt in blocking the ball. 
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outcome of the main task identifier’s or ball handler’s arbiter’s action. This is a manifestation 
of the system’s robustness. 
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6. Conclusions 

The advancement of industrial robots from mere Simple-Reflex-Agents to intelligent, 
learning, and autonomous agents has been accelerated by the integration of body, sensor, 
and AI-based software. This is also true to non-industrial robots [26]. This development will 
pave the way for the full automation and exclusion of human interventions in the robot 
soccer arena. This chapter presented some of the next great experiments in robot soccer, i.e. 
the development of more robust and intelligent robot soccer strategies (human-like 
behaviors) and an environment free of human entities, for scoring and refereeing, while the 
game is being played. All of these can be successfully done using AI-based paradigms, e.g. 
fuzzy logic algorithms. 
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1. Introduction 

Over last decades a computational intelligence technique has take more action field in 
engineering, this method based on biological systems provides new solutions to tackle a 
wide range of engineering problems. This technique is the Artificial Immune Systems (AISs) 
(DeCastro&VonZuben,2000), which utilizes metaphors from the immune systems in order 
to solve problems. From different studies and investigations, multiples techniques had 
surged such as negative selection, immune networks, clonal selection and others. Precisely a 
new technique thrives inside on AIS, its name: Danger Theory. In this chapter we used some 
methods for develop robot soccer game strategies. 
Robot soccer presents a dynamic environment where it is possible to implement and test 
diverse and new computational designs. In robot soccer, specifically, SIMUROSOT from 
FIRA (website,2006), there are two leagues: middle and large leagues. In actual work, first 
one was used.  
In this chapter, robot soccer strategies based on natural immune response are presented. 
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2. Background 
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but the best control in these cases is an adaptive control; for this reason new techniques are 
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Fig. 2. ASM structure used in (Hwan at al, 1997) 
 
In (Yu-Hwan,2005) fuzzy logic is utilized to control speed and trajectory of each robot. It also 
implements a "genetic regulatory network" which uses a concept of the bioinformatics field 
based on how genes are involved in controlling intracellular and intercellular processes. In this 
way play roles are assigned dynamically. Its biological inspiration for the robot soccer 
environment showed good results. In Figure 3 shows the system architecture implemented. 
Like the previous work, the comparison is restricted to the computational model used. 
 

 
Fig. 3. System architecture used in (Yu-Hwan,2005) 
 
In project FIBRA (Armagno at al, 2006) the ant colony technique is used in ordet to identify 
opponent’s trajectories. Although good results are presented admits it has the disadvantage 
of requiring much processing time (about 4000 iterations). For decision making by using 
fuzzy logic like previous computational technique also has problems with the time needed 
for decision making, in addition, the large number of variables. In the evaluation process the 
following measures were used: percentage of time what the ball is played on his own or 
opponent's field, distributions of players on the field, number of goals, efficiency and 
effectiveness of attack to the opponent. At the beginning of that project was thought to an 
extent similar to the percentage of time the ball is played on each field, but based on human 
showed that football is not a very relevant, because even if a team has the ball in their 

 

for Robot Soccer since they can provide a cognitive behaviour emergent where several 
agents form a team looking for same objective. 

 
2.1 Some works related    
There are several works on Robot Soccer; most of them are focused to generate highly 
competitive teams providing in this way more reactive teams than deliberative teams. Some 
works related with this chapter are described as follows. A work what develops its strategy 
with Artificial Immune Systems (AIS) is showed in (Guan-Chun et al 2006). Basically the 
strategy enables one robot in order to select one behaviour between pass, kick, shoot, follow 
and protect. For strategies evaluation, the middle league from FIRA is used; the player robot 
takes a decision by using an artificial neural network implementing on this way an action to 
execute. In (Guan-Chun et al 2006) an antigen is represented by environmental information, 
besides each robot had 6 antibodies (see figure 1) that they correspond to actions or 
behaviours mentioned before. In order to calculate Antigen-Antibody affinity a fuzzy logic 
system is used. This combination AIS-Fuzzy logic presents good results and it offers a 
interesting tactic for robot soccer games.  
 

 
Fig. 1. Immune network used in (Guan-Chun et al 2006) 
 
Neuronal networks, in special, a Multilayer Perceptron –MLP- is used in (Hwan at al,1997) 
to make learning process; however a Action Selection Mechanism (ASM) is in charged of 
make an action according to play role (see figure 2). The play roles used in that work are 
goalkeeper, back –defense- and forward. As well as on this work, research is focused into 
adaptation in dynamical systems. 
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3.2 Natural Immune System 
As mentioned above, NIS has the ability to distinguish foreign molecules or elements that 
can damage the body, this is known as the distinction between self and non-self. In normal 
situations the NIS may mistakenly identify itself as a non-cell itself and execute an attack, 
this is called auto immunity. 
Although in NIS there are a variety of cells, some lymphocytes (type of white blood cell) are 
essential to mount an immune response, some lymphocytes featured are B and T; 
lymphocytes B complete their maturation in the bone marrow, while T cells migrate to the 
thymus. On the other hand, also exits dendritic cells and macrophages, first ones are found 
mainly in the skin, mucous membranes, lungs and spleen. Macrophages are specialized cells 
on to phagocyte (swallowing) large particles (e.g. bacteria) to decompose and then present 
them to lymphocytes. There is another type of cells with granules containing potent 
chemicals that kill other cells to be marked for elimination; these are known as natural killer 
cells (NKC). The figure below presents a classification of immune cells. 
 

 
Fig. 4. Immune system cells. 
 
Any substance or agent capableto produce an immune response are called antigens. An 
antigen may be a virus, bacterium or fungus, for example. When an antigen is presented, 
different cells can serve as antigen presenting cells (APC), these include B cells, T cells, 
macrophages and dendritic cells. APC role is to process a suspect foreign particles, broken 
down into peptides and after presente them on their surface to T cells in order to recognize 
antigen. Molecules that marks a cell as own are coded by a group of genes that is contained 
in a specific section of a chromosome, called Major Histocompatibility Complex or MHC. 
The MHC plays an important role in antigen identification, in particular for immune 
defense. Other specials molecules for immune defense are the antibodies, which belong to 
the family of molecules called inmunoglobinas and they are produced by B cells. Antibodies 
are composed of polypeptide chains which form a region V which is the area of coupling 
with the antibody (see Figure 5). 
 

 

dominance by one more time, this does not mean it is the best, because what counts in a 
championship is winning, that is, the highest number of goals scored and fewest goals 
received. 
 
In work presented in (Farris et al, 1997), unlike other techniques what they develop low-
level behavior such as pass and intercepted the ball and others, here high-level coordination 
is evolutioned using genetic programming; besides homogeneous and heterogeneous team 
are developed. Although it is possible to “evolve a successful team“ this requires a lot of 
time in order to obtain reasonable results. Furthermore, although the evidence was obtained 
partial success (although the details were omitted here). For the evolution of team’s 
strategies a mixed team is used because of the large number of iterations and mutation to 
take place, instead a pseudo-heterogeneous is implemented. 
 
In (Thomas, 2005) the strategies are based on fuzzy logic with trajectory evolution. A model 
of 3 inputs - 2 outputs is developed, where the inputs are two angles and a distance, and the 
two outputs correspond to two wheel speeds in order to control the robot. The convergence 
of the algorithm of evolution is slow. Another controller 5 inputs (3 previous +2 current for 
each wheel) - 2 outputs is implemented. This last driver introduced improvements in 
behavior, but the computing time increases greatly due to the increased number of 
dimensions. Unlike the present chapter, control strategies are aimed at navigation and 
trajectory of the robot, more is not playing strategy as such for this reason is not comparable 
with this chapter work. 
 
3. Immunology: Natural and Artificial 
 

3.1 Fundamentals 
The natural immune system is a complex network of specialized cells and organs that has 
evolved to protect the body against attacks from "outside invaders, defending infections 
caused by agents such as bacteria, viruses, parasites” and others (Woods, 1991). The ability 
of recognition is almost unlimited and it can remember past infections. In this way, when a 
pathogen attacks again the response is so efficient since it was recognized previously, which 
is known as secondary response. 
Natural Immune System (NIS), specifically vertebrate immune systems has been taken as 
biological inspiration for Artificial Immune System (AIS). Different features of NIS are 
highly appealing from point of view of engineering, these are as follows: 

 Uniqueness 
 Pattern recognition 
 Autonomy 
 Diversity 
 Multilayered 
 Anomaly detection 
 Distributivity 
 Noise tolerance 
 Robustness 
 Learning 
 Memory 
 Self-organization 
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3.3 Artificial Immune Systems 
Artificial immune systems (AIS) are adaptive systems inspired by immunological theories 
and observed immune functions, principles and models that are applied to solve problems 
(DeCastro&Timmis, 2002). Although this area of research is relatively recent, highlights 
several algorithms and models (website, 2009), some of them are: 
 Negative Selection Algorithm: it is inspired mainly by the mechanism in the thymus that 

produces a set of T cells what are able to bind only to antigens (non-equity), items on 
the basis only of their own. 

 Clonal Selection Algorithm: it is based on affinity maturation of B cells basically, this 
algorithm extracts two fundamental characteristics: proliferation of B cells proportional 
to the affinity with antigen (higher affinity, greater is number of clones produced) and 
the mutation undergoes the antibody (lower affinity, greater is mutation). 

 Immune Networks: these models are based on the fact that any cell receptor can be 
recognized by a receptor repertoire, recognizing each other, ie, B cells are stimulated by 
not only antigens but also by other B cells, and this feedback mechanism leads to a 
memory. 

 
3.3.1 Humoral Response Algorithm (HRA) 
Here, an algorithm inspired by Humoral Immunity is developed in order to implement 
behavior of some robot soccer players. This algorithm uses some features of Humoral 
response described previously.  The artificial immune response of HRA is considered in two 
stages: Stage or phase of activation and effector phase. In the next figure , these phases 
(natural immune response) are presented. 
 

 
Fig. 6. Activation and effector phases. 
 
(a) Activation Phase: At this stage the process of antigen identification is made, whose 
biological inspiration can be summarized as follows: Once reaching an antigen, an antigen 
presenting cell –APC- engulfs and processes it, once the molecular material is processed, it is 

 

 
Fig. 5. Antibody structure. 
 
The adaptive immune response is when the immune system can recognizes and selectively 
eliminates foreign molecules. This type of response may occur in two forms: Cellular and 
Humoral immunity. For development of actual chapter only the last one is taken into 
account. For details on the cellular immune response consult (Woods, 1991). Humoral 
immunity consists of the following phases: Macrophage swallows an antigen and becomes 
an APC, this APC divides the antigen in peptides, peptides and MHC join together to form 
an internally MHC-peptide molecule which one is presented on the APC surface. This 
stimulates to Helper T cells which recognizes the antigen through its TCR (T-Cell Receptor). 
Once recognition by the Helper T-cell is made, T-Cell emits two kinds of signals: CD40L and 
cytokines, for the purposes of this study only takes into account the last ones, since 
cytokines cause cell B proliferation and differentiation as clonal plasma cells and memory 
cells. Plasma cells secrete antibodies which are attached to the antigen in order to the natural 
killer cells (NKC) can be identify and eliminate them. 
 

 
Fig. 6. Humoral Immune response process. 
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3.4 Danger Theory 
In 1994, Polly Matzinger proposed a theory that tries to explain why, in some cases there is 
no distinction between self and strange, for example, why does not the immune system 
reacts to foreign bacteria in food?. Matzinger proposes to change the classical theory of self/ 
non-self by dangerous/harmless on a new thoery called the Danger Theory. The central 
concept of this theory is what the immune system reacts to danger, the danger is measured 
by damage to cells as indicated by stress signals that are sent when the cells die so unnatural 
way (Aickelin&Cayzer,2002). In detail, when a cell dies in unnatural conditions it sends a 
alarm or danger signal that establishes a zone of danger around it (see Figure 7). In this 
context, B cells are responsible to produce antibodies that detect these antigens. If this 
detection occurs within danger zone, antibodies are stimulated and thus are activated. 
However, if detection is outside the danger zone, then the antibodies are not stimulated. 
Even if there is an affinity between antigen-antibody by outside the danger zone will not 
develop a cellular activation. 
 

 
Fig. 7. Danger zone. 
 
According to the two-signal model proposed by (Brester and Cohn,1970), antigen 
recognition is accomplished through two signals: signal recognition (signal one) and signal 
of co-stimulation (signal two), the last one really means dangerous (Aickelin&Cayzer,2002). 
Under the Bretscher-Cohn model, Danger Theory operates with the laws of lymphocytes, 
which are (Matzinger,2001): 
1) A lymphocyte requires two signals to be activated, Signal One (signal recognition) 

comes from the junction of TCR (T cell receptor) and MHC-peptide. Signal Two 
comes from an APC.  

2) A lymphocyte only accepts Signal Two from APC. 
3) The activation phase delays a certain time and after activated, the lymphocytes not 

need Signal Two. 

 
 

 

presented on antigen surface joined to a molecule of the largest histocompatibility complex 
for subsequent recognition by a Helper T-lymphocyte which sends limphokynes to activate 
the B-cells. This stage is modeled as follow: 
 
PRE-HRAALGORITHM 

1- Begin 
2-   For each antigen 
3-    divide in peptides 
4-    show MCH/peptide 
5-    T-Helper sends limphokynes 
6-   End For 
7- End 

Each time that an antigen arrives, breaks down elements that make up this antigen, for this 
chapter the opponent's strategy represents an antigen; peptides represent the coordinates’ 
opponents players with respect to the ball. In order to process information of the opponent, 
information from the local team represents MCH and form MCH / peptide (biological point 
of view). According to this information the opponent's strategy is identify. Although in the 
biological process there is a mutation from T Helper cells, the model proposed in this work 
was not taken into account since it represents a high computational cost. 
(b) Effector phase: At this stage the process of antigen elimination is carries out. The biological 
process modeled is showed as follows. 
 

HRA ALGORITHM 
1. Begin 
2.  While receives limphokyne Do 
3.   If Ab exists in memory Then 
4.    Use Ab 
5.   Else 
6.   Generate Abs 
7.   For each Ab Do 
8.     Calculate affinity 
9.    Choose Abs with best affinity 
10.    If exist bests Abs Then 
11.     Choose the best 
12.    Else 
13.      Mutation of  Antigen Image 
14.     End If 
15.   End For 
16.   End If 
17.   End While 
18.  End  

 
Once the limphokines are received from earlier stage, the algorithm verifies if an antibody 
(Ab) exists into memory then it is used, otherwise generates Abs, calculates his affinity with 
antigen for each one and chooses the best Ab. In some cases the affinities are not the best, 
and then a mutation of antigen image is necessary. 
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4.1 Goalkeeper Strategy 
In this study, APC cell will be a B cell, the lymphocyte to be activated will be a NKC (natural 
killer cells), antigen is the strategy of the opponent's attack and signals One and Two will be 
which indicate to the goalkeeper that its bow is on danger. This analogy between elements 
of soccer robots and immunology is detailed in Table 1. 
 

Danger Theory Elements Robot Soccer 

APC Goalkeeper ID-Strategy  
Tissue 1/3 Home Side 
Antigen Opponent and Ball at home side 
Signal One Ball at home side 
Signal Two Opponent with ball close to penalty area 
Danger Zone (Fixed) Penalty area 
Lymphocyte (NKC) Clear Strategy-AIKIDO 

Table 1. Analogy between danger theory an robot soccer. 
 
Goalkeeper identifies if there are opponent plays that can become dangerous and end up in 
goal, all of these by taking into account the signals of the model. When in the course of 
game, the ball is on final third side of the stadium itself (see Figure 8), will trigger an alert, 
this is sign one, since ball position can become goal. That is why active surveillance 
opponent's moves in order to detect if there is danger. The goalkeeper is so attentive to 
receive signal Two or co-stimulation, which indicates whether the situation is dangerous or 
not, that signal will be present when opponent has the ball and is in proximity to penalty 
area. 

 
Fig. 8. Danger zone on game field. 
 
As human soccer, goalkeeper gets alerted when an opponent player with the ball is coming. 
Usually, goalkeeper is located close to the vertical post nearest where is dangerous situation. 
This work takes such human reaction in order to do monitoring process. In robot soccer case 
a fixed danger zone is used, which corresponds to the penalty area. When goalkeeper 
receives the two signals lymphocyte NKC is activated, which is clearance strategy, 

 

3.4.1 Danger Theory Algorithm  
In order to make an abstraction of model proposed by Matzinger, it is necessary to identify 
certain characteristics to be implemented on this model, which one has been called DTAL 
(Danger Theory Algorithm). Here are the features modeled: 
 Danger Zone 
 Signal One 
 Siganl Two 
 Antigen 
 Lymphocyte 
 APC 
 
Following the characteristics from model proposed by Matzinger an algorithm is generated. 
The proposed algorithm is presented below. 
 

Algorithm DTAL  
1 - Start  
2 - for each antigen  
3 -  detect alert (Signal One)  
4 -  monitor antigen  
5 -  if you receive signal then Two  
6 -   danger zone set  
7 -   activate lymphocyte NKC  
8 -  end if  
9 - end for  
10 - end 

 
The flexibility of this algorithm is to define a danger zone that could be placed where is 
needed, since there are systems which require what certain area or subsystem always is at 
same place in order to be monitored for abnormalities; in these cases line 6 of algorithm can 
be located at 1.5 to establish the danger zone. This flexibility makes the algorithm can be 
applied in different environments (Prieto et al, 2008). 

 
4. Robot Soccer Strategies Inspired on Immunology 
 

Taking the concepts of immunology treated previously strategies for robot soccer are 
developed, both from a classical viewpoint and from the viewpoint of danger theory.  
In many cases, the strategy used by a robot soccer team is treated globally. However, this 
may not be appropriate since the goalkeeper carries out other functions and can be viewed 
as a special player. Therefore, goalkeeper strategy can be separated from the rest of team, 
but still must be coordinated or linked to the rest of team to achieve objective: win the game. 
Therefore, in this chapter we define the strategies of the players as well: 
1) Goalkeeper Strategy: We propose the use danger theory to develop the goalkeeper 

strategy. 
2) Strategy Team: For the average league soccer robots (SIMUROSOT), players, excluding 

the goalkeeper, is four. With these players can deploy multiple roles football game. In 
this case, we propose the use of the humoral response theory to develop team strategy. 
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Activation stage is responsible for make acknowlegde. To perform this process is necessary 
take this information and process it with the Major Histocompatibility Complex-MCH-
(biologically speaking). From Robot soccer point of view, MCH can be represented by XY 
positions from local team (10 data). Using all the information (antigen and MCH) is 
necessary to find the distance between each local player and each opponent player with 
respect to ball, thus finding opponents who are an active participation on game and what 
players can participate in current move, in other words, we know the opponent's strategy by 
the players directly involved in action game, getting an image of the antigen. This process is 
analogous to the decomposition of such a peptide antigen in the biological. 

 
5. Experimentation and Results 
 

Due to Robot Soccer environment the experiments are based on matches of 5 minutes each, 
depending on the category SIMUROSOT. To test the proposed strategies, it is necessary to 
match the team in which strategies were implemented (local) with other teams, that is, other 
gaming strategies. One difficulty in the robot soccer environment –FIRA- lies in the 
unavailability of reference test strategies or benchmark for evaluation. However, different 
strategies developed in the work of (Sotomonte, 2005) and (Kogan and Parra,2006) were 
used in experimentation. That is, used 4 strategies:  
 H01-heterogeneous system model 1, M04-homogeneous system with knowledge of 

rules and collision detection. Both were designed by (Sotomonte, 2005). 
 Rakiduam developed by Kogan and Parra in 2006. Participated in the Argentine 

Championship Robot Soccer (website,2008), earning fifth place among 10 participants. 
 Strategy which has by default the simulator league official SIMUROSOT. 
In addition, a random attack strategy is used. 

 
5.1 Results 
In order to do all experiments only game time where the ball is in action game was taken. 
For this reason, the number of matches is not bigger in comparison with others 
investigations, but inside Robot Soccer context is enough in order to prove the 
computational intelligence. 

 
5.1.1 DTAL Algorithm 
To determinate effectiveness of this strategy, 15 matches were carried out. Time used on 
these tests was 15 minutes nets –no dead times were taken into account-. In order to 
evaluate the strategies developed two primordial features were used: Goal Options and 
Goal Annotations. The first ones are which Signal Two was present, it means, antigen was 
recognized as dangerous.  

 

disarming the opponent's goal play. As in human and robot soccer, clearance does not 
guarantee full disarmament of opposing team's attack, in many cases it needs the 
intervention of other elements to make the response effective. The clearance strategy used 
by goalkeeper is taken from aikido art, a strategy proposed by (Fredman&Mon,2004). This 
technique uses the force that is blowing to deflect it. The strategy of goalkeeper is uses angle 
and speed that comes with the ball and deflected its course, away from the arc as far as 
possible. 

 
4.2 Team Strategy 
Since the dynamics of soccer game is necessary that resident system; in this context, local 
team will be capable adapting to game schema of opponent in order to win soccer match. 
For team strategy development, information provided by simulator is used and putted into 
a vector of 22 elements, which result from to combine positions (x, y) of all players (home 
and visit) and ball. 
 

LX0t LY0t LX1t LY1t … LX4t LY4t OX0t OX0t OX1t OX1t … OX4t OX4t BXt BYt 
 

Where LXit and LYit represent local player i coordinates at t time instant. For the team 
strategy, an antigen represents opponent's strategy, noting that the concept of strategy used 
for the team is defined as formation of the opponent with regard to both ball and field game 
into a window of time. To determine a strategy is necessary to use a sequence of movements 
of the opponent into a period of time. Because of need to sample the opponent's strategy, it 
is essential to have a history of opponent’s movements (see Table 2). For this reason, when 
opponent player location is needed does not take the current position but for that player's 
position corresponds to predicting the next move according to that history (see equations 1 
and 2). 
 
OX0t OY0t  OX1t OY1t … OX4t  OY4t  

OX0t-1 OY0 t-1  OX1 t-1 OY1 t-1 … OX4 t-1 OY4t-1  

    
        

OX0t-4 OY0 t-4  OX1 t-4 OY1 t-4 … OX4 t-k OY4t-4 

Table 2. History opponent's moves. 
 

( )∑
=

−−−+ −+=
3

0
1)(1 4

1
k

ktkttt OXOXOXOX  (1) 

( )∑
=

−−−+ −+=
3

0
1)(1 4

1
k

ktkttt OYOYOYOY  (2) 

 
On this way, an antigen can be represented as follows: 

OX0 OY0 OX1 OY1 … OX4 OY4 BX BY 
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5.1.3 Analysis 
In experiments for algorithm DTAL, despite the fact that goalkeeper played only against the 
rest of the opposing team (1 vs. 5), a high rate of effectiveness tackling opposing moves that 
may become a goal, was achieved. Although some aspects may improve the prediction of 
the position of the ball, the algorithm has many qualities to be implemented in other 
engineering fields. Those characteristics are the simplicity of implementation, speed of 
response and security system applications.   
When algorithm DTAL is combined with algorithm HRA to develop the equipment, the 
team has characteristics of cooperation that was not formally designed, but its inspiration 
immune system makes this system suitable for multi-agent dynamic environments. The 
HRA algorithm can be implemented in other fields of action, preliminary interpretation of 
the environment so that its effectiveness is reflected in the particular application. 
Even though the team was able to face different game situations, the method of navigation 
could be improved to make it much faster and generate movements that the opponent can 
not respond optimally, and thus will find a game much more competitive. However, in 
several previous works are presented various forms of navigation, but in the present study 
opted for a simple and effective way of navigation, since the focus of research was the 
application of artificial immunology concepts for a multi-agent system in highly dynamic 
environment. 

 
6. Future Research 
 

As future work, it is worthwhile to deepen some aspects of this work, besides continuing 
some work done. These aspects are: 
 Because of work focused on a high level of abstraction, namely the implementation of 

strategies in play, a task ahead is to strengthen the players' actions to be implemented 
in a competition either domestically or internationally. 

 There should be testing and improving, if necessary, the navigation system in order to 
be faster, since in gaming systems this is a very important feature in a competition. 

 Perform other hybrid models involving computer techniques bio-inspired such as 
neural networks and genetic algorithms, in order to find a very competitive 
internationally. 

 Using other platforms to interact with official simulator from FIRA to run faster actions, 
besides being able to implement different programming structures for the development 
of strategies. 

 
7. Conclusions 
 

Algorithms based on immunology concepts are presented; these features are used into a 
computational system in this case a robot soccer team in order to learn the game situations. 
Through interaction with the rating system, a memory is built so that its response is fast 
growing and adapts its behavior to different game situations regardless of the opponent. 
It is important highlight that although the algorithms developed in this work, initially did 
not schedule for explicit communication between players (ie, between the goalkeeper and 
other players), thanks to the biological inspiration in immunology surges a collaborative 
relationship between the players in order to give a response to actions of the opponent who 

 

 
Table 3. Results for DTAL algorithm 
 
It is important highline the fact that matches use 5 opposite player vs. goalkeeper, and so the 
effectiveness obtained was 84.43% with a standard deviation of 6.10%. 

 
5.1.2 HRA Algorithm 
Difference between this test and before test is the combination of 2 algorithms is into this 
algorithm.  So, following its biological inspiration the HRA algorithm use memory in order 
to adaptation will be successfully. Into the next figure a goal tendency is showed; this 
represents its adaptation a different opponents. 
 

 
Fig. 9. 

 

Match Goal Option Goal 
Annotation 

Effectiveness 
Goalkeaper (%) 

1 26 2 92.30 
2 52 6 88.46 
3 26 0 100 
4 44 6 86.36 
5 42 4 90.47 
6 46 8 82.61 
7 56 11 80.36 
8 58 10 82.76 
9 58 12 79.31 
10 43 9 79.07 
11 36 7 80.56 
12 44 10 77.27 
13 60 10 83.33 
14 62 12 80.65 
15 47 8 82.98 
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1. Introduction 
 

Multi-agent system is an emerging cross-disciplinary, involving robotics, artificial 
intelligence, mechatronics, intelligent control and etc. To improve the collaboration 
capabilities in unpredictable environment is an important part of the development of 
robotics. 
Robot soccer system is a typical and challenging multi-robot system. It is an emerging field 
of artificial intelligence research, combining the real-time vision system, robot control, 
wireless communications, multi-robot control, and many other areas of technology. Robot 
soccer provides an ideal platform for robot collaboration research in dynamic and 
unpredictable environment. Assigning the appropriate role for each robot in robot soccer 
under the fast-changing environment is a basis issue of the real time decision-making 
system and the key to victory. 
Role assignment in robot soccer has a direct impact on the efficiency of the entire system, 
and influences the ability of each robot to finish their task. At present, role assignment in 
robot soccer is mainly based on behavior, fuzzy consistent relation, robot learning, and 
evolutionary algorithm, etc. Behavior-based approach is simple, but only has a local optimal 
solution and is poor of robot collaboration. Fuzzy consistent relation increases the flexibility 
of the team, but it is difficult to build the model. Machine learning and genetic algorithm 
adapt to the complex dynamic environment but need training process. 
This chapter presents two new algorithms based on analytic hierarchy process and market 
mechanism.  
Analytic Hierarchy Process (AHP), a method of decision theory in operational research, is 
used for the role assignment. Based on mathematics and psychology, Analytic Hierarchy 
Process was developed by Thomas L. Saaty in the 1970s and has been extensively studied 
and refined since then. The AHP provides a comprehensive and rational framework for 
structuring a decision problem, for representing and quantifying its elements, for relating 
those elements to overall goals, and for evaluating alternative solutions. It is used around 
the world in a wide variety of decision situations, in fields such as government, business, 
industry, healthcare, and education. 
AHP can rank choices in the order of their effectiveness in meeting conflicting objectives. 
Logic errors can be avoided when policy makers facing complex structure and many 
programs. In this chapter, in order to select a suitable robot for a certain role, the hierarchy is 
built, the pairwise comparison matrices are constructed with the help of experts, the weight 
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Develop the hierarchy by breaking the problem down into its components. The three major 
levels of the hierarchy are the goal, objectives, and alternatives. 
 
2. Construct the pairwise comparison matrices.  
Begin with the second layer, use pairwise comparison and 1-9 scale to construct the 
comparison matrices. A comparison is the numerical representation of a relationship 
between two elements that share a common parent. Do until the last layer. 
 
3. Calculate the weight vector and measure the consistency.  
For each pairwise comparison matrix calculate the largest eigenvalue and the corresponding 
eigenvector. Calculate the CI (consistency index) and CR (consistency ratio) to text the 
consistency of the matrices. If CR < 0.1, the test passed, and the normalized eigenvectors can 
be seen as the weight vectors. If adopted, the pairwise comparison matrices would be 
restructured. 
 
4. Calculate the combination weight vector and measure the consistency. 
Calculate the combination weight vector and test the consistency. If the test passed, the 
decision can be made according the outcome expressed by the combination weight vectors. 
Otherwise, restructure the pairwise comparison matrices whose CR are larger. AHP tells us 
that the plan with the largest combination weight is the most suitable for the goal. 

 
3.2 Role Assignment 
We define four roles in this chapter: attacker, winger, assistant and defender, except the 
goalkeeper (fixed to be robot 0). 
Different stadium situations mean different role assignment strategies. The position of the 
ball is used to describe the stadium situation, such as attack, defence and etc. And it will 
influence the values of pairwise comparison matrices. The stadium is divided into 7 regions 
(shown in Figure 1). Roles of robots need to be assigned in every region which is shown in 
Figure 1. 
Now we take selecting the attacker when the ball is in region 4 for example to show how to 
assign the roles using AHP. 
 

Fig. 1. Region division 

 
3.2.1 Build the Hierarchy 
There are three levels of the hierarchy: goal, objectives, and alternatives. 
 

 

 

vector and the combination weight vector are calculated, and their consistencies are 
measured according AHP. 
Market mechanism which is introduced into traditional behavior-based allocation is also 
used for role assignment. Firstly the task in the method is divided into two parts, 
combinatorial task and single task. The former is allocated to the specified robot group by 
using auction method while the latter is allocated to the single robot. Then the Bipartite 
Graph's weight and maximum match are adopted to solve the role collisions brought by 
dynamic assigning. 

 
2. Behavior-based Role Assignment  
 

The most fundamental and simplest role assignment method is fixing the role of each robot. 
Fixed role method is designating a role for each robot, when designing the decision-making 
system. And the role of each robot will not change in a strategy. Since the role of each robot 
is fixed before the game beginning, the movement of each robot is coherent. But this fixed 
role method has an obvious shortcoming: the robot could not always do the most suitable 
task, and it can not change its task according the fast-changing environment. This may cause 
the wastage of resources and the weak control ability of the decision-making system. 
Every robot has a weight of each task, and the role of the robot is assigned by the weights in 
behaviour-based method. According to the different weights which are different for 
different task, different robot, and different status of the game, the decision-making system 
could choose the best finisher for each task. 
Behavior-based role assignment algorithm is generally divided into three steps:  

Step1: For a task j, calculate the weight of each robot according some algorithm which 
is designed in the decision-making system. 

Step2: Find out the robot which has the greatest weight. 
Step3: Assigned the task j to the robot which has the greatest weight, and do not assign 
another task to this robot in the follow-up distribution. 
Step4: Go to step1 until every task finds a robot to achieve.  

The method is characterized by the simpleness of the calculation process, and it is real-time 
and fault-tolerance. But this method sometimes leads to inconsistent of one robot’s role. 
That is the role of a robot may change fast. Behavior-based approach is simple, but it only 
has a local optimal solution and is poor of robot collaboration. 

 
3. Role Assignment Based on Analytic Hierarchy Process 
 

3.1 The Algorithm of AHP 
Analytic Hierarchy Process (AHP) is one of Multi Criteria decision making method, and it 
allows some small inconsistency in judgment because human is not always consistent. The 
ratio scales are derived from the principal Eigen vectors and the consistency index is 
derived from the principal Eigen value. AHP has been widely used in economic planning 
and management, energy policy, military command, transportation, education, etc. The 
algorithm of AHP is as follows (more details are presented in Thomas L. Saaty‘s book: The 
Analytic Hierarchy Process): 
1. Build the hierarchy.  
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Intensity of 
Importance Definition Explanation 

1 Equal Importance Two activities contribute equally to the 
objective 

2 Weak or slight  

3 Moderate importance Experience and judgement slightly 
favour one activity over another 

4 Moderate plus  

5 Strong importance Experience and judgement strongly 
favour one activity over another 

6 Strong plus  

7 Very strong or 
demonstrated importance 

An activity is favoured very strongly 
over another; its dominance 
demonstrated in practice 

8 Very, very strong  

9 Extreme importance 
The evidence favouring one activity 
over another is of the highest possible 
order of affirmation 

Reciprocals 
of above 

If activity i has one of the 
above non-zero numbers 
assigned to it when 
compared with activity j, 
then j has the reciprocal 
value when compared with i 

A reasonable assumption 

1.1–1.9 If the activities are very 
close 

May be difficult to assign the best value 
but when compared with other 
contrasting activities the size of the 
small numbers would not be too 
noticeable, yet they can still indicate the 
relative importance of the activities. 

Table 1. The fundamental scale of absolute numbers(1-9 scales) 
 
We first construct the pairwise comparison matrix of the second layer use the 1-9 scale. This 
work must be done by the experts, the opinion of each expert should be considered. We 
invited several experts in robot soccer to attend our work and the result is shown in Table 2. 
For example, B is moderate importance compared with A judged by the experts, so the 
value of matrix element a21 is 3 and the value of a12 is 1/3. 
So the pairwise comparison matrix of the second layer is as follows:

1
1 5

3
( ) 3 1 73 3

1 1
1

5 7

A a ij 

 
 
 
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 

(1) 

 

 

 

 
Fig. 2. Hierarchy diagram 
 
1. Goal 
The goal of role assignment is finding a suitable robot for a certain role. Selecting the 
attacker when the ball is in region 4 is for example in this section. So the goal is defined to be 
finding the attacker, shown in Figure 2. 
 
2. Objectives 
The factors which influence the assignment are as follows: 

A: the distance between the ball and the robot. 
B: the pose of the robot (here, we use the angle between the ball motion direction and 

the robot motion direction to describe it). 
C: obstacles (we define the obstacle as this: robots in a particular fan region in the robot 

motion direction, and the bound is also an obstacle). 
D: the position of the ball. 
We do not take the position of the ball as an element of the objectives (shown in Figure 

2). Because the role assignment and the importance of the factors are different when the ball 
is in different regions, so the pairwise comparison matrices may not be the same in each 
region. Now we only consider the situation when the ball is in region 4. 
 
3. Complete the hierarchy 
The goal and the objectives are described upper. And the alternatives are the four robots. 
The hierarchy with the goal, objectives, and the alternatives is shown in Figure  2. 

 
3.2.2 Construct the Pairwise Comparison Matrices 
When comparing the impact of two different factors for an upper layer factor, which relative 
measure scale is good? We use the 1-9 scale for the following reasons:  

1. Conducting qualitative comparison, people usually have 5 clear hierarchies which 
can be easily expressed by 1-9 scale.  

2. Psychologists believe, too many paired comparison factors will exceed peoples’ 
judge ability. Using 1-9 scale to describe the difference is appropriate.  

3. Saaty have experiment total 27 kinds of comparison scale such as 1-3, 1-5, 1-9, 1-27, 
etc[9]. The result showed that not only in the simple measures 1-9 scale is the best, but also 
as good as the complicated scales. 

Currently, most people use 1-9 scale (shown in Table 1.) in their applications of AHP. 
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3.2.3 Calculate the Weight Vectors and Measure the Consistency 
First we calculate the largest eiginvalue max

A of matrix A and the normalized corresponding 

eigenvector  A .

max 3.0649 A  (5)
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Then CI (Consistency index) and CR (Consistency ratio) are calculated to test the 
consistency. And the RI (Random consistency index) is shown in Table 4. 
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Because CRA < 0.1, according the theory of AHP the consistency test is passed, and  A can 
be seen as the weight vector of the second layer. 
Then we continue to calculate the third layer. B

k  (k = 1, 2, 3) which is the largest eigenvalue 
of matrix and the normalized corresponding eigenvector B

k (k = 1, 2, 3) are calculated. 
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n 1 2 3 4 5 6 7 8 9 10 11 
RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 
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Table 2. Pairwise comparison of the second layer 
 
When constructing the pairwise comparison matrices of the third layer, we need to compare 
the importance of the same factor among the four robots. But the values of the factors are 
not 1-9, this chapter establish a transformation using the idea of fuzzy mathematics to 
transform the factor value into 1-9 scale. The transformation method is shown in Table 3. 
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(the number of the 
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2 80~90 90~100  
3 70~80 75~90 4~5 
4 60~70 50~75  
5 50~60 40~50 2~3 
6 40~50 30~40  
7 30~40 20~30 1 
8 20~30 10~20  
9 <=20 0~10 0 

Table 3. Measure transformation.  
 
We use A(k), B(k), C(k) to express the grades of robot k according the factor A, B and C. 
Then we get the pairwise comparison matrices: B1, B2 and B3 as follows: 
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show that if we do not restructure the pairwise comparison matrices, the final results of the 
role assignment are also good judging by the experts. 
 

  
Fig. 3. Goal difference of Behavior-based role assignment and AHP-based role assignment 
 
AHP can rank choices in the order of their effectiveness in meeting conflicting objectives. 
Logic errors can be avoided when policy makers facing complex structure and many 
programs. The success of the algorithm depends on the comparison matrices which are 
decided by the experts. Senior experts are the keys to this algorithm. 

 
4. The Role Assignment Based on Market Mechanism 
 

This section focuses on the role assignment based on market mechanism. Firstly define the 
tasks and dynamic task allocation in robot soccer using the concept of set theory. Then the 
basic idea and elements of the market mechanism, the solution process of the algorithm are 
presented. The problem of role conflict is solved using the maximum matching algorithm of 
bipartite graph. Experiments on the SimuroSot (5vs5) game platform show that the method 
is effective and convenient. 

 
4.1 Robot Soccer Task and Task Allocation Dynamically 
 

 
Fig. 4. Attack cooperate 

 

 

Consistency ratio of matrix Bk:   
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The results of the experiments show that almost every CR can pass the test, and if there is 
some CR > 0.1, it will not bring very bad influence to the final role assignment. We did some 
experiments which we intentionally make some CR > 0.1. And the final results of the role 
assignment are also good judging by the experts, if we do not restructure the pairwise 
comparison matrices. 

 
3.2.4 Calculate the Combination Weight Vector and Complete the Role Assignment 
After the eigenvectors  B

k (k=1, 2, 3) are calculated, we use them to calculate the 
combination weight vector W. The formulas are as follows: 
 

1 2 3( , , )B B B    (11) 

( )A TW    (12)
 

The theory of AHP tells us that the k-th plan which the corresponding W(k) is the largest is 
the most suitable for the goal. So robot k is the most suitable to be the attacker. 
Using the AHP we find out the most suitable robot for being the attacker. The same method 
can be used to find out the most suitable robots for being the winger, assistant, and 
defender. If a robot is the most suitable for two more roles, for example attacker and 
assistant, we will choose it to be the attacker, in accordance with the principle of good 
offensive.  
Above, we use AHP to solve the role assignment. The hierarchy is built, the pairwise 
comparison matrices are constructed with the help of experts, the weight vector and the 
combination weight vector are calculated, and their consistencies are measured according 
AHP. We followed the algorithm of AHP to assign roles when the ball is in region 4. The 
role assignment when the ball is in the other regions (shown in Figure 1) can be completed 
using the same algorithm. 

 
3.3 Experiment 
The simulation is done on Robot Soccer V1.5a (it can be downloaded on 
http://www.fira.net/soccer/simurosot/R_Soccer_v15a_030204.exe). In order to examine 
the role assignment method based on AHP, this chapter designs two strategies to compete 
with the own strategy of the platform for 50 matches. One use the role assignment method 
based on AHP, and the other use the role assignment method based on behavior. Figure 3 
shows the goal difference when the two strategies compete with the platform’s own strategy 
separately. The average goal difference of the strategy using behaviour-based role 
assignment algorithm is 1.28, and the average goal difference of the strategy using 
AHP-based role assignment algorithm is 3.06. 
The results of experiments on SimuroSot 5vs5 show that the method is feasible and effective. 
Though there is probable that the consistency test may not be passed. Our experiments 
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3. Income 
The income of one robot after it finishing its task can be defined as followed: 
 

   ( , ) ( , ) cos ( , )income r t reward r t t r ti i ik k k                  (15) 

 
4.2.2 Auction and Combinational Task Auction 
Market mechanism is based on auction theory. Generally, there are four types of auction: 
English auction, Dutch auction, sealed first-price auction, sealed-bid second-price auction. 
All the above auctions have the same important steps: auction announcement, bidding, 
contract. First the auction announcement will inform the entire bidder that what is going to 
be auctioned and the bidder will bid it and only one bidder will get the contact. Then the 
auction comes to the end. 
Now the combination task auction in this chapter has the following assumption: 

1. Auction is done by cooperative task. 
2. Robots could be united as one union to bid one combinational task, and one robot could   
be in different unions. 
3. Auction is done as sealed first-price auction. The bidder which gives the highest price 
will be the winner in the auction. 

One robot union should bid according to the above rules and distribute the tasks to the 
robot in the union. It is allowed that the robots make a bargain with the others. 

 
4.3 The Algorithm of Role Assignment 
 

4.3.1 Initial Task Allocation 
At the start of one match, the system should allocate the initial task to each robot. The task is 
divided into two layers: the first layer consists of cooperative tasks and the second layer 
consists of single tasks. Firstly cooperative tasks are allocated to robot unions by auction and 
single tasks are allocated to individual robots by behavior-based. The specific description of 
steps is as follow: 

Step1: Generate the task set T, and divide it into several cooperative tasks M1, M2 ,..., Mk 
and assign constraint to each cooperative task. 

Step2: According to the number of robots (mark with x) in the cooperative task, choose x 
robots in the entire robots R, which has x

nC  unions, calculate the income for each union and 
delete the unions which are not suitable to the constraints. 

Step3: For cooperative task Mi, back to step 1 if there is not suitable bidder, else select the 
union which gives the highest price. 

Step4: The union allocate the task to each robot by behavior-base method, and if there is 
not any task-conflict and go to step6. 

Step5: Solve task-conflict. 
Step6: Output the result. 

 
4.3.2 Task Re-allocation 
To avoid that the roles of robots change too frequently, the system needs to adjust each 
robot’s task to get a consistent result. The following are the differences from initial task 
allocation: 

 

 

Now assume a set of R consists of n robots { |1 }iR r i n    and a set of T consists of n 
tasks { |1 }kT t k n   . 
According to the situation of the game, this role assignment method will abstract several 
tasks from the formation of the team such as shooting, guarding and so on. Then using some 
algorithm to get a reflection f from the robots set to the tasks set (f : R→T). In some statuses, 
it requires several robots to finish the task cooperatively.  
In Figure 4 (The white is opponent, attack from left to right), it is obviously that the effect of 
only one robot shooting the gate is not good, and a better way is as follow: robot 1 move 
along the dotted line, pass the ball to robot 3, and robot 3 shoot the gate. 
This chapter use the following definition: cooperative task M ( M T ) is the task which 
requires several robots cooperatively to finish it, atom task S ( S T ) is the task which 
requires only one robot to finish it. And all the cooperative tasks ( 1 2, , iM M M ) and atom 
tasks ( 1 2, , jS S S ) should satisfy the following condition: ,i j i jM S    
and 1 2 1 2i jM M M S S S T     . In this chapter, atom task is treated as cooperative 
task since it could be treated as special cooperative task which require only one robot. 

 
4.2 The Basics of Role Assignment Based on Market Mechanism 
 

4.2.1. The Cost of Task, Reward and Income 
1. Cost of the task 
The cost of a robot achieving a task in robot soccer is the time. In this chapter, use cost(ri, tk) 
to mark the cost of robot ri achieving task tk. In robot soccer games, the cost will increase 
with the distance from the current position of the robot to the expected position, as well as 
the rotation angle and the difficulty of current status transforming to expected status. So the 
cost can be defined as follow: 
 

 cos ( , ) ( , , )i kt r t f d v                          (13) 
 

d is the distance from the current position of the robot to the expected position,θ is the 

rotation angle, v is the difference between current velocity and the expected velocity.  
 
2. Reward 
Each robot will get reward if it finished its task. Robot ri will get reward after it finishing 
task tk : reward(ri , tk). For offensive one, it will get more rewards if it runs toward the middle 
of the enemy’s gate while the defensive one will get more rewards if it intercepts the ball 
run toward its gate. When one robot is at mid-ground,  it will get rewards from attacking 
and defending. The reward(ri , tk) is defined as follows: 
 

   , ,reward r t g Attack Defendi k                      (14) 

 
Attack indicates the ability of attacking after a robot finished its task and defend indicates the 
defending one. In a real match, they can be represented by the position of robot and the 
velocity of the ball and so on. 
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Step2: 
M is the solution if M has satisfied the point in subset X, and this algorithm comes to the end. 
Otherwise, select one non- saturated point x X and generate set { },S x T   . 
 
Step3: 
Calculate the adjacent point set ( )N S : 
 

( ) { |( ) ( )}N S r t S rt E                            (18) 
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5. Conclusions and Future Research 
 

Figure 7 shows the goal differences using the strategies which contain AHP-based role 
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depends on the comparison matrices which are decided by the experts. And the modelling 
of the Market-based method also needs the experience of the experts. Senior experts are the 
keys to these two algorithms. One of the future researches is using self-learning to improve 
these algorithms. 
Robot soccer is a dynamic, uncertain, and difficult predicting system. Multi-robot role 
assignment has become a hot spot in the current research. Much work has been done in role 
assignment, many new algorithms and theories are introduced into this area. But the study 
of robot role assignment is still in its early stage, there is still a long way to go. 
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1. Introduction

Specifying behaviors of physical multi-agent systems (MAS) – also called multi-robot systems
– is a demanding task, especially when they are applied in safety critical applications. For this,
formal methods based on mathematical models of the system under design are helpful. They
allow us not only to formally specify the system at different levels of abstraction, but also
to analyze the consistency of the specified systems before implementing them. The formal
specification aims at both, a precise and unambiguous description of the behavior of MAS,
and a formal verification whether a given specification is satisfied. For example, it should be
possible to show that unsafe regions of the state space cannot be reached, or that a particular
property is satisfied.
Generally, the behavior of an agent in MAS can be driven by external events and internal
states. Therefore, an efficient way to model such systems is to use state transition diagrams,
which are well established in software engineering. A state transition diagram describes the
dynamic behaviour of an agent in terms of how the agent acts in certain scenarios of the
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simple plyer

line up
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line up
line up

kick off

game over

team lost ball
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game over

simple player

Fig. 1. A description of a simple agent in robotic soccer as a transition system.
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environment. It aims at defining the behavior rules for the agents of the system. For example,
Fig. 1 shows the behavior of an abstract simple agent/player in robotic soccer modeled as
a state transition diagram. The agent may either defend or attack, depending on which team
is controlling the ball. All changes of such global behaviors happen in response to one or
more external events. Generally, state transition diagrams have been applied successfully
for MAS, particularly in the RoboCup, a simulation of (human) soccer with real or virtual
robots (cf. Arai & Stolzenburg, 2002; da Silva et al., 2004), in particular for the teams RoboLog
Koblenz (two-dimensional simulation league) and Harzer Rollers (standard four-legged league)
(Murray et al., 2002; Ruh & Stolzenburg, 2008).
In realistic physical environments, it is necessary to consider continuous actions in addition
to discrete changes of the behaviors. Take for example, the movement of a soccer agent to
kick off or to go to the ball, the process of putting out the fire by a fire brigade agent in a
rescue scenario, or any other behaviors that depend on any timed physical law. Hybrid au-
tomata (Henzinger, 1996) offer an elegant method to model such types of behaviors. Basically,
hybrid automata extend regular state transition diagrams with methods that deal with those
continuous actions. The state transition diagrams are used to model the discrete changes of
the agents’ behavior, while differential equations are used to model the continuous changes.
The semantics of hybrid automata make them accessible to a formal validation of systems, es-
pecially for those systems which are situated in safety critical environments. Model checking
can be used to prove desirable features or the absence of unwanted properties in the specified
systems (Clarke et al., 1999). Specifying and verifying behaviors of MAS by means of hybrid
automata is challenging for many reasons. One of those is a state space problem: Essentially,
MAS are specified as concurrent automata that have to be composed in parallel. The result
of this composition captures all possible behaviors that may occur among the agents, which
can be checked by hybrid automata verification tools (Behrmann et al., 2004; Frehse, 2005;
Henzinger et al., 1995b). Obviously, this composition process may lead to a state explosion.
Another problem is that hybrid automata describe not only the internal behaviors of agents,
but also the external interaction among agents. This definitely adds complexity, which de-
mands for structured and systematic methods for the specification of MAS. We propose to
combine hybrid automata with software engineering methods to overcome these problems.
In this chapter, we provide a framework based on hybrid automata, which allows us to conve-
niently specify and verify physical MAS situated in a continuous dynamic environment. We
will address the state space complexity raised from composition of agents, by composing the
automata dynamically during the verification phase. This can relieve the problem in such a
way that only the exact reached parts of the state space are activated, instead of activating all
the entire state space at once.
Furthermore, in order to cope with complex multi-agent structures, we combine hybrid au-
tomata with hierarchical UML statecharts, which allows MAS specification with different lev-
els of abstraction. We also give a formal semantics for this combination, and show how to
analyze the dynamic behaviors of MAS. In principle, a straightforward way to analyze a hi-
erarchical machines is to flatten them and to apply verification techniques to the resulting
ordinary finite state machines. We show how this flattening can be avoided.

2. Hybrid Finite State Machines

Originally, hybrid automata (Henzinger, 1996) have been proposed as formal models for de-
scribing hybrid systems. They have been built as a generalization of timed automata (Alur &
Dill, 1994), which have been used successfully as a standard framework to specify real-time

systems. In addition to their mathematical models to formally specify and verify systems,
the underlying mathematical models of hybrid automata can be represented graphically as a
finite state machine (FSM). There are several approaches to apply this framework to MAS (see
e.g. Egerstedt, 2000; Furbach et al., 2008; Mohammed & Furbach, 2008a).
In order to specify MAS by means of hybrid automata, the team of agents is described as
concurrent automata, which in turn are combined via parallel composition into a global au-
tomaton, in order to coordinate their behaviors for reaching a common goal. It is well known
that the major problem in applying model checking to analyze concurrent systems is the po-
tential combinatorial explosion of the state space arising from parallel composition. Typically
the state space of the parallel composition of an agent with K1 states and another agent with
K2 states leads to a state space of K1 × K2 states. Accordingly, the parallel composition of N
agents, each with a state space of K states, leads to a state pace of KN states. Even for small
systems this may easily run out of control. Additionally, the state explosion problem is even
more serious in verifying continuous dynamic systems. As such systems must satisfy certain
timing and continuous constraints on their behaviors, a model checker must keep track not
only of the part of the state space explored, but also of timing and continuous evolution in-
formation associated with each state, which is both time and space consuming. Traditionally,
global state-space representations are constructed without regard to whether the states are
reachable or not. In this section we will give a framework where the state space is built on the
fly during the execution of the concurrent MAS. This can relieve the complexity in a sense that
only the active parts of the state space will be taken into consideration during the run, instead
of producing the composition prior to the verification phase.
In this section we will define the syntax and the semantics of our framework. Additionally,
we will show how the composition of automata can be formally constructed. Finally, we will
use constraint logic programming to implement the proposed framework. All this will be
exemplified by a simple rescue scenario.

2.1 Rescue Scenario: Example
In the RoboCup rescue simulation league (Tadokoro et al., 2000), a large scale disaster is sim-
ulated. The simulator models part of a city after an earthquake. Buildings may be collapsed,
or are on fire, and roads are partially or completely blocked. A team of heterogeneous agents
consisting of police forces, ambulance teams, a fire brigade, and their respective headquarters
is deployed. The agents have two main tasks, namely finding and rescuing the civilians and
extinguishing fires. An auxiliary task is the clearing of blocked roads, such that agents can
move smoothly. As their abilities enable each type of agent to solve only one kind of task (e.g.
fire brigades cannot clear roads or rescue civilians), the need for coordination and synchro-
nization among agents is obvious in order to accomplish the rescue tasks.
Now, consider the following simple scenario. If a fire breaks out somewhere, a fire brigade
agent is ordered by its headquarters to extinguish the fire. The fire brigade agent moves to the
fire and begins to put it out. If the agent runs out of water, it has to refill its tank at a supply
station and return to the fire to fulfill its task. Once the fire is extinguished, the fire brigade
agent is idle again.
An additional task of the agent is to report any injured civilians it discovers. In addition
to the fire brigade agent, the model should include a fire station, fire, and civilians in the
environment. A part of this scenario, specified as hybrid automata, is depicted in Fig. 2. The
complete description and specification of the scenario will be shown in Sec. 3 (cf. Fig 4).
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continuous actions. The state transition diagrams are used to model the discrete changes of
the agents’ behavior, while differential equations are used to model the continuous changes.
The semantics of hybrid automata make them accessible to a formal validation of systems, es-
pecially for those systems which are situated in safety critical environments. Model checking
can be used to prove desirable features or the absence of unwanted properties in the specified
systems (Clarke et al., 1999). Specifying and verifying behaviors of MAS by means of hybrid
automata is challenging for many reasons. One of those is a state space problem: Essentially,
MAS are specified as concurrent automata that have to be composed in parallel. The result
of this composition captures all possible behaviors that may occur among the agents, which
can be checked by hybrid automata verification tools (Behrmann et al., 2004; Frehse, 2005;
Henzinger et al., 1995b). Obviously, this composition process may lead to a state explosion.
Another problem is that hybrid automata describe not only the internal behaviors of agents,
but also the external interaction among agents. This definitely adds complexity, which de-
mands for structured and systematic methods for the specification of MAS. We propose to
combine hybrid automata with software engineering methods to overcome these problems.
In this chapter, we provide a framework based on hybrid automata, which allows us to conve-
niently specify and verify physical MAS situated in a continuous dynamic environment. We
will address the state space complexity raised from composition of agents, by composing the
automata dynamically during the verification phase. This can relieve the problem in such a
way that only the exact reached parts of the state space are activated, instead of activating all
the entire state space at once.
Furthermore, in order to cope with complex multi-agent structures, we combine hybrid au-
tomata with hierarchical UML statecharts, which allows MAS specification with different lev-
els of abstraction. We also give a formal semantics for this combination, and show how to
analyze the dynamic behaviors of MAS. In principle, a straightforward way to analyze a hi-
erarchical machines is to flatten them and to apply verification techniques to the resulting
ordinary finite state machines. We show how this flattening can be avoided.

2. Hybrid Finite State Machines

Originally, hybrid automata (Henzinger, 1996) have been proposed as formal models for de-
scribing hybrid systems. They have been built as a generalization of timed automata (Alur &
Dill, 1994), which have been used successfully as a standard framework to specify real-time

systems. In addition to their mathematical models to formally specify and verify systems,
the underlying mathematical models of hybrid automata can be represented graphically as a
finite state machine (FSM). There are several approaches to apply this framework to MAS (see
e.g. Egerstedt, 2000; Furbach et al., 2008; Mohammed & Furbach, 2008a).
In order to specify MAS by means of hybrid automata, the team of agents is described as
concurrent automata, which in turn are combined via parallel composition into a global au-
tomaton, in order to coordinate their behaviors for reaching a common goal. It is well known
that the major problem in applying model checking to analyze concurrent systems is the po-
tential combinatorial explosion of the state space arising from parallel composition. Typically
the state space of the parallel composition of an agent with K1 states and another agent with
K2 states leads to a state space of K1 × K2 states. Accordingly, the parallel composition of N
agents, each with a state space of K states, leads to a state pace of KN states. Even for small
systems this may easily run out of control. Additionally, the state explosion problem is even
more serious in verifying continuous dynamic systems. As such systems must satisfy certain
timing and continuous constraints on their behaviors, a model checker must keep track not
only of the part of the state space explored, but also of timing and continuous evolution in-
formation associated with each state, which is both time and space consuming. Traditionally,
global state-space representations are constructed without regard to whether the states are
reachable or not. In this section we will give a framework where the state space is built on the
fly during the execution of the concurrent MAS. This can relieve the complexity in a sense that
only the active parts of the state space will be taken into consideration during the run, instead
of producing the composition prior to the verification phase.
In this section we will define the syntax and the semantics of our framework. Additionally,
we will show how the composition of automata can be formally constructed. Finally, we will
use constraint logic programming to implement the proposed framework. All this will be
exemplified by a simple rescue scenario.

2.1 Rescue Scenario: Example
In the RoboCup rescue simulation league (Tadokoro et al., 2000), a large scale disaster is sim-
ulated. The simulator models part of a city after an earthquake. Buildings may be collapsed,
or are on fire, and roads are partially or completely blocked. A team of heterogeneous agents
consisting of police forces, ambulance teams, a fire brigade, and their respective headquarters
is deployed. The agents have two main tasks, namely finding and rescuing the civilians and
extinguishing fires. An auxiliary task is the clearing of blocked roads, such that agents can
move smoothly. As their abilities enable each type of agent to solve only one kind of task (e.g.
fire brigades cannot clear roads or rescue civilians), the need for coordination and synchro-
nization among agents is obvious in order to accomplish the rescue tasks.
Now, consider the following simple scenario. If a fire breaks out somewhere, a fire brigade
agent is ordered by its headquarters to extinguish the fire. The fire brigade agent moves to the
fire and begins to put it out. If the agent runs out of water, it has to refill its tank at a supply
station and return to the fire to fulfill its task. Once the fire is extinguished, the fire brigade
agent is idle again.
An additional task of the agent is to report any injured civilians it discovers. In addition
to the fire brigade agent, the model should include a fire station, fire, and civilians in the
environment. A part of this scenario, specified as hybrid automata, is depicted in Fig. 2. The
complete description and specification of the scenario will be shown in Sec. 3 (cf. Fig 4).
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Fig. 2. A part of the RoboCup rescue scenario specified as hybrid automata.

As depicted in Fig. 2, the behavior of the agent FirebrigadeMain consists of five states corre-
sponding to movements (move2fire, move2supply), extinguishing (extinguish), refilling the tank
(refill), and an idle state (idle). It can report the discovered civilians when it is in its idle state.
Details of this figure will be explained in details during this chapter.
It should be obvious that even in this simple case with very few components, it is difficult to
see if the agent behaves correctly. Important questions like:

- Does the fire brigade agent try to extinguish without water?

- Will every discovered civilian (and only those) be reported eventually?

depend on the interaction of all components and cannot be answered without an analysis of
the whole system.

2.2 Syntax
Since we intend to specify a multi-agent system with hybrid automata, the intuitive meaning
of an agent is a hybrid automaton, which is represented graphically as a finite state machine,
augmented with mathematical formalisms on both transitions and control states. Formally
speaking, a hybrid automaton (agent with continuous actions) is defined as follows:

Definition 2.1 (basic components). A hybrid automaton is a tuple
H = (Q, X, Inv, Flow, E, Jump, Reset, Event, σ0) where:

• Q is a finite set of locations which defines the possible behaviors of the agent.
For example, in Fig. 2, the FirebrigadeMain agent has the locations move2fire, move2supply,
extinguish, refill, and idle as possible behaviors. On the other hand, the Fire has no fire,
burning and put out as its locations. It should be mentioned that we use the concept
location instead of state, because an agent possesses different states inside each location,
which are raised as a reason of continuous evolution. This will be described later in
more details.

• X = {x1, x2, ..., xn} is a finite set of n real-valued variables, including the variable t that denotes
the time.
These variables will be used to model the continuous dynamics of the automaton with
respect to t. For example, the variable wLevel represents the amount of water of the fire
brigade, and it can be used to model the rate of change to refill or flow the water with
respect to the time inside the tank. On the other hand, the variable m2ftime represents
the distance to the fire, and its rate of change with respect to the time models the speed
of the fire brigade agent.

• Inv is a mapping which assigns an invariant condition to each location q ∈ Q. The invariant
condition Inv(q) is a predicate over the variables in X.
The control of a hybrid automaton will remain at a location q ∈ Q, as long as Inv(q)
holds. In the graphical representation, the invariant is tagged with the symbol i:. For
instance the invariant wlevel≤ wlMax inside the location refill of FirebrigadeMain shows
that the fire brigade fills the water as long as the water level does not reach the maxi-
mum level represented by the wlMax. Conventionally, writing Inv(q)[v] means that the
invariant condition inside the location q holds, whenever the valuations of variables
inside q are v.

• Flow is a mapping, which assigns a flow condition to each control location q ∈ Q. The flow
condition Flow(q) is a predicate over X that defines how the variables in X evolve over the time
t at location q.
In the graphical representation, it is tagged with the symbol f:. A flow of a variable
x is denoted as ẋ. In our example, the dotted variable ˙wLevel describes the change of
the water level in the location refill. The flow inside locations may be empty and hence
omitted, if nothing changes continuously in the respective location.

• E ⊆ Q × Q is the discrete transition relation over the control locations.

• Jump is a mapping which assigns a jump condition (guard) to each transition e ∈ E. The jump
condition jump(e) is a predicate over X that must hold to fire e.
Omitting a jump condition on a transition means that the jump condition is always
true and it can be taken at any point of time. In the rescue example Fig. 2, the jump
condition between the locations extinguish and move2supply is given as wLevel=0, which
means that the transition between these locations can be taken whenever wLevel reaches
to 0. Conventionally, writing Jump(e)[v] means that the jump condition on a transition
e holds, when the valuations of variables on the transition are v.

• Reset is a mapping, which assigns values to variable to each transition e ∈ E. Reset(e) is a
predicate over X that defines how the variables are reset.
In the graphical representation, resetting a variable x ∈ X is denoted as x′. For example,
when the transition between location refill and move2fire holds, the action m2ftime′ =
tSupply is executed, which means that the variable m2ftime is reset to the value tSupply.
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Fig. 2. A part of the RoboCup rescue scenario specified as hybrid automata.

As depicted in Fig. 2, the behavior of the agent FirebrigadeMain consists of five states corre-
sponding to movements (move2fire, move2supply), extinguishing (extinguish), refilling the tank
(refill), and an idle state (idle). It can report the discovered civilians when it is in its idle state.
Details of this figure will be explained in details during this chapter.
It should be obvious that even in this simple case with very few components, it is difficult to
see if the agent behaves correctly. Important questions like:

- Does the fire brigade agent try to extinguish without water?

- Will every discovered civilian (and only those) be reported eventually?

depend on the interaction of all components and cannot be answered without an analysis of
the whole system.

2.2 Syntax
Since we intend to specify a multi-agent system with hybrid automata, the intuitive meaning
of an agent is a hybrid automaton, which is represented graphically as a finite state machine,
augmented with mathematical formalisms on both transitions and control states. Formally
speaking, a hybrid automaton (agent with continuous actions) is defined as follows:

Definition 2.1 (basic components). A hybrid automaton is a tuple
H = (Q, X, Inv, Flow, E, Jump, Reset, Event, σ0) where:

• Q is a finite set of locations which defines the possible behaviors of the agent.
For example, in Fig. 2, the FirebrigadeMain agent has the locations move2fire, move2supply,
extinguish, refill, and idle as possible behaviors. On the other hand, the Fire has no fire,
burning and put out as its locations. It should be mentioned that we use the concept
location instead of state, because an agent possesses different states inside each location,
which are raised as a reason of continuous evolution. This will be described later in
more details.

• X = {x1, x2, ..., xn} is a finite set of n real-valued variables, including the variable t that denotes
the time.
These variables will be used to model the continuous dynamics of the automaton with
respect to t. For example, the variable wLevel represents the amount of water of the fire
brigade, and it can be used to model the rate of change to refill or flow the water with
respect to the time inside the tank. On the other hand, the variable m2ftime represents
the distance to the fire, and its rate of change with respect to the time models the speed
of the fire brigade agent.

• Inv is a mapping which assigns an invariant condition to each location q ∈ Q. The invariant
condition Inv(q) is a predicate over the variables in X.
The control of a hybrid automaton will remain at a location q ∈ Q, as long as Inv(q)
holds. In the graphical representation, the invariant is tagged with the symbol i:. For
instance the invariant wlevel≤ wlMax inside the location refill of FirebrigadeMain shows
that the fire brigade fills the water as long as the water level does not reach the maxi-
mum level represented by the wlMax. Conventionally, writing Inv(q)[v] means that the
invariant condition inside the location q holds, whenever the valuations of variables
inside q are v.

• Flow is a mapping, which assigns a flow condition to each control location q ∈ Q. The flow
condition Flow(q) is a predicate over X that defines how the variables in X evolve over the time
t at location q.
In the graphical representation, it is tagged with the symbol f:. A flow of a variable
x is denoted as ẋ. In our example, the dotted variable ˙wLevel describes the change of
the water level in the location refill. The flow inside locations may be empty and hence
omitted, if nothing changes continuously in the respective location.

• E ⊆ Q × Q is the discrete transition relation over the control locations.

• Jump is a mapping which assigns a jump condition (guard) to each transition e ∈ E. The jump
condition jump(e) is a predicate over X that must hold to fire e.
Omitting a jump condition on a transition means that the jump condition is always
true and it can be taken at any point of time. In the rescue example Fig. 2, the jump
condition between the locations extinguish and move2supply is given as wLevel=0, which
means that the transition between these locations can be taken whenever wLevel reaches
to 0. Conventionally, writing Jump(e)[v] means that the jump condition on a transition
e holds, when the valuations of variables on the transition are v.

• Reset is a mapping, which assigns values to variable to each transition e ∈ E. Reset(e) is a
predicate over X that defines how the variables are reset.
In the graphical representation, resetting a variable x ∈ X is denoted as x′. For example,
when the transition between location refill and move2fire holds, the action m2ftime′ =
tSupply is executed, which means that the variable m2ftime is reset to the value tSupply.
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Resetting variables are omitted on transition, if the values of the variables do not change
before the control goes from a location to another.

• Event is a mapping which assigns an event to each transition e ∈ E from a set of events EventH.
For instance, the transition between the locations idle and move2fire in FirebrigadeMain
has emergency as its event. As we will see later, EventH is used to synchronize the
automaton H with any other automata that share the same common events. It should be
noted that in the graphical diagrams, an event Event(e) ∈ EventH is implicitly omitted,
if it is not shared among any automata.

• σ0 is the initial state of the automaton. It defines the initial location together with the initial
values of the variables X.
For example, the initial state of the agent FirebrigadeMain is the location idle with initial
valuations wLevel = wlMax, neededw = 0, and civ = 0 to its variables wLevel, neededw,
and civ respectively.

Before describing the semantics of a hybrid automaton, it should be mentioned that the hybrid
automata are classified according to the type of continuous flow:

• If ẋ = c (constant), then the hybrid automaton is called linear hybrid automaton. A
special case of linear hybrid automata are timed automata (Alur & Dill, 1994), where
c = 1).

• If c1 ≤ ẋ ≤ c2, then the hybrid automaton is called rectangular hybrid automaton.

• If ẋ = c1x + c2, then the hybrid automaton is called non-linear hybrid automaton.

2.3 Semantics
Intuitively, a hybrid automaton can be in exactly one of its control locations at each stage of
it computation. However, knowing the present control location is not enough to determine
which of the outgoing transitions can be taken next, if any. A snapshot of the current state
of the computation should also remember the present valuation of the continuous variables.
Therefore, to formalize the semantics of a hybrid automaton, we first have to define the con-
cept of a state.

Definition 2.2 (State). At any instant of time, a state of a hybrid automaton is given by σi =
〈qi, vi, t〉, where qi ∈ Q is a control location, vi is the valuation of its real variables, and t is the
current time. A state σi = 〈qi, vi, t〉 is admissible if Inv(qi)[vi] holds (i.e., the valuations of the vari-
ables satisfies the invariant at location qi.

A state transition system of a hybrid automaton H starts with the initial state σ0 = 〈q0, v0, 0〉,
where the q0 and v0 are the initial location and valuations of the variables respectively. For
example, the initial state of the Civilians (see Fig. 2 ) can be specified as 〈injured, 10, 0〉.
Informally speaking, the semantics of a hybrid automaton is defined in terms of a labeled tran-
sition system between states. Generally, transitions between states are categorized into two
kinds of transitions: continuous transitions, capturing the continuous evolution of states, and
discrete transitions, capturing the changes of location. More formally, we can define hybrid
automaton semantics as follows.

Definition 2.3 (Operational Semantic). A transition rule between two admissible states σ1 =
〈q1, v1, t1〉 and σ2 = 〈q2, v2, t2〉 is

discrete iff e = (q1, q2) ∈ E, t1 = t2 and Jump(e)[v1] and Inv(q2)[v2] hold. In this case an event
a ∈ Event occurs. Conventionally, we write this as σ1

a→ σ2.

continuous(time delay) iff q1 = q2, and t2 > t1 is the duration of time passed at location q1, during
which the invariant predicate Inv(q1)[v1] and Inv(q1)[v2] holds.

In the previous definition, it should be noted that v2 results from resetting variables on a
transition in case of the discrete transition rule, while it results from the continuous evolution
of the variables in case of the continuous transition rule. Intuitively, an execution of a hybrid
automaton corresponds to a sequence of transitions from a state to another. Therefore we
define the valid run as follows.

Definition 2.4 (Run: micro level). A run of a hybrid automaton ∑ = σ0σ1σ2, . . . , is a finite or
infinite sequence of admissible states, where the transition from a state σi to a state σi+1 is related by
either a discrete or a continuous transition and σ0 is the initial state.

It should be noted that the continuous change in the run may generate an infinite number of
reachable states. It follows that state-space exploration techniques require a symbolic repre-
sentation way in order to represent the set of states in an appropriate way. A good way is
to use mathematical intervals. This interval captures all possible states. We call this interval
region, which is defined as follows:

Definition 2.5 (Region). given a run ∑, a sub-sequence of states Γ = (σi+1 · · · σi+m) ⊆ ∑ is called
a region, if for all states σi+j with 1 ≤ j ≤ m, it holds qi+j = q and if there exist a state σi and a state
σi+m+1 with respective locations q1 and q2, then it must hold q1 �= q and q2 �= q. Conventionally, a
region Γ is written as Γ = 〈q, V, T〉, where ti+1 ≤ T ≤ ti+m is the interval of continuous time, and V
is the set of intervals Vk of the interval defined by the values of xk ∈ X in the time interval T. A region
Γ is called admissible if each state σ ∈ Γ is admissible.

The previous definition reveals that a region captures the possible states that can be reached
using continuous transitions in each location q ∈ Q. Therefore, T represents the continuous
reached time. Additionally, a region captures the continuous values for each variable xi ∈
X. These continuous values can be represented as an interval Vi of real values. Therefore,
V = {V1, V1, ..., Vn} represents a set of intervals of the variables in X. Now, the run of hybrid
automata can be rephrased in terms of reached regions, where the change from one region to
another is fired using a discrete step.

Definition 2.6 (Run: macro level). A run of hybrid automaton H is ∑H = Γ0Γ1, ..., a sequence of
(possibly infinite) admissible regions, where a transition from a region Γi to a region Γi+1 is enabled
(written as Γi

a→ Γi+1), if there is σi
a→ σi+1, where σi ∈ Γi , σi+1 ∈ Γi+1 and a ∈ Event is the

generated event before the control goes to the region Γi+1. Γ0 is the initial region obtained from a start
state σ0 by means of continuous transitions.

The operational semantics is the basis for verification of a hybrid automaton. In particular,
model checking of a hybrid automaton is defined in terms of the reachability analysis of its
underlying transition system. The most useful question to ask about hybrid automata is the
reachability of a given state. Thus, we define the reachability of states as follows.

Definition 2.7 (Reachability). A region Γi is called reachable in ∑H, if Γi ⊆ ∑H. Consequently, a
state σj is called reachable, if there is a reached region Γi such that σj ∈ Γi
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Resetting variables are omitted on transition, if the values of the variables do not change
before the control goes from a location to another.

• Event is a mapping which assigns an event to each transition e ∈ E from a set of events EventH.
For instance, the transition between the locations idle and move2fire in FirebrigadeMain
has emergency as its event. As we will see later, EventH is used to synchronize the
automaton H with any other automata that share the same common events. It should be
noted that in the graphical diagrams, an event Event(e) ∈ EventH is implicitly omitted,
if it is not shared among any automata.

• σ0 is the initial state of the automaton. It defines the initial location together with the initial
values of the variables X.
For example, the initial state of the agent FirebrigadeMain is the location idle with initial
valuations wLevel = wlMax, neededw = 0, and civ = 0 to its variables wLevel, neededw,
and civ respectively.

Before describing the semantics of a hybrid automaton, it should be mentioned that the hybrid
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• If ẋ = c (constant), then the hybrid automaton is called linear hybrid automaton. A
special case of linear hybrid automata are timed automata (Alur & Dill, 1994), where
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• If c1 ≤ ẋ ≤ c2, then the hybrid automaton is called rectangular hybrid automaton.

• If ẋ = c1x + c2, then the hybrid automaton is called non-linear hybrid automaton.
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it computation. However, knowing the present control location is not enough to determine
which of the outgoing transitions can be taken next, if any. A snapshot of the current state
of the computation should also remember the present valuation of the continuous variables.
Therefore, to formalize the semantics of a hybrid automaton, we first have to define the con-
cept of a state.
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ables satisfies the invariant at location qi.
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where the q0 and v0 are the initial location and valuations of the variables respectively. For
example, the initial state of the Civilians (see Fig. 2 ) can be specified as 〈injured, 10, 0〉.
Informally speaking, the semantics of a hybrid automaton is defined in terms of a labeled tran-
sition system between states. Generally, transitions between states are categorized into two
kinds of transitions: continuous transitions, capturing the continuous evolution of states, and
discrete transitions, capturing the changes of location. More formally, we can define hybrid
automaton semantics as follows.

Definition 2.3 (Operational Semantic). A transition rule between two admissible states σ1 =
〈q1, v1, t1〉 and σ2 = 〈q2, v2, t2〉 is

discrete iff e = (q1, q2) ∈ E, t1 = t2 and Jump(e)[v1] and Inv(q2)[v2] hold. In this case an event
a ∈ Event occurs. Conventionally, we write this as σ1
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continuous(time delay) iff q1 = q2, and t2 > t1 is the duration of time passed at location q1, during
which the invariant predicate Inv(q1)[v1] and Inv(q1)[v2] holds.

In the previous definition, it should be noted that v2 results from resetting variables on a
transition in case of the discrete transition rule, while it results from the continuous evolution
of the variables in case of the continuous transition rule. Intuitively, an execution of a hybrid
automaton corresponds to a sequence of transitions from a state to another. Therefore we
define the valid run as follows.

Definition 2.4 (Run: micro level). A run of a hybrid automaton ∑ = σ0σ1σ2, . . . , is a finite or
infinite sequence of admissible states, where the transition from a state σi to a state σi+1 is related by
either a discrete or a continuous transition and σ0 is the initial state.

It should be noted that the continuous change in the run may generate an infinite number of
reachable states. It follows that state-space exploration techniques require a symbolic repre-
sentation way in order to represent the set of states in an appropriate way. A good way is
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region, which is defined as follows:
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automata can be rephrased in terms of reached regions, where the change from one region to
another is fired using a discrete step.

Definition 2.6 (Run: macro level). A run of hybrid automaton H is ∑H = Γ0Γ1, ..., a sequence of
(possibly infinite) admissible regions, where a transition from a region Γi to a region Γi+1 is enabled
(written as Γi

a→ Γi+1), if there is σi
a→ σi+1, where σi ∈ Γi , σi+1 ∈ Γi+1 and a ∈ Event is the

generated event before the control goes to the region Γi+1. Γ0 is the initial region obtained from a start
state σ0 by means of continuous transitions.

The operational semantics is the basis for verification of a hybrid automaton. In particular,
model checking of a hybrid automaton is defined in terms of the reachability analysis of its
underlying transition system. The most useful question to ask about hybrid automata is the
reachability of a given state. Thus, we define the reachability of states as follows.

Definition 2.7 (Reachability). A region Γi is called reachable in ∑H, if Γi ⊆ ∑H. Consequently, a
state σj is called reachable, if there is a reached region Γi such that σj ∈ Γi
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The classical method to compute the reachable states consists of performing a state space ex-
ploration of a system, starting from a set containing only the initial state and spreading the
reachability information along control locations and transitions until fixed regions are ob-
tained. Stabilization of a region is detected by testing, whether the current region is included
in the union of the reached regions obtained in previous steps. It is worth mentioning that
checking reachability for hybrid automata is generally undecidable. However, under various
constraints, reachability is decidable for certain classes of hybrid automata including timed
and initialized rectangular automata (Henzinger et al., 1998). A rectangular automaton is ini-
tialized if each continuous variable is reset every time a discrete transition is taken.

2.4 State Machine Composition
For the specification of complex systems, we extend hybrid automata by parallel composition.
Basically, the parallel composition of hybrid automata can be used for specifying larger sys-
tems (multi-agent systems), where a hybrid automaton is given for each part of the system,
and communication between the different parts may occur via shared variables and synchro-
nization labels. Technically, the parallel composition of hybrid automata is obtained from the
different parts using a product construction of the participating automata. The transitions
from the different automata are interleaved, unless they share the same synchronization label.
In this case, they are synchronized on transitions. As a result of the parallel composition a
new automaton called composed automaton, is created, which captures the behavior of the
entire system. In turn, the composed automata are given to a model checker that checks the
reachability of a certain state.
It is of advantage to do this during the verification process, instead of constructing the parallel
composition before involving in the verification phase. Intuitively, the composition of hybrid
automata H1 and H2 can be defined in terms of synchronized or interleaved regions of the
regions produced from run of both H1 and H2. As a result from the composition procedure,
compound regions are constructed, which consists of a conjunction of a region Γ1 = 〈q1, V1, T〉
from H1 and another region Γ2 = 〈q2, V2, T〉 from H2. Therefore, each compound region takes
the form Λ = 〈(q1, V1), (q2, V2), T〉 (shortly written as Λ = 〈Γ1, Γ2, T〉), which represents the
reached region at both control locations q1 and q2 the during a time interval T. Now the run
of composed automata can be defined as the sequence ∑H1◦H2

= Λ0, Λ1, ... of compound re-
gions, where a transition between compound regions Λ1 = 〈Γ1, γ1, T1〉 and Λ2 = 〈Γ2, γ2, T2〉
(written as Λ1

a→ Λ2) is enabled, if one of the following holds:

• a ∈ EventH1 ∩ EventH2 is a joint event, Γ1
a→ Γ2, and γ1

a→ γ2. In this case , we say that
the region Γ1 is synchronized with the region γ1.

• a ∈ EventH1 \ EventH2 (respectively a ∈ EventH2 \ EventH1 ), Γ1
a→ Γ2 and γ1 → γ2,

such that both γ1 and γ2 have the same control location (i.e., they relate to each other
using a continuous transition).

The previous procedures give the possibility to construct the composition dynamically during
the run/verification phase. Obviously, as it has been said, computing the composition in such
a way is advantageous. This is because only the active parts of the state space will be taken
into consideration during the run instead of producing the composition procedure prior to the
verification phase. This can relieve the state space problem raised from modeling multi-agent
systems.
In the following, we show how the previous procedure can be performed with the help of
constraint logic programming.

2.5 Constraint-Based Modeling
In Mohammed & Furbach (2009) we showed how to encode the syntax and semantics of
hybrid automata, described previously, as a constraint logic program (CLP) (Jaffar & Lassez,
1987). A primary version of this model was given by Mohammed & Furbach (2008b). There
are diverse motivations beyond choosing CLP as a modeling prototype to implement the
framework. Firstly, hybrid automata can be described as a constraint system, where the
constraints represent the possible flows, invariants, and transitions. Secondly, constraints can
be used to characterize certain parts of the state space (e.g., the initial states or a set of unsafe
states). Further, there are close similarities in operational semantics between CLP and hybrid
automata. Ideally, state transition systems can be represented as a logic program, where
the set of reachable states can be computed. Moreover, constraints enable us to represent
infinite states symbolically as a finite interval. For instance, the infinite states can be handled
efficiently as an interval constraint that bounds the set of infinite reachable state as a finite
interval (i.e., 0 ≤ X ≤ 250). Hence, a constraint solver can be used to reason about the
reachability of a particular state inside this interval. A further motivation to choose CLP is
its enrichment with many efficient constraint solvers of various domains. For example, CLP
contains a constraint solver over real interval constraints, which can be used to represent the
continuous flows as constraint relations to the time, as well as to reason about a particular
valuation. On the other hand CLP contains a constraint solver over symbolic domains, which
are appropriate to represent the synchronization events (communication messages) among
agents. Last but not least, by employing CLP the automata composition can be constructed on
the fly (during models checking). This can be done by investigating the constraints appeared
during running models. In turn, the previous can relieve the state space problem raised from
specifying MAS.

Our implementation prototype was built using ECLiPSe Prolog (Apt & Wallace, 2007). The
prototype follows the definitions of both the formal syntax and semantics of hybrid automata,
which are defined in the previous section. To start implementing a hybrid state machine,
we primarily begin with modeling the locations and their constraints (e.g. flows, invariants),
which are modeled as the predicate automaton as follows:

%%% automaton(+Location,?Vars,+Vars0,+T0,?Time)
%%% models invariant and flow inside location
automaton(Location,Vars,Vars0,T0,Time):-

Flow(Vars),
Inv(Vars),Time $>=T0.

Here, automaton is the name of the automaton itself, and Location represents the actual name
of the current locations of the automaton. Vars is a list of real variables participating in the
automaton, whereas Vars0 is a list of the corresponding initial values. Inv(Vars) is the list of
invariant constraint on Vars inside the location. The constraint predicate Flow(vars) models
the continuous flows of the variables Vars with respect to time T0 and Time, given initial
values Vars0 of the variables Vars at the start of the flow. T0 is the initial time at the start of the
continuous flow. As it has been described in Subsection 2.2, a hybrid automaton is classified
according to the constraints on the continuous flow. Therefore, Flow(Vars) is represented in
terms of constraints as Vars = Var0 + c · (Time − T0) in case of a linear hybrid automaton,
as Var0 + c · (Time − T0) ≤ Vars ≤ Var0 + c · (Time − T0) in case of a rectangular hybrid
automaton, and as Vars = Var0− c2/c1 + c2/c1 · exp(c1 · (Time − T0)) in case of a non-linear
hybrid automaton. Here, (Time − T0) models the delay inside the location. It should be noted
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The classical method to compute the reachable states consists of performing a state space ex-
ploration of a system, starting from a set containing only the initial state and spreading the
reachability information along control locations and transitions until fixed regions are ob-
tained. Stabilization of a region is detected by testing, whether the current region is included
in the union of the reached regions obtained in previous steps. It is worth mentioning that
checking reachability for hybrid automata is generally undecidable. However, under various
constraints, reachability is decidable for certain classes of hybrid automata including timed
and initialized rectangular automata (Henzinger et al., 1998). A rectangular automaton is ini-
tialized if each continuous variable is reset every time a discrete transition is taken.

2.4 State Machine Composition
For the specification of complex systems, we extend hybrid automata by parallel composition.
Basically, the parallel composition of hybrid automata can be used for specifying larger sys-
tems (multi-agent systems), where a hybrid automaton is given for each part of the system,
and communication between the different parts may occur via shared variables and synchro-
nization labels. Technically, the parallel composition of hybrid automata is obtained from the
different parts using a product construction of the participating automata. The transitions
from the different automata are interleaved, unless they share the same synchronization label.
In this case, they are synchronized on transitions. As a result of the parallel composition a
new automaton called composed automaton, is created, which captures the behavior of the
entire system. In turn, the composed automata are given to a model checker that checks the
reachability of a certain state.
It is of advantage to do this during the verification process, instead of constructing the parallel
composition before involving in the verification phase. Intuitively, the composition of hybrid
automata H1 and H2 can be defined in terms of synchronized or interleaved regions of the
regions produced from run of both H1 and H2. As a result from the composition procedure,
compound regions are constructed, which consists of a conjunction of a region Γ1 = 〈q1, V1, T〉
from H1 and another region Γ2 = 〈q2, V2, T〉 from H2. Therefore, each compound region takes
the form Λ = 〈(q1, V1), (q2, V2), T〉 (shortly written as Λ = 〈Γ1, Γ2, T〉), which represents the
reached region at both control locations q1 and q2 the during a time interval T. Now the run
of composed automata can be defined as the sequence ∑H1◦H2

= Λ0, Λ1, ... of compound re-
gions, where a transition between compound regions Λ1 = 〈Γ1, γ1, T1〉 and Λ2 = 〈Γ2, γ2, T2〉
(written as Λ1

a→ Λ2) is enabled, if one of the following holds:

• a ∈ EventH1 ∩ EventH2 is a joint event, Γ1
a→ Γ2, and γ1

a→ γ2. In this case , we say that
the region Γ1 is synchronized with the region γ1.

• a ∈ EventH1 \ EventH2 (respectively a ∈ EventH2 \ EventH1 ), Γ1
a→ Γ2 and γ1 → γ2,

such that both γ1 and γ2 have the same control location (i.e., they relate to each other
using a continuous transition).

The previous procedures give the possibility to construct the composition dynamically during
the run/verification phase. Obviously, as it has been said, computing the composition in such
a way is advantageous. This is because only the active parts of the state space will be taken
into consideration during the run instead of producing the composition procedure prior to the
verification phase. This can relieve the state space problem raised from modeling multi-agent
systems.
In the following, we show how the previous procedure can be performed with the help of
constraint logic programming.

2.5 Constraint-Based Modeling
In Mohammed & Furbach (2009) we showed how to encode the syntax and semantics of
hybrid automata, described previously, as a constraint logic program (CLP) (Jaffar & Lassez,
1987). A primary version of this model was given by Mohammed & Furbach (2008b). There
are diverse motivations beyond choosing CLP as a modeling prototype to implement the
framework. Firstly, hybrid automata can be described as a constraint system, where the
constraints represent the possible flows, invariants, and transitions. Secondly, constraints can
be used to characterize certain parts of the state space (e.g., the initial states or a set of unsafe
states). Further, there are close similarities in operational semantics between CLP and hybrid
automata. Ideally, state transition systems can be represented as a logic program, where
the set of reachable states can be computed. Moreover, constraints enable us to represent
infinite states symbolically as a finite interval. For instance, the infinite states can be handled
efficiently as an interval constraint that bounds the set of infinite reachable state as a finite
interval (i.e., 0 ≤ X ≤ 250). Hence, a constraint solver can be used to reason about the
reachability of a particular state inside this interval. A further motivation to choose CLP is
its enrichment with many efficient constraint solvers of various domains. For example, CLP
contains a constraint solver over real interval constraints, which can be used to represent the
continuous flows as constraint relations to the time, as well as to reason about a particular
valuation. On the other hand CLP contains a constraint solver over symbolic domains, which
are appropriate to represent the synchronization events (communication messages) among
agents. Last but not least, by employing CLP the automata composition can be constructed on
the fly (during models checking). This can be done by investigating the constraints appeared
during running models. In turn, the previous can relieve the state space problem raised from
specifying MAS.

Our implementation prototype was built using ECLiPSe Prolog (Apt & Wallace, 2007). The
prototype follows the definitions of both the formal syntax and semantics of hybrid automata,
which are defined in the previous section. To start implementing a hybrid state machine,
we primarily begin with modeling the locations and their constraints (e.g. flows, invariants),
which are modeled as the predicate automaton as follows:

%%% automaton(+Location,?Vars,+Vars0,+T0,?Time)
%%% models invariant and flow inside location
automaton(Location,Vars,Vars0,T0,Time):-

Flow(Vars),
Inv(Vars),Time $>=T0.

Here, automaton is the name of the automaton itself, and Location represents the actual name
of the current locations of the automaton. Vars is a list of real variables participating in the
automaton, whereas Vars0 is a list of the corresponding initial values. Inv(Vars) is the list of
invariant constraint on Vars inside the location. The constraint predicate Flow(vars) models
the continuous flows of the variables Vars with respect to time T0 and Time, given initial
values Vars0 of the variables Vars at the start of the flow. T0 is the initial time at the start of the
continuous flow. As it has been described in Subsection 2.2, a hybrid automaton is classified
according to the constraints on the continuous flow. Therefore, Flow(Vars) is represented in
terms of constraints as Vars = Var0 + c · (Time − T0) in case of a linear hybrid automaton,
as Var0 + c · (Time − T0) ≤ Vars ≤ Var0 + c · (Time − T0) in case of a rectangular hybrid
automaton, and as Vars = Var0− c2/c1 + c2/c1 · exp(c1 · (Time − T0)) in case of a non-linear
hybrid automaton. Here, (Time − T0) models the delay inside the location. It should be noted
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that after executing the predicate automaton, Vars and Time holds the reached valuations of the
variables together with the reached time respectively. The following is an example showing
the concrete implementation of the location injured in the automaton Civilians Fig. 2. The $
symbol in front of the (in)equalities is the constraint relation for interval arithmetic constraints
(library ic in ECLiPSe Prolog).

civilians(injured,[W],[W0],T0,Time):-
W $= W0-(Time-T0),
W $>=0, Time $>=T0.

According to operational semantics defined in Def. 2.3, a hybrid automaton has two kinds
of transitions: continuous transitions, capturing the continuous evolution of variables, and
discrete transitions, capturing the changes of location. For this purpose, we encode transition
systems into the predicate evolve, which alternates the automaton between a discrete and a
continuous transition. The automaton evolves with either discrete or continuous transitions
according to the constraints appearing during the run.

%%% evolve(+Automaton,+State,-Nextstate,+T0,+Time,?Event)
evolve(Automaton,(L1,Var1),(L2,Var2),T0,Time,Event) :-

continuous(Automaton,(L1,Var1),(L1,Var2),T0,Time,Event);
discrete(Automaton,(L1,Var1),(L2,Var2),T0,Time,Event).

When a discrete transition occurs, it gives rise to updating the initial variables from Var1 into
Var2, where Var1 and Var2 are the initial variables of locations L1 and L2 respectively. Oth-
erwise, a delay transition is taken using the predicate continuous. It is worth noting that there
are infinite states due to the continuous progress. However, this can be handled efficiently
as an interval constraint that bounds the set of infinite reachable state as a finite interval (i.e.,
0 ≤ X ≤ 250).
In addition to the variables, each automaton is augmented with a set events called
EventAutomaton. An example of this set of events of the automaton FirebrigadeMain is denoted
as {reported, emergency}. For this reason, each transition is augmented with the variable Event,
which is used to define the parallel composition from the automata individuals sharing the
same event. The variable Event ranges over symbolic domains and guarantees that whenever
an automaton generates an event, the corresponding synchronized automata have to be taken
into consideration simultaneously. It should be mentioned that the declaration of automata
events must be provided in the modeling example. For instance, the declaration of the possi-
ble events domain of Fig. 2. is coded as follows :

:- local domain(events(emergency,reported,hlep,burn)).

This means that the domains of events are declared symbolically to capture the set of all possi-
ble events applicable to the underlying modeled system. The appropriate solver of a symbolic
domain deals with any defined constraints in terms of the declared domains. Now after defin-
ing the domains of events, a variable of type events can be declared as follow:

Event &:: events, Event &= domain_value.

The variable Event is declared with domain values defined by events, and is initialized with
a specific value from its domain. The & symbol is a constraint relation for symbolic domains
(library sd in ECLiPSe Prolog).
The following is the general implementation of the predicate discrete, which defines transitions
between locations.

%%% driver(+State1,+State2,...,+Staten,+T0,-Regions,+PastRegion).
%%% perform composition and reachability
driver((L1,Var01),(L2,Var02),...,(Ln,Var0n),T0,[Reg|NxtReg],PastReg) :-

automaton1(L1,Var1,Var01,T0,Time),
automaton2(L2,Var2,Var02,T0,Time),
... ,
automatonn(Ln,Varn,Var0n,T0,Time),

evolve(automaton1,(L1,Var01),(NxtL1,Nvar01),T0,Time,T,Event),
evolve(automaton2,(L2,Var02),(NxtL2,Nvar02),T0,Time,T,Event),
... ,
evolve(automatonn,(Ln,Var0n),(NxtLn,Nvar0n),T0,Time,T,Event),

\+ member((L1,L2,..,Ln,Var1,Var2,..,Varn,_,Event), PastReg),
Reg = (L1,L2,..,Ln,Var1,Var2,..,Varn,Time,Event),
NpastReg =[Reg|PastReg],

driver((NxtL1,Nvar01),(NxtL2,Nvar02),...,(NxtLn,Nvar0n),T,NxtReg,NpastReg).

Fig. 3. A state machine to drive the execution of automata.

%%% discrete(+Automaton,+State1,-State2,+IntTime,-Time,-Event)
discrete(Automaton,(Loc1,Var1),(Loc2,Var2),T0,Time,Event):-

automaton,(Loc1,Var1,Var,T0,Time),
jump(Var), reset(Var2),
Event &::events,Event &=domain_value.

In the previous predicate, domain_value must be a member in EventAutomaton. Here, when the
discrete predicate is fired, the automaton generates an event by constraining the variable Event
to the suitable value from its domain.
The following is an instance showing the concrete implementation of the discrete predicate
between locations no fire and burning in automaton fire.

discrete(fire,(no_fire,[B0,N0]),(burning,[BB0,NN0]),T0,Time,Event):-
fire(no_fire,[B0,N0],[BB0,NN0],T0,Time),
BB0 $=3, NN0 $=120,
Event &::events, Event &=burn.

Once the locations and transition rules have been modeled, a state machine needs to be im-
plemented in order to execute the model. For this purpose, a driver program is implemented
as shown in Fig. 3.
The driver is a state machine that is responsible to generate and control the behaviors of the
concurrent hybrid automata, as well as to provide the reachable regions symbolically. The
driver takes the starting state for each participating automaton (i.e. a control location as input
argument as well as the list of initial valuations of the variables). In addition, it takes the
starting time T0 as begin of the execution, followed by the list of reached regions, which is
needed for the purpose of the verification. It should be noted that during the course of the
execution of the driver, there is a symbolic domain variable Event shared among automata,
which is used by the appropriate solver to ensure that only one event is generated at a time.
Precisely when an automaton generates an event, due to a discrete transition of one of the
predicates evolve of the concurrent automata, the symbolic domain solver will exclude all the
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that after executing the predicate automaton, Vars and Time holds the reached valuations of the
variables together with the reached time respectively. The following is an example showing
the concrete implementation of the location injured in the automaton Civilians Fig. 2. The $
symbol in front of the (in)equalities is the constraint relation for interval arithmetic constraints
(library ic in ECLiPSe Prolog).

civilians(injured,[W],[W0],T0,Time):-
W $= W0-(Time-T0),
W $>=0, Time $>=T0.

According to operational semantics defined in Def. 2.3, a hybrid automaton has two kinds
of transitions: continuous transitions, capturing the continuous evolution of variables, and
discrete transitions, capturing the changes of location. For this purpose, we encode transition
systems into the predicate evolve, which alternates the automaton between a discrete and a
continuous transition. The automaton evolves with either discrete or continuous transitions
according to the constraints appearing during the run.

%%% evolve(+Automaton,+State,-Nextstate,+T0,+Time,?Event)
evolve(Automaton,(L1,Var1),(L2,Var2),T0,Time,Event) :-

continuous(Automaton,(L1,Var1),(L1,Var2),T0,Time,Event);
discrete(Automaton,(L1,Var1),(L2,Var2),T0,Time,Event).

When a discrete transition occurs, it gives rise to updating the initial variables from Var1 into
Var2, where Var1 and Var2 are the initial variables of locations L1 and L2 respectively. Oth-
erwise, a delay transition is taken using the predicate continuous. It is worth noting that there
are infinite states due to the continuous progress. However, this can be handled efficiently
as an interval constraint that bounds the set of infinite reachable state as a finite interval (i.e.,
0 ≤ X ≤ 250).
In addition to the variables, each automaton is augmented with a set events called
EventAutomaton. An example of this set of events of the automaton FirebrigadeMain is denoted
as {reported, emergency}. For this reason, each transition is augmented with the variable Event,
which is used to define the parallel composition from the automata individuals sharing the
same event. The variable Event ranges over symbolic domains and guarantees that whenever
an automaton generates an event, the corresponding synchronized automata have to be taken
into consideration simultaneously. It should be mentioned that the declaration of automata
events must be provided in the modeling example. For instance, the declaration of the possi-
ble events domain of Fig. 2. is coded as follows :

:- local domain(events(emergency,reported,hlep,burn)).

This means that the domains of events are declared symbolically to capture the set of all possi-
ble events applicable to the underlying modeled system. The appropriate solver of a symbolic
domain deals with any defined constraints in terms of the declared domains. Now after defin-
ing the domains of events, a variable of type events can be declared as follow:

Event &:: events, Event &= domain_value.

The variable Event is declared with domain values defined by events, and is initialized with
a specific value from its domain. The & symbol is a constraint relation for symbolic domains
(library sd in ECLiPSe Prolog).
The following is the general implementation of the predicate discrete, which defines transitions
between locations.

%%% driver(+State1,+State2,...,+Staten,+T0,-Regions,+PastRegion).
%%% perform composition and reachability
driver((L1,Var01),(L2,Var02),...,(Ln,Var0n),T0,[Reg|NxtReg],PastReg) :-

automaton1(L1,Var1,Var01,T0,Time),
automaton2(L2,Var2,Var02,T0,Time),
... ,
automatonn(Ln,Varn,Var0n,T0,Time),

evolve(automaton1,(L1,Var01),(NxtL1,Nvar01),T0,Time,T,Event),
evolve(automaton2,(L2,Var02),(NxtL2,Nvar02),T0,Time,T,Event),
... ,
evolve(automatonn,(Ln,Var0n),(NxtLn,Nvar0n),T0,Time,T,Event),

\+ member((L1,L2,..,Ln,Var1,Var2,..,Varn,_,Event), PastReg),
Reg = (L1,L2,..,Ln,Var1,Var2,..,Varn,Time,Event),
NpastReg =[Reg|PastReg],

driver((NxtL1,Nvar01),(NxtL2,Nvar02),...,(NxtLn,Nvar0n),T,NxtReg,NpastReg).

Fig. 3. A state machine to drive the execution of automata.

%%% discrete(+Automaton,+State1,-State2,+IntTime,-Time,-Event)
discrete(Automaton,(Loc1,Var1),(Loc2,Var2),T0,Time,Event):-

automaton,(Loc1,Var1,Var,T0,Time),
jump(Var), reset(Var2),
Event &::events,Event &=domain_value.

In the previous predicate, domain_value must be a member in EventAutomaton. Here, when the
discrete predicate is fired, the automaton generates an event by constraining the variable Event
to the suitable value from its domain.
The following is an instance showing the concrete implementation of the discrete predicate
between locations no fire and burning in automaton fire.

discrete(fire,(no_fire,[B0,N0]),(burning,[BB0,NN0]),T0,Time,Event):-
fire(no_fire,[B0,N0],[BB0,NN0],T0,Time),
BB0 $=3, NN0 $=120,
Event &::events, Event &=burn.

Once the locations and transition rules have been modeled, a state machine needs to be im-
plemented in order to execute the model. For this purpose, a driver program is implemented
as shown in Fig. 3.
The driver is a state machine that is responsible to generate and control the behaviors of the
concurrent hybrid automata, as well as to provide the reachable regions symbolically. The
driver takes the starting state for each participating automaton (i.e. a control location as input
argument as well as the list of initial valuations of the variables). In addition, it takes the
starting time T0 as begin of the execution, followed by the list of reached regions, which is
needed for the purpose of the verification. It should be noted that during the course of the
execution of the driver, there is a symbolic domain variable Event shared among automata,
which is used by the appropriate solver to ensure that only one event is generated at a time.
Precisely when an automaton generates an event, due to a discrete transition of one of the
predicates evolve of the concurrent automata, the symbolic domain solver will exclude all the
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domain of values of the other automata that are not coincident with the generated event. This
means that only one event is generated at a time. If more than one automaton generates
different events at the same point of time, then the symbolic domain solver will handle only
one of them at a time, but the other events will be handled using backtracking.
Since each automaton generates an event by a discrete step at the end of its continuous evolu-
tion, then the precedence of events that appear during the run is important to both composi-
tion and the verification process. For this reason, an obvious way to deal with this precedence
is to use constraints on the time of the generated events. To accomplish this, we constraint
the execution of each automaton with a shared variable Time. The constraint solver, in turn,
binds this variable with the minimum execution time among the automata. It follows that this
variable Time eventually holds the minimum time needed to generated an event. The previ-
ous computation partitions the state space into regions, where the transition from one region
to another depends on the minimum time needed to generate an event. Consequently, this
shows how the automata composition can be implicitly constructed efficiently on the fly (i.e.
during the computation).
It has been said that we are not only concerned with running and composing the automata,
but also with the their verification. For this purpose, the driver is augmented with the list of
reached compound regions. At each step of the execution of the driver execution, a compound
region, of the form 〈locations, Variables, Time, Event〉 is added to the list of reached regions.
This region symbolically represents the set of reached states and times to each control location
as mathematical constrains. Additionally, each region contains the generated event before the
control goes to another region using a discrete step. Technically, the driver computes the set
of reached regions until fixed regions are obtained. This is computed by checking, in each
iteration of driver, if the reached region is not contained in the list of the previously reached
regions. For this purpose, the last argument of the driver holds for the list of these regions.
Due to the undecidability of hybrid automata (Henzinger et al., 1998), the termination of the
driver to reach to a fixed regions is not guaranteed generally. To overcome the non termination
problem, we augment the predicate driver with a depth limit, by which the driver is enforced
to stop upon reaching a given depth.
Reachable regions should contain only those variables, which are important for the verifi-
cation of a given property. Therefore, the last argument list of the predicate driver can be
expanded or shrunk as needed to contain the significant variables.
As soon as the driver has been built, the complete model should be invoked for the purpose
of execution and hence verification. For this reason, the predicate runmodel is implemented to
invoke the driver with the initial states of the hybrid automata. An example showing how to
query the driver on the running scenario (see Fig. 2) takes the form:

runmodel(Reached) :-
driver((idle,[wlMax,0,0]),(injured,[10]),(no_fire,0),0,Reached,[]).

2.5.1 Verification as Reachability Analysis
Now we have an executable constraint-based specification, which can be used to verify prop-
erties of a multi-agent system. In particular, one can check properties on states using reach-
ability analysis. For this we have two basic steps. Firstly, we compute the state space of the
automaton under consideration by using the predicate driver. Secondly, we search for states

that satisfy or contradict given properties. This is done with the help of standard Prolog pred-
icates like member/2 and append/3. Thus it is possible to implement our entire framework by
some very simple Prolog rules.
In terms of CLP, a state is reached iff the constraint solver succeeds in finding a satisfiable solu-
tion for the constraints representing the intended state. In other words, assuming that Reached
represents the set of all reachable states computed by the CLP model from an initial state, then
the reachability analysis can be generally specified, using CLP, by checking whether Reached
|= Ψ holds, where Ψ is the constraint predicate that describes a property of interest. In prac-
tice, many problems to be analyzed can be formulated as a reachability problem. For example,
a safety requirement can be checked as a reachability problem, where Ψ is the constraint pred-
icate that describes forbidden states, and then the satisfiability of Ψ wrt. Reached is checked.
An example would be to check that the state where the fire can be put out is reached. The
following very simple CLP query gives us the answer yes:

?- runmodel(L),
member((_firebrigade,_civilian,Fire,_var1,_var2,_var3,_time,_event),Reached),
Fire $=put_out.

Other properties concerning the reachability of certain states can be verified similarly. Addi-
tionally, constraint solvers can be used to reason about the reachability of interesting proper-
ties within a region, like properties of the variables that model the continuous dynamics of a
model. For example, we can reason about the water level of the firebrigade after putting out
the fire.
Mohammed & Furbach (2009) provide various verification rules based on reachability anal-
ysis. For example, finding the time delay between events is possible within the framework.
This is because both the events and time are recorded at reached regions. Another example
is to find a condition on a certain variable, which is necessary to to reach a particular state.
We also did some experiments on a set of benchmarks taken from the domain of hybrid au-
tomata. The experiments have been compared with HyTech (Henzinger et al., 1995a). HyTech
was chosen as a reference tool, because it is one of the most well-known tools for the verifica-
tion of hybrid automata, and it tackles verification similarly based on reachability analysis. In
HyTech, however, the automata working in parallel are composed before they are involved in
the verification phase.
The experimental results revealed that our framework has a slight advantage wrt. In terms of
the run-time of checking the properties of the benchmarks. With respect to the expressiveness,
our approach is more powerful, because HyTech can not deal directly with non-linear hybrid
automata. The continuous dynamics of non-linear hybrid automata have to be approximated
in a linear form, before applying the model checking. Additionally, HyTech cannot verify
simple properties that depend on the occurrence of events – i.e. checking the reachability of
the event help –, despite of the fact that events are used to synchronize the automata. HyTech
is able to verify time properties of events; however, this can be checked only after augment-
ing the original automata with an extra automaton. Its functionality is to observe the model
without changing its behavior and to record the time of occurring events. In contrast to our
framework, verifying this type of properties can be checked without any extra automaton,
since the events and time are recorded in the reached regions. For further details about the
experimental results, the reader is referred to Mohammed & Furbach (2009).
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domain of values of the other automata that are not coincident with the generated event. This
means that only one event is generated at a time. If more than one automaton generates
different events at the same point of time, then the symbolic domain solver will handle only
one of them at a time, but the other events will be handled using backtracking.
Since each automaton generates an event by a discrete step at the end of its continuous evolu-
tion, then the precedence of events that appear during the run is important to both composi-
tion and the verification process. For this reason, an obvious way to deal with this precedence
is to use constraints on the time of the generated events. To accomplish this, we constraint
the execution of each automaton with a shared variable Time. The constraint solver, in turn,
binds this variable with the minimum execution time among the automata. It follows that this
variable Time eventually holds the minimum time needed to generated an event. The previ-
ous computation partitions the state space into regions, where the transition from one region
to another depends on the minimum time needed to generate an event. Consequently, this
shows how the automata composition can be implicitly constructed efficiently on the fly (i.e.
during the computation).
It has been said that we are not only concerned with running and composing the automata,
but also with the their verification. For this purpose, the driver is augmented with the list of
reached compound regions. At each step of the execution of the driver execution, a compound
region, of the form 〈locations, Variables, Time, Event〉 is added to the list of reached regions.
This region symbolically represents the set of reached states and times to each control location
as mathematical constrains. Additionally, each region contains the generated event before the
control goes to another region using a discrete step. Technically, the driver computes the set
of reached regions until fixed regions are obtained. This is computed by checking, in each
iteration of driver, if the reached region is not contained in the list of the previously reached
regions. For this purpose, the last argument of the driver holds for the list of these regions.
Due to the undecidability of hybrid automata (Henzinger et al., 1998), the termination of the
driver to reach to a fixed regions is not guaranteed generally. To overcome the non termination
problem, we augment the predicate driver with a depth limit, by which the driver is enforced
to stop upon reaching a given depth.
Reachable regions should contain only those variables, which are important for the verifi-
cation of a given property. Therefore, the last argument list of the predicate driver can be
expanded or shrunk as needed to contain the significant variables.
As soon as the driver has been built, the complete model should be invoked for the purpose
of execution and hence verification. For this reason, the predicate runmodel is implemented to
invoke the driver with the initial states of the hybrid automata. An example showing how to
query the driver on the running scenario (see Fig. 2) takes the form:

runmodel(Reached) :-
driver((idle,[wlMax,0,0]),(injured,[10]),(no_fire,0),0,Reached,[]).

2.5.1 Verification as Reachability Analysis
Now we have an executable constraint-based specification, which can be used to verify prop-
erties of a multi-agent system. In particular, one can check properties on states using reach-
ability analysis. For this we have two basic steps. Firstly, we compute the state space of the
automaton under consideration by using the predicate driver. Secondly, we search for states

that satisfy or contradict given properties. This is done with the help of standard Prolog pred-
icates like member/2 and append/3. Thus it is possible to implement our entire framework by
some very simple Prolog rules.
In terms of CLP, a state is reached iff the constraint solver succeeds in finding a satisfiable solu-
tion for the constraints representing the intended state. In other words, assuming that Reached
represents the set of all reachable states computed by the CLP model from an initial state, then
the reachability analysis can be generally specified, using CLP, by checking whether Reached
|= Ψ holds, where Ψ is the constraint predicate that describes a property of interest. In prac-
tice, many problems to be analyzed can be formulated as a reachability problem. For example,
a safety requirement can be checked as a reachability problem, where Ψ is the constraint pred-
icate that describes forbidden states, and then the satisfiability of Ψ wrt. Reached is checked.
An example would be to check that the state where the fire can be put out is reached. The
following very simple CLP query gives us the answer yes:

?- runmodel(L),
member((_firebrigade,_civilian,Fire,_var1,_var2,_var3,_time,_event),Reached),
Fire $=put_out.

Other properties concerning the reachability of certain states can be verified similarly. Addi-
tionally, constraint solvers can be used to reason about the reachability of interesting proper-
ties within a region, like properties of the variables that model the continuous dynamics of a
model. For example, we can reason about the water level of the firebrigade after putting out
the fire.
Mohammed & Furbach (2009) provide various verification rules based on reachability anal-
ysis. For example, finding the time delay between events is possible within the framework.
This is because both the events and time are recorded at reached regions. Another example
is to find a condition on a certain variable, which is necessary to to reach a particular state.
We also did some experiments on a set of benchmarks taken from the domain of hybrid au-
tomata. The experiments have been compared with HyTech (Henzinger et al., 1995a). HyTech
was chosen as a reference tool, because it is one of the most well-known tools for the verifica-
tion of hybrid automata, and it tackles verification similarly based on reachability analysis. In
HyTech, however, the automata working in parallel are composed before they are involved in
the verification phase.
The experimental results revealed that our framework has a slight advantage wrt. In terms of
the run-time of checking the properties of the benchmarks. With respect to the expressiveness,
our approach is more powerful, because HyTech can not deal directly with non-linear hybrid
automata. The continuous dynamics of non-linear hybrid automata have to be approximated
in a linear form, before applying the model checking. Additionally, HyTech cannot verify
simple properties that depend on the occurrence of events – i.e. checking the reachability of
the event help –, despite of the fact that events are used to synchronize the automata. HyTech
is able to verify time properties of events; however, this can be checked only after augment-
ing the original automata with an extra automaton. Its functionality is to observe the model
without changing its behavior and to record the time of occurring events. In contrast to our
framework, verifying this type of properties can be checked without any extra automaton,
since the events and time are recorded in the reached regions. For further details about the
experimental results, the reader is referred to Mohammed & Furbach (2009).
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3. Hybrid Statecharts

So far, we have used hybrid Finite State Machines (FSMs) to specify and verify a group of
agents. Unfortunately, classical FSMs lack support for modularity, which is very important
when modeling complex systems that contain similar subsystems. All states are equally visi-
ble and are considered to be at the same level of abstraction, which makes modeling cluttered
and unreadable. In practice, to describe complex systems using FSMs, several extensions are
useful. Statecharts have been introduced by Harel (1987) to overcome the limitations of tra-
ditional FSM. The most important extension is hierarchy, or what is called hierarchical (nested)
FSM. Such a hierarchy has descriptive advantages over ordinary FSM in a sense that hierar-
chy of states offers a convenient structuring mechanism that allows us to specify systems with
different levels of view. For their expressiveness, statecharts have become part of the Unified
modeling language (UML) (UML, 2009).
The main purpose of statecharts has been the description of complex reactive systems. How-
ever, in order to cope with those reactive systems that exhibit continuous timed behaviors, it
seems to be advantageous to extend statecharts with continuous actions inside states. This
extension allows complex/multi-agent systems to be modeled with different levels of abstrac-
tion and provides a formal way to analyze the dynamical behavior of the modeled systems.
There are two possibilities of combination, namely combining statecharts with differential
equations or extending hybrid automata with hierarchy. Therefore, both terms hierarchical
hybrid automata (HHA) and hybrid statecharts can be used interchangeably.
Basically, the straightforward way to analyze hierarchical machines is to flatten them and
apply model checking tools on the resulting ordinary FSM. For example, Möller et al.
(2003) have presented hierarchical specification of timed automata. In order to verify a
hierarchical model, it has to be transformed first to flat timed automata, which in turn can
be used as input for the model checker tool UPPAAL (Behrmann et al., 2004). Similarly,
Ruh (2007) has presented a translator tool that automatically converts hybrid hierarchical
statecharts, defined as an ASCII-formatted specification, into an input format for a model
checker of simple hybrid automata (Henzinger et al., 1995a). In this section, we show, how hi-
erarchical hybrid automata can be analyzed without getting involved in the flattening process.

Let us come back to the illustrative RoboCup rescue scenario given in Sec. 2.1. Suppose that
the specification of the fire brigade agent consists of the main control structure (Firebrigade-
Main) and a rescue sub-system (FirebrigadeRSS) which are supposed to run in parallel. The
latter just records the detected civilians. In addition to the fire brigade, the model should in-
clude a fire station, whose responsibility to inform and assign a fire brigade to a fire as soon as
a fire alarm received. Now let us describe the scenario in a hierarchical way. At the top level
is the rescue scenario, which in turn comprises at the lower level Fire, Civilians, Firestation,
and Firebrigade. The latter can be described in a further lower level, which is FirebrigadeMain,
and FirebrigadeRSS. The specification of this hierarchical structure is shown in Fig. 4. In the
following, the hierarchical specification will be described in a formal flavor.

3.1 Formal Hierarchy
As illustrated by Fig. 4, for hierarchical hybrid automata (HHA), locations are generalized
into a set Q of locations, which is partitioned into three disjoint sets: Qsimple, Qcomp, and Qconc
— called simple, composite and concurrent locations. There is one designated start state, which
is the topmost location in the hierarchy. In essence, the locations of plain hybrid automata
correspond to simple location in the hybrid FSM. Composite and concurrent locations belong
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Fig. 4. A hierarchical hybrid state machine for a RoboCup rescue scenario.

to the definition of statecharts (Harel, 1987) and have become part of UML (UML, 2009). They
are useful for expressing the overall system on several levels of abstraction and multi-agent
aspects, respectively. Events are treated as global variables in this context. Based on this, we
will now introduce the concepts of HHA more formally (Furbach et al., 2008).

Definition 3.1 (Hierarchy components). The basic components of HHA are the following disjoint
sets:
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3. Hybrid Statecharts
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when modeling complex systems that contain similar subsystems. All states are equally visi-
ble and are considered to be at the same level of abstraction, which makes modeling cluttered
and unreadable. In practice, to describe complex systems using FSMs, several extensions are
useful. Statecharts have been introduced by Harel (1987) to overcome the limitations of tra-
ditional FSM. The most important extension is hierarchy, or what is called hierarchical (nested)
FSM. Such a hierarchy has descriptive advantages over ordinary FSM in a sense that hierar-
chy of states offers a convenient structuring mechanism that allows us to specify systems with
different levels of view. For their expressiveness, statecharts have become part of the Unified
modeling language (UML) (UML, 2009).
The main purpose of statecharts has been the description of complex reactive systems. How-
ever, in order to cope with those reactive systems that exhibit continuous timed behaviors, it
seems to be advantageous to extend statecharts with continuous actions inside states. This
extension allows complex/multi-agent systems to be modeled with different levels of abstrac-
tion and provides a formal way to analyze the dynamical behavior of the modeled systems.
There are two possibilities of combination, namely combining statecharts with differential
equations or extending hybrid automata with hierarchy. Therefore, both terms hierarchical
hybrid automata (HHA) and hybrid statecharts can be used interchangeably.
Basically, the straightforward way to analyze hierarchical machines is to flatten them and
apply model checking tools on the resulting ordinary FSM. For example, Möller et al.
(2003) have presented hierarchical specification of timed automata. In order to verify a
hierarchical model, it has to be transformed first to flat timed automata, which in turn can
be used as input for the model checker tool UPPAAL (Behrmann et al., 2004). Similarly,
Ruh (2007) has presented a translator tool that automatically converts hybrid hierarchical
statecharts, defined as an ASCII-formatted specification, into an input format for a model
checker of simple hybrid automata (Henzinger et al., 1995a). In this section, we show, how hi-
erarchical hybrid automata can be analyzed without getting involved in the flattening process.

Let us come back to the illustrative RoboCup rescue scenario given in Sec. 2.1. Suppose that
the specification of the fire brigade agent consists of the main control structure (Firebrigade-
Main) and a rescue sub-system (FirebrigadeRSS) which are supposed to run in parallel. The
latter just records the detected civilians. In addition to the fire brigade, the model should in-
clude a fire station, whose responsibility to inform and assign a fire brigade to a fire as soon as
a fire alarm received. Now let us describe the scenario in a hierarchical way. At the top level
is the rescue scenario, which in turn comprises at the lower level Fire, Civilians, Firestation,
and Firebrigade. The latter can be described in a further lower level, which is FirebrigadeMain,
and FirebrigadeRSS. The specification of this hierarchical structure is shown in Fig. 4. In the
following, the hierarchical specification will be described in a formal flavor.

3.1 Formal Hierarchy
As illustrated by Fig. 4, for hierarchical hybrid automata (HHA), locations are generalized
into a set Q of locations, which is partitioned into three disjoint sets: Qsimple, Qcomp, and Qconc
— called simple, composite and concurrent locations. There is one designated start state, which
is the topmost location in the hierarchy. In essence, the locations of plain hybrid automata
correspond to simple location in the hybrid FSM. Composite and concurrent locations belong
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to the definition of statecharts (Harel, 1987) and have become part of UML (UML, 2009). They
are useful for expressing the overall system on several levels of abstraction and multi-agent
aspects, respectively. Events are treated as global variables in this context. Based on this, we
will now introduce the concepts of HHA more formally (Furbach et al., 2008).

Definition 3.1 (Hierarchy components). The basic components of HHA are the following disjoint
sets:
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Q : a finite set of locations, which is partitioned into three disjoint sets: Qsimple, Qcomp, and Qconc
— called simple, composite and concurrent locations, containing one designated start state
q0 ∈ Qcomp ∪ Qconc.

In the rescue example (Fig. 4), idle, extinguish or listen are simple locations, and FirebrigadeAgent
is a concurrent location and FirebrigadeMain and FirebrigadeRSS are composite locations, which
are separated by a dashed line. m2ftime and wLevel are examples for real valued variables.

Definition 3.2 (Location hierarchy). Each location q is associated with zero, one or more initial loca-
tions α(q): a simple location has zero, a composite location exactly one, and a concurrent location more
than one initial location. Moreover, each location q ∈ Q \ {q0} is associated to exactly one superior
state β(q). Therefore, it must hold β(q) ∈ Qconc ∪ Qcomp. A concurrent state must not directly con-
tain other concurrent ones and all transitions (q1, q2) must keep to the hierarchy, i. e. β(q1) = β(q2).

For the example in Fig. 4, according to the previous Def. 3.2, it holds e.g.:

α(Civilian) =injured. α(Firebrigade) = FirebrigadeAgent.
α(FirebrigadeAgent)={ FirebrigadeMain,FirebrigadeRSS}. α(Fire) = no_fire.
α(Rescuescenario)={Fire,Civilian,Firestation,Firebrigade} α(Firestantion) = idle.
β(burning) = Fire. β(Fire) = Rescuescenario.

The function β from the previous definition naturally induces a location tree with q0 as root.
This is shown for the running example in Fig. 5. While processing, each composite location
of the state machine contains only one active location. These locations also form a tree, called
configuration. A configuration of the given state machine, is indicated by the thick lines in
Fig. 5. Let us now define the notion configuration more formally.
As shown in Def. 2.3, a hybrid automaton may change in two ways: discretely, from location q1
to another location q2, when the transition e ∈ E between the two locations is enabled (i.e., the
jump condition holds) and continuously within a control location q ∈ Q, by means of a finite
(positive) time delay t. The semantics of our automata can now be defined by alternating
sequences of discrete and continuous steps between configurations.

Definition 3.3 (Semantics). The state machine starts with the initial configuration, i.e. the com-
pleted topmost initial state s0 of the overall state machine. In addition, an initial condition must be
given as a predicate with free variables from X. The current situation of the whole system can be char-
acterized by a triple (c, v, t) where c is a configuration, v a valuation (i. e. a mapping v : X → IRn),
and t the current time. The initial situation is a situation (c, v, t) where c is the initial configuration,
v satisfies the initial condition, and t = 0. The following steps are possible in the situation (c, v, t):

discrete step: a discrete/micro-step from one configuration c of a state machine to a configuration
(c′, v′, t) by means of a transition (q, q′) ∈ E with some jump condition in the current situation
(written c → c′) is possible iff:

1. c contains a node labeled with q;

2. the jump condition of the given transition holds in the current situation (c, v, t);

3. c′ is identical with c except that q together with its sub tree in c is replaced by the comple-
tion of q′;

4. the variables in X are set by executing specific assignments.

complete(T,Rest,State,[State:Var|Complete]) :-
init(T,State,[Var|Rest],Init,_),
maplist(complete(T,[Var|Rest]),Init,Complete).

discrete(T,Rest1,Rest2,[State1:Var1|_],[State2:Var2|Conf]) :-
trans(T,State1,[Var1|Rest1],State2,[Var2|Rest2]),
complete(T,Rest2,State2,[State2:Var2|Conf]).

discrete(T,Rest1,Rest2,[Top:Var1|Sub],[Top:Var2|Tree]) :-
Sub \= [],
maplist(discrete(T,[Var1|Rest1],[Var2|Rest2]),Sub,Tree).

continuous(T1,T2,Rest1,Rest2,[State:Var1|Sub],[State:Var2|Tree]) :-
flow(T1,T2,State,[Var1|Rest1],[Var2|Rest2]),
maplist(continuous(T1,T2,[Var1|Rest1],[Var2|Rest2]),Sub,Tree).

Fig. 6. Code for the abstract state machine for HHA in CLP. The Rest variables host nested
lists of the variables declared in the states superior to the current state. The built-in predicate
maplist is a macro for applying a predicate call (first argument of maplist) to a list of
arguments (second and third argument) one by one.

continuous step: a continuous step/flow within the actual configuration to the situation (c, v′, t′) re-
quires the computation of all x ∈ X that are valid in c at the time t′ according to the conjunction
of all state conditions (i.e. flow conditions plus invariants) of the active locations q ∈ c, where it
must hold t′ > t.

FirebrigadeMain FirebrigadeRSS

FirebrigadeAgent

extinguishmove2fireidle listenrefillmove2supply

Fig. 5. Location hierarchy and configuration tree (thick lines).

Definition 3.4 (Configuration and Completion). A configuration c is a rooted tree of locations
where the root node is the topmost initial location q0 of the overall state machine. Whenever a location
q is an immediate predecessor of q′ in c, it must hold β(q′) = q. A configuration is completed by
applying the following procedure recursively as long as possible to leaf nodes: if there is a leaf node in c
labeled with a location q, then introduce all α(q) as immediate successors of q.

3.2 Hierarchy Implementation with CLP
In Sec. 2.5, a CLP implementation of concurrent hybrid automata was given which imple-
ments hybrid finite state machine. Now we will show how to implement an abstract state ma-
chine for HHA, treating hierarchies and concurrency more explicitly (Mohammed & Stolzen-
burg, 2008; 2009). This leads to a lean implementation of hybrid automata, where efficient
CLP solvers are employed for performing complex analyses.
Fig. 6 shows parts of the abstract state machine in Prolog, namely the code for completion
and for performing discrete and continuous steps according to Def. 3.3 and 3.4. Discrete steps
take zero time; continuous steps remain within the same configuration, but the variable values
may differ. The flow conditions of active locations (in the configuration) must be applied, as
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Q : a finite set of locations, which is partitioned into three disjoint sets: Qsimple, Qcomp, and Qconc
— called simple, composite and concurrent locations, containing one designated start state
q0 ∈ Qcomp ∪ Qconc.

In the rescue example (Fig. 4), idle, extinguish or listen are simple locations, and FirebrigadeAgent
is a concurrent location and FirebrigadeMain and FirebrigadeRSS are composite locations, which
are separated by a dashed line. m2ftime and wLevel are examples for real valued variables.

Definition 3.2 (Location hierarchy). Each location q is associated with zero, one or more initial loca-
tions α(q): a simple location has zero, a composite location exactly one, and a concurrent location more
than one initial location. Moreover, each location q ∈ Q \ {q0} is associated to exactly one superior
state β(q). Therefore, it must hold β(q) ∈ Qconc ∪ Qcomp. A concurrent state must not directly con-
tain other concurrent ones and all transitions (q1, q2) must keep to the hierarchy, i. e. β(q1) = β(q2).

For the example in Fig. 4, according to the previous Def. 3.2, it holds e.g.:

α(Civilian) =injured. α(Firebrigade) = FirebrigadeAgent.
α(FirebrigadeAgent)={ FirebrigadeMain,FirebrigadeRSS}. α(Fire) = no_fire.
α(Rescuescenario)={Fire,Civilian,Firestation,Firebrigade} α(Firestantion) = idle.
β(burning) = Fire. β(Fire) = Rescuescenario.

The function β from the previous definition naturally induces a location tree with q0 as root.
This is shown for the running example in Fig. 5. While processing, each composite location
of the state machine contains only one active location. These locations also form a tree, called
configuration. A configuration of the given state machine, is indicated by the thick lines in
Fig. 5. Let us now define the notion configuration more formally.
As shown in Def. 2.3, a hybrid automaton may change in two ways: discretely, from location q1
to another location q2, when the transition e ∈ E between the two locations is enabled (i.e., the
jump condition holds) and continuously within a control location q ∈ Q, by means of a finite
(positive) time delay t. The semantics of our automata can now be defined by alternating
sequences of discrete and continuous steps between configurations.

Definition 3.3 (Semantics). The state machine starts with the initial configuration, i.e. the com-
pleted topmost initial state s0 of the overall state machine. In addition, an initial condition must be
given as a predicate with free variables from X. The current situation of the whole system can be char-
acterized by a triple (c, v, t) where c is a configuration, v a valuation (i. e. a mapping v : X → IRn),
and t the current time. The initial situation is a situation (c, v, t) where c is the initial configuration,
v satisfies the initial condition, and t = 0. The following steps are possible in the situation (c, v, t):

discrete step: a discrete/micro-step from one configuration c of a state machine to a configuration
(c′, v′, t) by means of a transition (q, q′) ∈ E with some jump condition in the current situation
(written c → c′) is possible iff:

1. c contains a node labeled with q;

2. the jump condition of the given transition holds in the current situation (c, v, t);

3. c′ is identical with c except that q together with its sub tree in c is replaced by the comple-
tion of q′;

4. the variables in X are set by executing specific assignments.

complete(T,Rest,State,[State:Var|Complete]) :-
init(T,State,[Var|Rest],Init,_),
maplist(complete(T,[Var|Rest]),Init,Complete).

discrete(T,Rest1,Rest2,[State1:Var1|_],[State2:Var2|Conf]) :-
trans(T,State1,[Var1|Rest1],State2,[Var2|Rest2]),
complete(T,Rest2,State2,[State2:Var2|Conf]).

discrete(T,Rest1,Rest2,[Top:Var1|Sub],[Top:Var2|Tree]) :-
Sub \= [],
maplist(discrete(T,[Var1|Rest1],[Var2|Rest2]),Sub,Tree).

continuous(T1,T2,Rest1,Rest2,[State:Var1|Sub],[State:Var2|Tree]) :-
flow(T1,T2,State,[Var1|Rest1],[Var2|Rest2]),
maplist(continuous(T1,T2,[Var1|Rest1],[Var2|Rest2]),Sub,Tree).

Fig. 6. Code for the abstract state machine for HHA in CLP. The Rest variables host nested
lists of the variables declared in the states superior to the current state. The built-in predicate
maplist is a macro for applying a predicate call (first argument of maplist) to a list of
arguments (second and third argument) one by one.

continuous step: a continuous step/flow within the actual configuration to the situation (c, v′, t′) re-
quires the computation of all x ∈ X that are valid in c at the time t′ according to the conjunction
of all state conditions (i.e. flow conditions plus invariants) of the active locations q ∈ c, where it
must hold t′ > t.
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Fig. 5. Location hierarchy and configuration tree (thick lines).

Definition 3.4 (Configuration and Completion). A configuration c is a rooted tree of locations
where the root node is the topmost initial location q0 of the overall state machine. Whenever a location
q is an immediate predecessor of q′ in c, it must hold β(q′) = q. A configuration is completed by
applying the following procedure recursively as long as possible to leaf nodes: if there is a leaf node in c
labeled with a location q, then introduce all α(q) as immediate successors of q.

3.2 Hierarchy Implementation with CLP
In Sec. 2.5, a CLP implementation of concurrent hybrid automata was given which imple-
ments hybrid finite state machine. Now we will show how to implement an abstract state ma-
chine for HHA, treating hierarchies and concurrency more explicitly (Mohammed & Stolzen-
burg, 2008; 2009). This leads to a lean implementation of hybrid automata, where efficient
CLP solvers are employed for performing complex analyses.
Fig. 6 shows parts of the abstract state machine in Prolog, namely the code for completion
and for performing discrete and continuous steps according to Def. 3.3 and 3.4. Discrete steps
take zero time; continuous steps remain within the same configuration, but the variable values
may differ. The flow conditions of active locations (in the configuration) must be applied, as
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time passes by. In this context, configurations are encoded in Prolog lists, where the head of
a list corresponds to the root of the respective configuration tree. In addition, each location
is conjoined by a colon (:) with its list of local variables. Thus, according to Def. 3.4, the
completed start configuration will be represented as shown below.
The use of lists is straightforward and allows us to implement the abstract state machine for
HHA (see Fig. 6) within only a dozen lines of CLP/Prolog code. By this technique, explicit
composition of automata is avoided. For each location, its initial states have to be declared
together with their continuous flow conditions. For all discrete transitions, the jump condi-
tions have to be stated. Local variables are expressed by nested lists of variables valid in the
respective state. Since the abstract state machine is of constant size and the abstract machine
computes complex configurations only on demand, there is a one-to-one correspondence be-
tween the elements of the HHA and its CLP/Prolog implementation. Thus, the program size
is linear to the size of the HHA.
In the concrete implementation of the rescue example, the overall start location q0 is indicated
by the predicate start, while init defines the initial states for each state (α values according
to Def. 3.2). The flow and the jump conditions have to be expressed by means of the predicates
flow and trans. The reader can easily see from Fig. 7 that the size of the CLP program is only
directly proportional to the size of the given HHA, because there is a one-to-one correspon-
dence between the graphical specification and its encoding in Prolog, whereas computing the
composition of concurrent automata explicitly leads to an exponential increase. Furthermore,
since the overall system behavior is given by the abstract state machine (Fig. 6), this approach
is completely declarative and concise.
Similarly, in the CLP model of hybrid FSM, reachability analysis is performed by computing
the state space of HHA under consideration starting from the initial configuration. For details
as well as experiments on benchmarks, the reader is referred to (Mohammed & Stolzenburg,
2009).

4. A Tool: Automatic Design and Verification

In the previous sections, we have shown a framework to specify and verify multi-agent sys-
tem by means of hybrid automata. Traditionally, in order to verify a certain model with any
hybrid automata model-checking tool, one has to specify such model textually with a suitable
description language of a model checker. In our framework, one has to specify a multi-agent
system in a constraint logic approach. However, in order to textually specify a certain scenario,
generally two alternatives can be used: either designing a scenario prior to put it conveniently
in a textual specification format to a model checker, or starting to specify the scenario directly
with the suitable description languages, which is definitely a tedious and undesirable work,
particularly when specifying safety critical systems. From this we may conclude, that it is
favorable to graphically specify and automatically verify a certain scenario. For this, a combi-
nation of the graphical notations from software engineering with the formal methods realm is
necessary.
Generally, the graphical notation is becoming more and more accepted, as it is expected
that designers will be more familiar with graphical notation. Therefore, several researchers
have approached specifying the behaviors of multi-agent systems using graphical notations,
namely UML statechart. For instance, Murray (2004) presents the statechart editor StatEdit
that is used to graphically specify behaviors multi-agent systems with a layered structured.
He has used StatEdit to design agents for the RoboCup simulation league. However, neither
model checking, nor timed notation are allowed in the tool. In order to combine the formal

%%% rescue scenario
start(rescuescenario).
init(T,rescuescenario,[[Event]],

[fire,civilians,firestation,firebrigade],_) :-
Event = none.

flow(T1,T2,rescuescenario,[[Event]],[[Event]]).

%%% fire
init(T,fire,[[Boom,Neededw]|_],[no_fire],rescuescenario) :-

Boom $= 0.
flow(T1,T2,fire,_,_).

init(T,no_fire,[[]|_],[],fire).
flow(T1,T2,no_fire,[[],[Boom1,Neededw]|_],[[],[Boom2,Neededw]|_]) :-

Boom2 $=< 3,
Boom2 $>= Boom+(T2-T1).

trans(T,no_fire,[[],[Boom,Neededw],[Event1]],burning,[[],
[Boom,Neededw],[Event2]]) :-
Event2 = burn,
Neededw $= 120.

Fig. 7. A part of the HHA implementation of the rescue example.

verification with graphical models, there already exist a number of tools proposed for valida-
tion of UML statecharts by translating models into the input language of existing model check-
ers. For example, Lilius & Porres (1999) have presented the tool vUML for model checking
systems, which have been modeled by UML statecharts. They have used SPIN model checker
(Holzmann, 1997) as the underlying verification engine in their tool. On the other hand, in
order to graphically specify real time software using UML models, several researchers have
extended the standard UML with time notation (Graf et al., 2006). For this purpose, several
tools have been developed in order verify the timed UML models by mapping them to input
languages of timed automata, which in turn are verified using existing timed automata model
checkers. For example, (Del Bianco et al., 2002) have used Kronos (Yovine, 1997) as a model
checker to verify their system, whereas (Knappi et al., 2002) have used UPPAAL (Behrmann
et al., 2004) as a model checker for the purpose .
Stemming from the previous discussion, we find that it seems advantageous to implement
a tool (see Fig.8) that combines both design and verification in the same framework, instead
of generating an intermediate specification, which in turn is given to a model checkers. To
our knowledge, there is no tool that supports the integration of graphical notations and for-
mal verification of hybrid automata with two different views of multi-agent systems, namely
the concurrent and the hierarchical view. For this aim, the tool HieroMate (Mohammed &
Schwarz, 2009) has been presented, which aims to simplify the process of specification and
verification of MAS by combining the advantages of both graphical notations of software en-
gineering together with formal methods. In the tool, the specification of MAS together with
their requirements are graphically specified, then the process of verification is achieved auto-
matically.
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is linear to the size of the HHA.
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by the predicate start, while init defines the initial states for each state (α values according
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dence between the graphical specification and its encoding in Prolog, whereas computing the
composition of concurrent automata explicitly leads to an exponential increase. Furthermore,
since the overall system behavior is given by the abstract state machine (Fig. 6), this approach
is completely declarative and concise.
Similarly, in the CLP model of hybrid FSM, reachability analysis is performed by computing
the state space of HHA under consideration starting from the initial configuration. For details
as well as experiments on benchmarks, the reader is referred to (Mohammed & Stolzenburg,
2009).

4. A Tool: Automatic Design and Verification

In the previous sections, we have shown a framework to specify and verify multi-agent sys-
tem by means of hybrid automata. Traditionally, in order to verify a certain model with any
hybrid automata model-checking tool, one has to specify such model textually with a suitable
description language of a model checker. In our framework, one has to specify a multi-agent
system in a constraint logic approach. However, in order to textually specify a certain scenario,
generally two alternatives can be used: either designing a scenario prior to put it conveniently
in a textual specification format to a model checker, or starting to specify the scenario directly
with the suitable description languages, which is definitely a tedious and undesirable work,
particularly when specifying safety critical systems. From this we may conclude, that it is
favorable to graphically specify and automatically verify a certain scenario. For this, a combi-
nation of the graphical notations from software engineering with the formal methods realm is
necessary.
Generally, the graphical notation is becoming more and more accepted, as it is expected
that designers will be more familiar with graphical notation. Therefore, several researchers
have approached specifying the behaviors of multi-agent systems using graphical notations,
namely UML statechart. For instance, Murray (2004) presents the statechart editor StatEdit
that is used to graphically specify behaviors multi-agent systems with a layered structured.
He has used StatEdit to design agents for the RoboCup simulation league. However, neither
model checking, nor timed notation are allowed in the tool. In order to combine the formal
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Event = none.
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%%% fire
init(T,fire,[[Boom,Neededw]|_],[no_fire],rescuescenario) :-

Boom $= 0.
flow(T1,T2,fire,_,_).

init(T,no_fire,[[]|_],[],fire).
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verification with graphical models, there already exist a number of tools proposed for valida-
tion of UML statecharts by translating models into the input language of existing model check-
ers. For example, Lilius & Porres (1999) have presented the tool vUML for model checking
systems, which have been modeled by UML statecharts. They have used SPIN model checker
(Holzmann, 1997) as the underlying verification engine in their tool. On the other hand, in
order to graphically specify real time software using UML models, several researchers have
extended the standard UML with time notation (Graf et al., 2006). For this purpose, several
tools have been developed in order verify the timed UML models by mapping them to input
languages of timed automata, which in turn are verified using existing timed automata model
checkers. For example, (Del Bianco et al., 2002) have used Kronos (Yovine, 1997) as a model
checker to verify their system, whereas (Knappi et al., 2002) have used UPPAAL (Behrmann
et al., 2004) as a model checker for the purpose .
Stemming from the previous discussion, we find that it seems advantageous to implement
a tool (see Fig.8) that combines both design and verification in the same framework, instead
of generating an intermediate specification, which in turn is given to a model checkers. To
our knowledge, there is no tool that supports the integration of graphical notations and for-
mal verification of hybrid automata with two different views of multi-agent systems, namely
the concurrent and the hierarchical view. For this aim, the tool HieroMate (Mohammed &
Schwarz, 2009) has been presented, which aims to simplify the process of specification and
verification of MAS by combining the advantages of both graphical notations of software en-
gineering together with formal methods. In the tool, the specification of MAS together with
their requirements are graphically specified, then the process of verification is achieved auto-
matically.
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Fig. 8. A tool for modeling and verification based on CLP.

A designer interacts with HieroMate using context sensitive menus that allows only meaning-
ful actions. For example, the user is able to add a location to an automaton by right clicking
onto the automaton and selecting Add location from a context menu. After a model has been
built, the specification should be given for formal verification. Actually, a user can either spec-
ify queries manually using CLP Prolog, use the tool to generate simple queries automatically,
or combine both methods.

4.1 Examples with Model checking
As we already mentioned, the formal semantics of our framework gives the possibility to ap-
ply formal methods in order to prove certain properties of specified systems, e.g. by model
checking. However, in the context of hybrid automata the term model checking usually refers to
reachability testing, i.e. the question whether some (unwanted) state is reachable from the ini-
tial configuration of the specified system. For this purpose, some exemplary model checking
tasks for the rescue scenario can be investigated.
For the behavior specification shown in Fig. 4 we conducted several experiments with Hiero-
Mate. The tool performs reachability tests on the state space of the model. This is done by
first computing all reachable states from the initial state/configuration, and then checking the
resulting set for the needed properties. In the following, we present some exemplary model
checking tasks for the rescue scenario.

Is it possible to extinguish the fire? When the state of the automaton modeling the fire
changes from no fire to burning, the variable neededw stores the amount of water needed for
putting out the fire (neededw = 120 in the beginning). When the fire is put out, i.e. neededw = 0,
the automaton enters the state put out. Thus the fire can be extinguished, iff there is a reach-
able configuration cout where fire is in the state put out. It is easy to see from the specification,
that this is indeed the case, as neededw is only decreased after the initial setting, and so the
transition from burning to put out is eventually forced.

Does the agent try to extinguish with an empty water tank? To answer this question, we
should check the reachability of certain intervals in the continuous valuation of the automaton.
The fact that the fire brigade agent tries to put out the fire without water corresponds to the
simple state extinguish being active while wLevel < 0. Note that we must not test for wLevel ≤
0, as the state extinguish is only left when the water level is zero, so including a check for
equality leads to false results.

Won’t the fire brigade move to the fire if it is not burning? This is a kind of questions that
needs to check the reachability of composed locations in the same time. This can be checked
by investigating that no location where firebrigade is in location move2fire and fire is in location
nofire, or putout is reachable

Does the agent report all discovered civilians? We can check properties about the history of
a certain state and the reachable states from a given state, this allows more complex questions
like this question. Actually, this question contains two properties to be checked:

(a) all discovered civilians are reported eventually, and

(b) the agent does not report more civilians than it found.

The property (a) corresponds to the fact that from every reachable state there is a state reach-
able where all discovered civilians have been reported. This again means that the number of
transitions labeled with help equals the number of transitions labeled with reported. Property
(b) holds if in the history of each reachable state the number of transitions labeled with help is
always greater or equal to the number of transitions that are labeled with reported.
All properties described above could be successfully proven using our framework.

5. Related Works

Hybrid automata have not only been used in the context of robot soccer, but also in many other
applications of multi-agent and multi-robot systems. Therefore, we will give a brief overview
on related works on modeling, specification, and model checking such systems with focus on
approaches that employ CLP.
Using hybrid automata (Henzinger, 1996) is a well accepted method to model and analyze
(mobile) multi-agent systems (Alur et al., 1999; 1996). Hierarchical hybrid automata (HHA)
can be used for building up and describing multi-layer control architectures based on physical
motion dynamics of moving agents (Borges de Sousa et al., 2007; Furbach et al., 2008). In many
applications they form a link between multi-robot systems and theories of hybrid systems as
in Zelinski et al. (2003). CLP as a programming paradigm has already been applied to mod-
eling hybrid systems including solving differential equations (Hickey & Wittenberg, 2004b).
Several authors propose the explicit composition of different concurrent automata by hand
leading to one single automaton, before a CLP implementation is applied. This is a tedious
work, especially when the number of automata increases. The latter case is exemplified in
Urbina (1996) and Jaffar et al. (2004), where approaches to model and analyze hybrid systems
using CLP(R) (Jaffar et al., 1992) are introduced.
In Banda & Gallagher (2008), it is shown how reachability analysis for linear hybrid automata
can be done by means of CLP, again by computing compositions of (simple) hybrid automata.
Events are handled as constraints, which avoids some of the effort for computing composition,
which leads to an exponential increase in the number of clauses in general. In our approach,
however, we compute configurations of the overall system only if required.
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Fig. 8. A tool for modeling and verification based on CLP.

A designer interacts with HieroMate using context sensitive menus that allows only meaning-
ful actions. For example, the user is able to add a location to an automaton by right clicking
onto the automaton and selecting Add location from a context menu. After a model has been
built, the specification should be given for formal verification. Actually, a user can either spec-
ify queries manually using CLP Prolog, use the tool to generate simple queries automatically,
or combine both methods.
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As we already mentioned, the formal semantics of our framework gives the possibility to ap-
ply formal methods in order to prove certain properties of specified systems, e.g. by model
checking. However, in the context of hybrid automata the term model checking usually refers to
reachability testing, i.e. the question whether some (unwanted) state is reachable from the ini-
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Mate. The tool performs reachability tests on the state space of the model. This is done by
first computing all reachable states from the initial state/configuration, and then checking the
resulting set for the needed properties. In the following, we present some exemplary model
checking tasks for the rescue scenario.

Is it possible to extinguish the fire? When the state of the automaton modeling the fire
changes from no fire to burning, the variable neededw stores the amount of water needed for
putting out the fire (neededw = 120 in the beginning). When the fire is put out, i.e. neededw = 0,
the automaton enters the state put out. Thus the fire can be extinguished, iff there is a reach-
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that this is indeed the case, as neededw is only decreased after the initial setting, and so the
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0, as the state extinguish is only left when the water level is zero, so including a check for
equality leads to false results.

Won’t the fire brigade move to the fire if it is not burning? This is a kind of questions that
needs to check the reachability of composed locations in the same time. This can be checked
by investigating that no location where firebrigade is in location move2fire and fire is in location
nofire, or putout is reachable

Does the agent report all discovered civilians? We can check properties about the history of
a certain state and the reachable states from a given state, this allows more complex questions
like this question. Actually, this question contains two properties to be checked:

(a) all discovered civilians are reported eventually, and

(b) the agent does not report more civilians than it found.

The property (a) corresponds to the fact that from every reachable state there is a state reach-
able where all discovered civilians have been reported. This again means that the number of
transitions labeled with help equals the number of transitions labeled with reported. Property
(b) holds if in the history of each reachable state the number of transitions labeled with help is
always greater or equal to the number of transitions that are labeled with reported.
All properties described above could be successfully proven using our framework.

5. Related Works

Hybrid automata have not only been used in the context of robot soccer, but also in many other
applications of multi-agent and multi-robot systems. Therefore, we will give a brief overview
on related works on modeling, specification, and model checking such systems with focus on
approaches that employ CLP.
Using hybrid automata (Henzinger, 1996) is a well accepted method to model and analyze
(mobile) multi-agent systems (Alur et al., 1999; 1996). Hierarchical hybrid automata (HHA)
can be used for building up and describing multi-layer control architectures based on physical
motion dynamics of moving agents (Borges de Sousa et al., 2007; Furbach et al., 2008). In many
applications they form a link between multi-robot systems and theories of hybrid systems as
in Zelinski et al. (2003). CLP as a programming paradigm has already been applied to mod-
eling hybrid systems including solving differential equations (Hickey & Wittenberg, 2004b).
Several authors propose the explicit composition of different concurrent automata by hand
leading to one single automaton, before a CLP implementation is applied. This is a tedious
work, especially when the number of automata increases. The latter case is exemplified in
Urbina (1996) and Jaffar et al. (2004), where approaches to model and analyze hybrid systems
using CLP(R) (Jaffar et al., 1992) are introduced.
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In contrast to our approach, some authors approached modeling the behavior of hybrid sys-
tems as an automaton using CLP, but they do not handle a hybrid system consisting of differ-
ent interacting hybrid automata. For example, Hickey & Wittenberg (2004a) present a hybrid
system modeled as an automaton using CLP(F) (Hickey & Wittenberg, 2004b), but neither
handling concurrency nor hierarchies. Other authors employ CLP for implementing hybrid
automata (Ciarlini & Frühwirth, 2000; Delzanno & Podelski, 1999; Gupta & Pontelli, 1997), but
restrict attention to a simple class of hybrid systems (e.g. timed systems). They do not con-
struct the overall behavior prior to modeling, but model each automaton separately. However,
the run of the model takes all possible paths into consideration, resulting from the product of
each component, which leads to unnecessary computation.
Another interesting approach on model checking hybrid systems is presented in Gulwani &
Tiwari (2008). There, an analysis technique is proposed that is able to derive verification condi-
tions, i.e. constraints that hold in reachable states. These conditions are universally quantified
and transformed into purely existentially quantified conditions, which is more suitable for
constraint solving. For this, an implementation in Lisp is available employing a satisfiability
modulo theories (SMT) solver, whereas the Prolog implementation presented in this chapter,
allows to express discrete transitions explicitly and allows the use of several constraint solvers.
Another approach for verification of hybrid systems is presented in Fränzle & Herde (2007).
In particular, the authors apply so-called bounded model checking (BMC) (Biere et al., 1999)
to linear hybrid automata, by encoding them into predicative formulae suitable for BMC.
For this reason, they developed a tool called HySAT that combines a SAT solver with linear
programming, where the Boolean variables are used for encoding the discrete components,
while real variables represent the continuous component. The linear programming routine
is used to solve large conjunctive systems of linear inequalities over reals, whereas the SAT
solver is used to handle disjunctions. Similar to this approach, our approach presented in this
chapter has the essence of BMC. However, instead of checking the satisfiability of formulae to
some given finite depth k, we find the set of reachable states and verify various properties on
this set. In Biere et al. (1999), neither concurrency nor hierarchy of hybrid automata is taken
into consideration.
Differently to this chapter, Jha et al. (2007) introduce symbolic reachability analysis of lazy lin-
ear hybrid automata. They provide a verification technique based on bounded model check-
ing and k-induction for reachability analysis. In their technique, SAT-based decision proce-
dures are used to perform a symbolic analysis instead of an enumerative analysis. However,
they did not show how the interacting concurrent components can be handled in their ap-
proach.

6. Conclusion

In this chapter, we have shown a framework to formally specify and verify physical multi-
agent systems by means of hybrid automata, especially for those agents that are defined
through their capability to continuously react to a physical environment, while respecting
some time constraints. The framework provided two different views of behaviors’ specifica-
tions, namely, the concurrent and the hierarchical view. In the concurrent view, it has been
demonstrated how to avoid the composition of the agents before getting involved into the
verification phase,which, in turn can relieve the state explosion problem that may raise as the
result of specifying multi-agent systems. On the other hand, in the hierarchical view, we show
how multi-agent systems can be hierarchically specified and formally verified without flatten-
ing the hierarchy, as it is commonly done. We have shown the implementations of both views

by means of constraint logic programming, which forms the specification and the verification
engine of the framework. In addition, we have presented a tool that graphically specifies both
views, in order to combine the powerful of software engineering into our framework. A case
study taken from RoboCup rescue simulation has been depicted to show applicability of our
approach.
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In contrast to our approach, some authors approached modeling the behavior of hybrid sys-
tems as an automaton using CLP, but they do not handle a hybrid system consisting of differ-
ent interacting hybrid automata. For example, Hickey & Wittenberg (2004a) present a hybrid
system modeled as an automaton using CLP(F) (Hickey & Wittenberg, 2004b), but neither
handling concurrency nor hierarchies. Other authors employ CLP for implementing hybrid
automata (Ciarlini & Frühwirth, 2000; Delzanno & Podelski, 1999; Gupta & Pontelli, 1997), but
restrict attention to a simple class of hybrid systems (e.g. timed systems). They do not con-
struct the overall behavior prior to modeling, but model each automaton separately. However,
the run of the model takes all possible paths into consideration, resulting from the product of
each component, which leads to unnecessary computation.
Another interesting approach on model checking hybrid systems is presented in Gulwani &
Tiwari (2008). There, an analysis technique is proposed that is able to derive verification condi-
tions, i.e. constraints that hold in reachable states. These conditions are universally quantified
and transformed into purely existentially quantified conditions, which is more suitable for
constraint solving. For this, an implementation in Lisp is available employing a satisfiability
modulo theories (SMT) solver, whereas the Prolog implementation presented in this chapter,
allows to express discrete transitions explicitly and allows the use of several constraint solvers.
Another approach for verification of hybrid systems is presented in Fränzle & Herde (2007).
In particular, the authors apply so-called bounded model checking (BMC) (Biere et al., 1999)
to linear hybrid automata, by encoding them into predicative formulae suitable for BMC.
For this reason, they developed a tool called HySAT that combines a SAT solver with linear
programming, where the Boolean variables are used for encoding the discrete components,
while real variables represent the continuous component. The linear programming routine
is used to solve large conjunctive systems of linear inequalities over reals, whereas the SAT
solver is used to handle disjunctions. Similar to this approach, our approach presented in this
chapter has the essence of BMC. However, instead of checking the satisfiability of formulae to
some given finite depth k, we find the set of reachable states and verify various properties on
this set. In Biere et al. (1999), neither concurrency nor hierarchy of hybrid automata is taken
into consideration.
Differently to this chapter, Jha et al. (2007) introduce symbolic reachability analysis of lazy lin-
ear hybrid automata. They provide a verification technique based on bounded model check-
ing and k-induction for reachability analysis. In their technique, SAT-based decision proce-
dures are used to perform a symbolic analysis instead of an enumerative analysis. However,
they did not show how the interacting concurrent components can be handled in their ap-
proach.

6. Conclusion

In this chapter, we have shown a framework to formally specify and verify physical multi-
agent systems by means of hybrid automata, especially for those agents that are defined
through their capability to continuously react to a physical environment, while respecting
some time constraints. The framework provided two different views of behaviors’ specifica-
tions, namely, the concurrent and the hierarchical view. In the concurrent view, it has been
demonstrated how to avoid the composition of the agents before getting involved into the
verification phase,which, in turn can relieve the state explosion problem that may raise as the
result of specifying multi-agent systems. On the other hand, in the hierarchical view, we show
how multi-agent systems can be hierarchically specified and formally verified without flatten-
ing the hierarchy, as it is commonly done. We have shown the implementations of both views

by means of constraint logic programming, which forms the specification and the verification
engine of the framework. In addition, we have presented a tool that graphically specifies both
views, in order to combine the powerful of software engineering into our framework. A case
study taken from RoboCup rescue simulation has been depicted to show applicability of our
approach.
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1. Introduction

The idea of robot playing soccer has been developed since early 90s Chen et al. (2003). Soc-
cer environment is a dynamically changing environment which requires individual skill as
well as team skill and therefore is an interesting research field on Artificial Intelligence and
robotics. Prolog is a programming language that represent logic reasoning. Is is a perfect tool
to represent human reasoning, so it seems to be a good choice for implementing the cognitive
layer of soccer players that is a simulation of human behaviour related to this game. For exam-
ple, applying the rule “if the goal keeper is not at the goal then kick to ball”. But many of the
most important decisions that are made by soccer players deal with non-crisp issues. They are
related to fuzziness (e.g. “if other player of my team is FAR from me then don’t pass him/her
the ball”), uncertainty (e.g. “if I CAN get the goal then kick the ball”), or incompleteness (e.g.
“if I cannot see the position of a player, by default I’m not going to pass him the ball”).
In this work we are going to provide a programming framework to Robot Soccer programmers
to model robot control in an expressive but simple way. We propose the possibility of using
fuzzy concepts for this modelization and we are going to provide some conclusions about this
tool based on a bench of practical experiments that we have done and that we describe here.
In the rest of this section we introduce RoboCupSoccer field (section 1.1) and we discuss some
previous fuzzy approaches in logic programming (sections 1.2 and 1.3. In section 2 we de-
scribe our framework, RFuzzy enumerating the features that characterize its expressivity for
modelling problems in general. From the following section we focus on the Robot Soccer
use of our tool. Section 3 describes the environment for our experimentation (the general ar-
quitecture at section 3.1 and the particular Prolog code arquitecture at section 3.2). We have
described in detail our experiments in section 4. We provide information about the decision
making analysis that we have done (section 4.1.1) and the action execution analysis (section
4.1.2). We finally conclude at section 5.

1.1 RoboCupSoccer
RoboCup is an international annual event promoting research on Artificial Intelligence,
robotics, and related field. The original motivation of RoboCup is RoboCupSoccer. As the
nature of soccer game, autonomous robots participating in RoboCupSoccer should have indi-
vidual ability such as moving and kicking the ball, cooperative ability such as coordinating
with team mates, and of course, the ability to deal with dynamic environment.
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RFuzzy
program program

CLP(R)
program
ISO PrologRFuzzy

package
preprocessing

CLP(R)
package
preprocessing

Fig. 1. RFuzzy architecture.

Prolog CLIP Lab (n.d.). The Ciao Prolog System offers a complete Prolog system support-
ing ISO-Prolog. Its modular design allows restriction and extension of the language both
syntactically and semantically. The Ciao Prolog Development System provides many li-
braries including a constraint logic programming system and interfaces to some program-
ming languages. In Ciao Prolog terminology, a library is implemented as either a module
or a package. Fuzzy Prolog described in Guadarrama, S.Muñoz & C.Vaucheret (2004) and
Extending Prolog with Incomplete Fuzzy Information (2005);
Default values to handel Incomplete Fuzzy Information (2006) is implemented as the package
“fuzzy.pl”, a syntactic extension of the CLP( ) system in the Ciao Prolog System.

2. RFuzzy tool expressiveness

Besides the advantages of Fuzzy Prolog, it truth value representatio based on constraints is too
general that it is complex to interpret for regular users. That was the reason for implementing
a simpler variant that we called RFuzzy. In RFuzzy the truth value is represented by a simple
real number.
RFuzzy is implemented as a Ciao Prolog CLIP Lab (n.d.) package because Ciao Prolog offers
the possibility of dealing with a higher order compilation through the implementation of Ciao
packages.
The compilation process of a RFuzzy program has two pre-compilation steps: (1) the RFuzzy
program is translated into CLP( ) constraints by means of the RFuzzy package and (2) the
program with constraints is translated into ISO Prolog by using the CLP( ) package. Fig. 1
shows the whole process.
As the motivation of RFuzzy was providing a tool for practical application, it was loaded
with many nice features that represent an adventage with respect to previous fuzzy tools to
model real problems. In this section we enumerate and describe some of the most interesting
characteristics of RFuzzy expressiveness through its syntax (to show its simplicity that is the
other advantage of RFuzzy). For the examples we are going to use intuitive concepts related
to soccer vocabulary although many of ther are not use for the simulator because it use just
simple variables of position and speed but they are more ilustrative in the interest of concepts
understanding.

2.1 Types definition
Prolog does not have types. The problem of not having types is that it is impossible to return
constructive answers but using constraints. RFuzzy does not use constrains because they are
not friendly to return constructive results and that is the reason for having types instead.
In RFuzzy types are defined according to (1) syntax.

:- set prop pred/ar = type pred 1/1 , type pred n/1 . (1)

where set prop is a reserved word, pred is the name of the typed predicate, ar is its arity and
type pred 1, type pred n (n 2,3, . . . , ar) are predicates used to define types for each argument
of pred. They must have arity 1. The definition is constraining the values of the n th argument

RoboCupSoccer consists of several leagues, providing test beds for various research scale:
Simulation League, Small Size Robot League (F-180), Middle Size Robot League (f-2000), Four-
Legged Robot League, Humanoid League, E-League and RoboCup Commentator Exhibition.
The first E-League was held at RoboCup 2004.This league is a simplified version of Small Size
Robot League, where vision processing and communications are factored out, thus provided
by the league. Each team in this league consists of four small sized autonomous robots, one
of whom can be a goalkeeper. The match lasts for two equal periods of 10 minutes.
We employ RoboCupSoccer Simulation League for the sake of simplicity because we are just
focused on the robot control layer.

1.2 Fuzzy Approaches in Logic Programming
Introducing Fuzzy Logic into Logic Programming has provided the development of several
fuzzy systems over Prolog. These systems replace its inference mechanism, SLD-resolution,
with a fuzzy variant that is able to handle partial truth. Most of these systems implement the
fuzzy resolution introduced by Lee in Lee (1972), as the Prolog-Elf system Ishizuka & Kanai
(1985), the FRIL Prolog system Baldwin et al. (1995) and the F-Prolog language Li & Liu (1990).
However, there is no common method for fuzzifying Prolog, as noted in Shen et al. (1989).
Some of these Fuzzy Prolog systems only consider fuzziness on predicates whereas other
systems consider fuzzy facts or fuzzy rules. There is no agreement about which fuzzy logic
should be used. Most of them use min-max logic (for modelling the conjunction and disjunc-
tion operations) but other systems just use Łukasiewicz logic Klawonn & Kruse (1994).
There is also an extension of constraint logic programming Bistarelli et al. (2001), which can
model logics based on semiring structures. This framework can model min-max fuzzy logic,
which is the only logic with semiring structure. Another theoretical model for fuzzy logic
programming without negation has been proposed by Vojtáš in Vojtas (2001), which deals
with many-valued implications.

1.3 Fuzzy Prolog
One of the most promising fuzzy tools for Prolog was the “Fuzzy Prolog” system
Vaucheret et al. (2002); Guadarrama, Munoz-Hernandez & Vaucheret (2004). The most impor-
tant advantages against the other approaches are:

1. A truth value is represented as a finite union of sub-intervals on 0,1 . An interval is a
particular case of union of one element, and a unique truth value (a real number) is a
particular case of having an interval with only one element.

2. A truth value is propagated through the rules by means of an aggregation operator. The
definition of this aggregation operator is general and it subsumes conjunctive opera-
tors (triangular norms Klement et al. (n.d.) like min, prod, etc.), disjunctive operators
Trillas et al. (1995) (triangular co-norms, like max, sum, etc.), average operators (aver-
ages as arithmetic average, quasi-linear average, etc) and hybrid operators (combina-
tions of the above operators) Pradera et al. (2002)).

3. Crisp and fuzzy reasoning are consistently combined Munoz-Hernandez et al. (2002).

Fuzzy Prolog adds fuzziness to a Prolog compiler using CLP( ) instead of implement-
ing a new fuzzy resolution method, as other former fuzzy Prologs do. It represents in-
tervals as constraints over real numbers and aggregation operators as operations with these
constraints, so it uses Prolog built-in inference mechanism to handle the concept of par-
tial truth. From the implementation point of view, Fuzzy Prolog is implemented over Ciao
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Prolog CLIP Lab (n.d.). The Ciao Prolog System offers a complete Prolog system support-
ing ISO-Prolog. Its modular design allows restriction and extension of the language both
syntactically and semantically. The Ciao Prolog Development System provides many li-
braries including a constraint logic programming system and interfaces to some program-
ming languages. In Ciao Prolog terminology, a library is implemented as either a module
or a package. Fuzzy Prolog described in Guadarrama, S.Muñoz & C.Vaucheret (2004) and
Extending Prolog with Incomplete Fuzzy Information (2005);
Default values to handel Incomplete Fuzzy Information (2006) is implemented as the package
“fuzzy.pl”, a syntactic extension of the CLP( ) system in the Ciao Prolog System.

2. RFuzzy tool expressiveness

Besides the advantages of Fuzzy Prolog, it truth value representatio based on constraints is too
general that it is complex to interpret for regular users. That was the reason for implementing
a simpler variant that we called RFuzzy. In RFuzzy the truth value is represented by a simple
real number.
RFuzzy is implemented as a Ciao Prolog CLIP Lab (n.d.) package because Ciao Prolog offers
the possibility of dealing with a higher order compilation through the implementation of Ciao
packages.
The compilation process of a RFuzzy program has two pre-compilation steps: (1) the RFuzzy
program is translated into CLP( ) constraints by means of the RFuzzy package and (2) the
program with constraints is translated into ISO Prolog by using the CLP( ) package. Fig. 1
shows the whole process.
As the motivation of RFuzzy was providing a tool for practical application, it was loaded
with many nice features that represent an adventage with respect to previous fuzzy tools to
model real problems. In this section we enumerate and describe some of the most interesting
characteristics of RFuzzy expressiveness through its syntax (to show its simplicity that is the
other advantage of RFuzzy). For the examples we are going to use intuitive concepts related
to soccer vocabulary although many of ther are not use for the simulator because it use just
simple variables of position and speed but they are more ilustrative in the interest of concepts
understanding.

2.1 Types definition
Prolog does not have types. The problem of not having types is that it is impossible to return
constructive answers but using constraints. RFuzzy does not use constrains because they are
not friendly to return constructive results and that is the reason for having types instead.
In RFuzzy types are defined according to (1) syntax.

:- set prop pred/ar = type pred 1/1 , type pred n/1 . (1)

where set prop is a reserved word, pred is the name of the typed predicate, ar is its arity and
type pred 1, type pred n (n 2,3, . . . , ar) are predicates used to define types for each argument
of pred. They must have arity 1. The definition is constraining the values of the n th argument

RoboCupSoccer consists of several leagues, providing test beds for various research scale:
Simulation League, Small Size Robot League (F-180), Middle Size Robot League (f-2000), Four-
Legged Robot League, Humanoid League, E-League and RoboCup Commentator Exhibition.
The first E-League was held at RoboCup 2004.This league is a simplified version of Small Size
Robot League, where vision processing and communications are factored out, thus provided
by the league. Each team in this league consists of four small sized autonomous robots, one
of whom can be a goalkeeper. The match lasts for two equal periods of 10 minutes.
We employ RoboCupSoccer Simulation League for the sake of simplicity because we are just
focused on the robot control layer.

1.2 Fuzzy Approaches in Logic Programming
Introducing Fuzzy Logic into Logic Programming has provided the development of several
fuzzy systems over Prolog. These systems replace its inference mechanism, SLD-resolution,
with a fuzzy variant that is able to handle partial truth. Most of these systems implement the
fuzzy resolution introduced by Lee in Lee (1972), as the Prolog-Elf system Ishizuka & Kanai
(1985), the FRIL Prolog system Baldwin et al. (1995) and the F-Prolog language Li & Liu (1990).
However, there is no common method for fuzzifying Prolog, as noted in Shen et al. (1989).
Some of these Fuzzy Prolog systems only consider fuzziness on predicates whereas other
systems consider fuzzy facts or fuzzy rules. There is no agreement about which fuzzy logic
should be used. Most of them use min-max logic (for modelling the conjunction and disjunc-
tion operations) but other systems just use Łukasiewicz logic Klawonn & Kruse (1994).
There is also an extension of constraint logic programming Bistarelli et al. (2001), which can
model logics based on semiring structures. This framework can model min-max fuzzy logic,
which is the only logic with semiring structure. Another theoretical model for fuzzy logic
programming without negation has been proposed by Vojtáš in Vojtas (2001), which deals
with many-valued implications.

1.3 Fuzzy Prolog
One of the most promising fuzzy tools for Prolog was the “Fuzzy Prolog” system
Vaucheret et al. (2002); Guadarrama, Munoz-Hernandez & Vaucheret (2004). The most impor-
tant advantages against the other approaches are:

1. A truth value is represented as a finite union of sub-intervals on 0,1 . An interval is a
particular case of union of one element, and a unique truth value (a real number) is a
particular case of having an interval with only one element.

2. A truth value is propagated through the rules by means of an aggregation operator. The
definition of this aggregation operator is general and it subsumes conjunctive opera-
tors (triangular norms Klement et al. (n.d.) like min, prod, etc.), disjunctive operators
Trillas et al. (1995) (triangular co-norms, like max, sum, etc.), average operators (aver-
ages as arithmetic average, quasi-linear average, etc) and hybrid operators (combina-
tions of the above operators) Pradera et al. (2002)).

3. Crisp and fuzzy reasoning are consistently combined Munoz-Hernandez et al. (2002).

Fuzzy Prolog adds fuzziness to a Prolog compiler using CLP( ) instead of implement-
ing a new fuzzy resolution method, as other former fuzzy Prologs do. It represents in-
tervals as constraints over real numbers and aggregation operators as operations with these
constraints, so it uses Prolog built-in inference mechanism to handle the concept of par-
tial truth. From the implementation point of view, Fuzzy Prolog is implemented over Ciao
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The RFuzzy syntax for the predicate far/1 (represented in Fig.2) is:

teenager : # 0.5,0 , 10,1 .

2.4 Rule definition with truth values and credibility
A tool which only allows the user to define truth values through functions and facts lacks on
allowing him to combine those truth values for representing more complex situations. A rule
is the tool to combine the truth values of facts, functions, and other rules.
Rules allow the user to combine truth values in the correct way (by means of aggregation
operators, like minimum, maximum, product, etc.). The aggregation operator combines the truth
values of the subgoals of the body of the rule to obtain the truth value of the head of the rule.
Appart from this, rules are assigned a credibility value to obtain the final truth value for the
head of the clause. Credibility is used to express how much we trust a rule. It is used another
opperator to aggregate the truth value obtained (from the aggregation of the subgoals of the
body) with the rule’s credibility.
RFuzzy offers a simple syntax for representing these rules, defined in (5). There are two ag-
gregation operators, op2 for combining the truth values of the subgoals of the rule body and
op1 for combining the previous result with the rule’s credibility. The user can choose for any
of them an aggregation operator from the list of the available ones1 or define his/her own
aggregation operator.

pred arg1 , argn cred (op1, value1) : op2 (4)

pred1 args pred 1 , predm args pred m .

The following example uses the operator prod for aggregating truth values of the subgoals
of the body and min to aggregate the result with the credibility of the rule (which is 0.8).
“cred (op1, value1)” can only appear 0 or 1 times.

good player J cred min,0.8 : prod swi f t J , agile J , has experience J .

2.5 General and Conditioned Default Truth Values
Unfortunately, information provided by the user is not complete in general. So there are many
cases in which we have no information about the truth value for a fuzzy predicate of an indi-
vidual or a set of them. This happend many times in Robot soccer (not in the simulator but
in games with real robots) when the camara does not detect correctly any player of the ball
position. Nevertheless, it is interesting not to stop a complex query evaluation just because we
have no information about one or more subgoals if we can use a reasonable approximation. A
solution to this problem is using default truth values for these cases. The RFuzzy extension to
define a default truth value for a predicate when applied to individuals for which the user has
not defined an explicit truth value is named general default truth value. The syntax for defining
a general default truth value is shown in (5).
Conditioned default truth value is used when the default truth value only applies to a subset of
the domain. This subset is defined by a membership predicate which is true only when an
individual belongs to the subset. The membership predicate (membership predicate/ar) and the

1Aggregation operators available are: min for minimum, max for maximum, prod for the product, luka
for the Łukasiewicz operator, dprod for the inverse product, dluka for the inverse Łukasiewicz operator
and complement.

1

0.5   5
0

0

far

10  20  distance
Fig. 2. Far truth value continuous representation

of pred to the values of the type type pred n. This definition of types ensures that the values
assigned to the arguments of pred are correctly typed.
The example below shows that the arguments of predicates is striker/1 and is faster than/2 have
to be of type player/1. The domain of type player is enumerated.

: set prop is striker/1 player/1.

: set prop is f aster than/2 player/1, player/1.

player robot1 . player robot2 . player robot3 .

player robot4 . player robot5 .

2.2 Simple truth value assignment
It is possible to assign a truth value to an individual using fuzzy facts. Their syntax, that we
can see in (2), is different than regular Prolog facts syntax.

pred args value truth val. (2)

Arguments, args, should be ground and the truth value, truth val, must be a real number
between 0 and 1. The example below defines that the player robot3 is a fast player with a truth
value 0.9.

f ast player robot3 value 0.9.

2.3 Continuous function to represent truth values
Facts definition (see subsection 2.2) is worth for a finite (and relative small) number of indi-
viduals. Nevertheless, it is very common to represent fuzzy truth using continuous functions.
Fig. 2 shows an example in which the continuous function assigns the truth value of being far
to a distance.
Functions used to define the truth value of some group of individuals are usually continuous
and linear over intervals. To define those functions there is no necessity to write down the
value assigned to each element in their domains. We have to take into account that the domain
can be infinite.
RFuzzy provides the syntax for defining functions by stretches. This syntax is shown in (3).
External brackets represent the Prolog list symbols and internal brackets represent cardinality
in the formula notation. Predicate pred has arity 1, val1, ..., valN should be ground terms
representing numbers of the domain (they are possible values of the argument of pred) and
truth val1, ..., truth valN should be the truth values associated to these numbers. The truth
value of the rest of the elements is obtained by interpolation.

pred :# val1, truth val1 , val2, truth val2 , valn, truth valn . (3)
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The RFuzzy syntax for the predicate far/1 (represented in Fig.2) is:
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The following example uses the operator prod for aggregating truth values of the subgoals
of the body and min to aggregate the result with the credibility of the rule (which is 0.8).
“cred (op1,value1)” can only appear 0 or 1 times.

good player J cred min,0.8 : prod swi f t J , agile J , has experience J .
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Unfortunately, information provided by the user is not complete in general. So there are many
cases in which we have no information about the truth value for a fuzzy predicate of an indi-
vidual or a set of them. This happend many times in Robot soccer (not in the simulator but
in games with real robots) when the camara does not detect correctly any player of the ball
position. Nevertheless, it is interesting not to stop a complex query evaluation just because we
have no information about one or more subgoals if we can use a reasonable approximation. A
solution to this problem is using default truth values for these cases. The RFuzzy extension to
define a default truth value for a predicate when applied to individuals for which the user has
not defined an explicit truth value is named general default truth value. The syntax for defining
a general default truth value is shown in (5).
Conditioned default truth value is used when the default truth value only applies to a subset of
the domain. This subset is defined by a membership predicate which is true only when an
individual belongs to the subset. The membership predicate (membership predicate/ar) and the
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of pred to the values of the type type pred n. This definition of types ensures that the values
assigned to the arguments of pred are correctly typed.
The example below shows that the arguments of predicates is striker/1 and is faster than/2 have
to be of type player/1. The domain of type player is enumerated.

: set prop is striker/1 player/1.

: set prop is f aster than/2 player/1, player/1.

player robot1 . player robot2 . player robot3 .

player robot4 . player robot5 .

2.2 Simple truth value assignment
It is possible to assign a truth value to an individual using fuzzy facts. Their syntax, that we
can see in (2), is different than regular Prolog facts syntax.

pred args value truth val. (2)

Arguments, args, should be ground and the truth value, truth val, must be a real number
between 0 and 1. The example below defines that the player robot3 is a fast player with a truth
value 0.9.

f ast player robot3 value 0.9.

2.3 Continuous function to represent truth values
Facts definition (see subsection 2.2) is worth for a finite (and relative small) number of indi-
viduals. Nevertheless, it is very common to represent fuzzy truth using continuous functions.
Fig. 2 shows an example in which the continuous function assigns the truth value of being far
to a distance.
Functions used to define the truth value of some group of individuals are usually continuous
and linear over intervals. To define those functions there is no necessity to write down the
value assigned to each element in their domains. We have to take into account that the domain
can be infinite.
RFuzzy provides the syntax for defining functions by stretches. This syntax is shown in (3).
External brackets represent the Prolog list symbols and internal brackets represent cardinality
in the formula notation. Predicate pred has arity 1, val1, ..., valN should be ground terms
representing numbers of the domain (they are possible values of the argument of pred) and
truth val1, ..., truth valN should be the truth values associated to these numbers. The truth
value of the rest of the elements is obtained by interpolation.

pred :# val1, truth val1 , val2, truth val2 , valn, truth valn . (3)
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Fig. 3. Generic System Architecture

3.1.1 Low Level Communication Layer
As the name suggests, this is the lowest layer of our architecture. This layer includes all hard-
wares and softwares provided by the league. The robots, infrared transmitter, video cam-
era, communication network, and vision systems belong to this layer. Different leagues in
RoboCupSoccer are represented by different Low Level Communication Layer. E-League has
the robots, Doraemon vision package, and communication server as part of this layer, whereas
Simulation League has only The RoboCup Soccer Simulator as part of this layer.

3.1.2 Logical Communication Layer
This layer acts as the interface between low level communication layer and the upper layers.
It is intended to hide physical structure of the environment from the upper layer. As long as
the interface of the services offered by this layer remain unchanged, then the rest of the upper
layer can also remain unchanged Garcı́a et al. (2004). Basic services that should be offered for
E-league are :

Reading the packets generated by video server.

Establishing communication with the communication server.

Continuous sensing for the referee decision.

We have used the Simuro environment FIRA (n.d.). SimuroSot consists of a server which has
the soccer game environments (playground, robots, score board, etc.) and two client programs
with the game strategies. A 3D color graphic screen displays the match. Teams can make their
own strategies and compete with each other without hardware.

3.1.3 Sensorial/Effectorial Layer
This layer serves as a bridging layer between the logical communication layer and the cogni-
tive layer. It translates visual information into the representation needed by cognitive layer,
and also translates output from cognitive layer into basic action to be performed by the robots.
In our implementation for Simulation League which use Prolog programs as cognitive layer

predicate to which it is applied (pred/ar) need to have the same arity (ar). The syntax is shown
in (6).

:- default(pred/ar, truth value) . (5)

:- default(pred/ar, truth value) = membership predicate/ar. (6)

pred/ar is in both cases the predicate to which we are defining default values. As expected,
when defining the three cases (explicit, conditioned and default truth value) only one will be
given back when doing a query. The precedence when looking for the truth value goes from
the most concrete to the least one.
The code from the example below joint with the code from examples in subsections 2.1 and
2.2 assigns to the predicate fast player a truth value of 0.8 for robot2 (default truth value), 0.6
when it is robot1 (conditioned default truth value for the goal keeper) and 0.9 when it is robot3
(explicit truth value).

: de f ault f ast player/1,0.6 goal keeper/1.

: de f ault f ast player/1,0.8 .

goal keeper robot1 .

2.6 Constructive Answers
A very interesting characteristic for a fuzzy tool is being able to provide constructive answers
for queries. The regular (easy) questions ask for the truth value of an element. For example,
how fast is robot3? (See left hand side example below)

? f ast player robot3,V . ? f ast player X,V ,V 0.7.

V 0.9?; V 0.9, X robot3?;

no V 0.8, X robot2?;

V 0.8, X robot4?;

V 0.8, X robot5?;

no

But the really interesting queries are the ones that ask for values that satisfy constraints over
the truth value. For example, which players are very fast? (See right hand side example
above). RFuzzy provides this constructive functionality.

3. Environment

In this work we have prepared a complete framework with all the interfaces necessary for
someone interested in defining strategies for robot control. In this section we are going to
describe all the components of the environment that we have used for our experiments and
we provide them for their free use.

3.1 Architecture and Implementation Details
Based on agent system architecture proposed by Garcı́a et al. (2004), in Hernndez & Wiguna
(2007) we proposed a generic system architecture for RoboCup offering flexibility on choice of
programming language and minimal modification to switch between leagues. This architec-
ture is shown in figure 3. Prolog is proposed for cognitive layer, and in Hernndez & Wiguna
(2007) we use Fuzzy Prolog Guadarrama, Munoz-Hernandez & Vaucheret (2004) for imple-
menting the cognitive layer and we use the Atan library and a RoboCupSoccer Simulator.
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3.1.1 Low Level Communication Layer
As the name suggests, this is the lowest layer of our architecture. This layer includes all hard-
wares and softwares provided by the league. The robots, infrared transmitter, video cam-
era, communication network, and vision systems belong to this layer. Different leagues in
RoboCupSoccer are represented by different Low Level Communication Layer. E-League has
the robots, Doraemon vision package, and communication server as part of this layer, whereas
Simulation League has only The RoboCup Soccer Simulator as part of this layer.

3.1.2 Logical Communication Layer
This layer acts as the interface between low level communication layer and the upper layers.
It is intended to hide physical structure of the environment from the upper layer. As long as
the interface of the services offered by this layer remain unchanged, then the rest of the upper
layer can also remain unchanged Garcı́a et al. (2004). Basic services that should be offered for
E-league are :

Reading the packets generated by video server.

Establishing communication with the communication server.

Continuous sensing for the referee decision.

We have used the Simuro environment FIRA (n.d.). SimuroSot consists of a server which has
the soccer game environments (playground, robots, score board, etc.) and two client programs
with the game strategies. A 3D color graphic screen displays the match. Teams can make their
own strategies and compete with each other without hardware.

3.1.3 Sensorial/Effectorial Layer
This layer serves as a bridging layer between the logical communication layer and the cogni-
tive layer. It translates visual information into the representation needed by cognitive layer,
and also translates output from cognitive layer into basic action to be performed by the robots.
In our implementation for Simulation League which use Prolog programs as cognitive layer

predicate to which it is applied (pred/ar) need to have the same arity (ar). The syntax is shown
in (6).

:- default(pred/ar, truth value) . (5)

:- default(pred/ar, truth value) = membership predicate/ar. (6)

pred/ar is in both cases the predicate to which we are defining default values. As expected,
when defining the three cases (explicit, conditioned and default truth value) only one will be
given back when doing a query. The precedence when looking for the truth value goes from
the most concrete to the least one.
The code from the example below joint with the code from examples in subsections 2.1 and
2.2 assigns to the predicate fast player a truth value of 0.8 for robot2 (default truth value), 0.6
when it is robot1 (conditioned default truth value for the goal keeper) and 0.9 when it is robot3
(explicit truth value).

: de f ault f ast player/1,0.6 goal keeper/1.

: de f ault f ast player/1,0.8 .

goal keeper robot1 .

2.6 Constructive Answers
A very interesting characteristic for a fuzzy tool is being able to provide constructive answers
for queries. The regular (easy) questions ask for the truth value of an element. For example,
how fast is robot3? (See left hand side example below)

? f ast player robot3,V . ? f ast player X,V ,V 0.7.

V 0.9?; V 0.9, X robot3?;

no V 0.8, X robot2?;

V 0.8, X robot4?;

V 0.8, X robot5?;

no

But the really interesting queries are the ones that ask for values that satisfy constraints over
the truth value. For example, which players are very fast? (See right hand side example
above). RFuzzy provides this constructive functionality.

3. Environment

In this work we have prepared a complete framework with all the interfaces necessary for
someone interested in defining strategies for robot control. In this section we are going to
describe all the components of the environment that we have used for our experiments and
we provide them for their free use.

3.1 Architecture and Implementation Details
Based on agent system architecture proposed by Garcı́a et al. (2004), in Hernndez & Wiguna
(2007) we proposed a generic system architecture for RoboCup offering flexibility on choice of
programming language and minimal modification to switch between leagues. This architec-
ture is shown in figure 3. Prolog is proposed for cognitive layer, and in Hernndez & Wiguna
(2007) we use Fuzzy Prolog Guadarrama, Munoz-Hernandez & Vaucheret (2004) for imple-
menting the cognitive layer and we use the Atan library and a RoboCupSoccer Simulator.
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Fig. 5. Prolog code Architecture

3.2.1 Main Modules
The module yellow move isolated X Y.pl starts the comunication in between the inter-
face and the team strategy. After stablishing the connection goes into a loop for deciding
(with the help of module strategy X Y.pl) an action for each robot. These actions should
be transmited to the simulator server as a list of speeds of the set of robots. During the
loop a trace of the game is generated also.

The module strategy X Y.pl provide the strategy information to the above module to
take a decision about the robots action.

3.2.2 Auxiliary Modules
In the module stage management.pl the value of the stage variable (that contains the
data of the environment as for example the position of the players and the ball.

All predicates related with loading stored data from the stage variable and creating new
variables for the strategy are in the module environment.pl. For example getting the
ball position or calculating its speed from its two last positions.

The module crisp conditions strategy.pl contains the predicates that evaluate the con-
ditions of the environment in each cycle and, acording to them, determine (using crisp
rules) the action to develope by each robot.

The module fuzzy conditions strategy.pl contains the predicates that evaluate the con-
ditions of the environment in each cycle and, acording to them, determine (using fuzzy
rules) the action to develope by each robot.

The set of high level actions (e.g. shoot, pass, etc.) that the robots can developed are
implemente in the module actions.pl.

Fig. 4. Environment Architecture

and Java library as logical communication layer, this means translating visual information
into prolog predicates and interpreting prolog query result. We use the Rakiduam UNCOMA
(2006) interface with the dll files (“tcpb.dll” and “tcpy.dll”) that are necessary in between the
simulator and the Prolog compiler.

3.1.4 Cognitive Layer
Cognitive layer is where the strategy is implemented. It is the highest level layer. Our work
is focused in this layer where we employ The Ciao Prolog System Hermenegildo et al. (1999),
and in particulas the RFuzzy Prolog library, to reason over the provided information. Our
approach is providing the capability of handling fuzzy, uncertain and incomplete information
at the cognitive layer. This information is very close to the human reasoning, so this frame-
work is improving the human-like control of this layer. A strategy can be easily implemented
on this layer without having to put effort on low level technical details more related to the
machine than to the human mind.
In this contribution we have changed (with respect to Hernndez & Wiguna (2007)) the fuzzy
library and the RoboCupSoccer simulator to obtain more precise results related the use of
fuzzy and crisp rules in the control of the robots. The fuzzy library that we use here is RFuzzy
(that is decribed in detail in section 2), and for the simulation we use Rakiduam UNCOMA
(2006). We can see in figure 4 the environment architecture.

3.2 Prolog Code Arquitecture
For this comparative study we have implemented two main modules and a set of auxiliary
modules. We have also used a couple of communication modules from UNCOMA (2006).
The complete modules arquitecture is represented in figure 5 whose internal running is de-
scribed below.
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4.1 Simple Movements
For a set of simple movements we have study the behavior of the players in two aspects:
decision making and action execution. We compare the control of a player implemented using
crisp rules and the control of a player implemented using fuzzy rules for both aspects:

Decision Making: Which one is the best action to chose. The crisp and the fuzzy vari-
ants will take different decisions sometimes. This is analyzed in the comparative study.
When the decision is the same, the execution of the action will be the same because this
experiments just use basic actions that are not taking into account the environment con-
ditions. The code for this part is in the module conditions X strategy.pl where X can be
crisp or fuzzy.

Action Execution: How the action is executed. We have chosen some actions that de-
pend on some factors as speed or direction of the ball. The execution of the action is
examined but not the previous decision that have taken us to do it. The code for defin-
ing the execution of the basic actions (executed after the decision making process of the
first experiments) and the actions that are programmed using crisp and fuzzy logic (for
their comparison) is in module actions.pl.

The tests are clasified attending to the action that is expected to do the robot (shoot, clear or
pass). We have used for the bench of tests that we have made the same structure for an action
X:

1. Action X: description of the players that participate and showing (through an image)
the initial position of the robots.

2. Analysis of the crisp logic in Action X

3. Analysis of the fuzzy logic in Action C

4. Crisp and Fuzzy logic comparison

4.1.1 Decision Making Analysis
The action that is made for a robot is chosen attending to a set of variables. These variables
describe the environment of the game. The variables used for decision making using crip logic
are different from the set of variables that are used for decision making through fuzzy logic.
In figure 7 there are some of these variables that are used by module conditions X strategy.pl
to decide which action to perform by the robot.
Close to the definition of values for the variables is the distribution of areas in which we have
divided the game field. It is represented in figure 8.
We are going to provide a brief description of these variables to understand their relevance in
the comparative study:

Relative position is the position of the ball in the field attending to the position of
the players with respect the bal. It is the same in fuzzy and crisp logic. There are five
possible values (ofensive left side area, ofensive right side area, ofensive centre, ofensive
closure, defensive area).

Crisp ball position is the area from 8 where the ball is. It has twelve possible values.

Crisp goal direction is the angle (in grades and always positive) that if defined in be-
tween the trayectory of the ball and the segment that joins the ball with the centre of the
opposite goal area. This variable provides information about the direction of the ball
with respect to the opposite goal area. The possibles values are in the following ranges:
[0o..45o] or [135o ..180o] if it is in the direction of the goal area, and [45o..135o] if it is not.

Fig. 6. Robots positions

The set of medium level actions (e.g. moving the robot to a concrete position) that the
robots can developed are implemente in the module primitives.pl.

The set of medium level actions (e.g. moving the robot to a concrete position) that the
robots can developed are implemente in the module navegation.pl.

The module logger.pl provide the trace of the the game

3.2.3 Communication Modules
The module sim video server tcp.pl abstracts the strategy programming of the com-
munication of the video server. It receives the ambient data from the video server and
it transforms them into logic rules in Prolog.

The module sim command server.pl abstract the logic programming to the communi-
cation with the interface. It maintains the communication with the command server
and decodify the Prolog logic rules for being understandable by the command server.

4. Comparative Study

For testing the use of different logics we have define the structure of the comparative study.
We have design and implement all modules (described in section 3.2) that are necessary to
model the basic strategy of a math, the decission making, the actions execution and the test
cases.
Figure 6 identifies the name of the position of each robot to reference them in the rest of the
paper.
In this section we are going to describe some test cases. Some of them are simple moves and
others are strategies in matches.
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Fig. 8. Areas of the field

where it is said that it is going to be calculated the truth value for the action of shooting for
a striker. The truth value will be a value in the range [0..1](0 means that it is a bad action for
the player in its situation and 1 means that it is the perfect action for the player). Intermediate
values have intermediate meanings. In this case the truth value of a set of concepts will be
calculated first (if the relative position of the player is good for shooting, if the position of the
ball is good for shooting, if the direcction of the ball is good for shooting and if the speed of
the ball is godd for shooting) and them the truth value for shooting, V, will be calculated as the
aggregation (using product operation in this case) of all the truth values previously calculated
(V1, V2, V3, V4 and V5).
In figure 9 we can see the fuzzy functions that represent the concepts that are involved in the
definition of the rule that we have defined above. They represent the truth value for each
value of the environment.
In the case of fuzzy rules, all rules will be executed and the best action for the player situation
(the one with higher truth value) will be executed. The option by default of keeping the base
position has a default value of 0.2.
In a particular case, we can have all players and the ball in a particular position (as in figure 10)
and then try to find out the best action to perform by a particular robot. For our experiments
we use crisp and fuzzy batery of rules and we compare the results.
For the rest of the study we will analyse always a robot of the left team of the screen, so the
yellow team.
We have studied different starting positions of the game that lead the robots to do the actions
of shooting, passing and clearing. The results of the comparison in between the crisp and the
fuzzy control for these tests are detailed in section 5.

Fig. 7. Decision making variables

Crisp ball speed is the speed of the ball that is calculated as the distance that the ball is
able to cover during a server cycle in the simulator. The possible values are: slow (less
than 0.5), regular (into 0.5 and 1) and fast (greater than 1).

Fuzzy ball position X is the distance from the ball to the back line of the own field. The
values are in the range [0..86].

Fuzzy ball position Yis the distance from the ball to the left line of the own field. The
values are in the range [0..70].

Fuzzy ball direction is the same concept that the crisp goal direction. The values belong
the range [0o..180o]

Fuzzy ball speed is the same concept that crisp ball speed but the domain is continue
(speed R ).

For the comparison of the decision making we have considered a set of crisp rules and a set of
fuzzy rules to determine the best action for the robots in each situation. The rules are different
for each robot depending on its position (goal keeper, striker, midfielder, etc.) Let’s see a
couple of examples of rules.
Crisp rules (implemented in Prolog) are of the form:

shoot striker o f ensive area opposite area ball

where it is said that the striker should shoot if it is in the ofensive area and the ball is in the
opposite area.
The list of crisp rules should be ordered according to priority because in each situation it is
executed the first one that is satisfied. If any of them is satisfied, then the robot should mantain
the base position that is calculated as the average point into the position of the ball and the
own goal place. But to observed better the cases in which the player is not deciding to do any
action we have change this base position to the same position. So, the robot that is not making
any action is going to maintain its position.
Fuzzy rules (implemented in RFuzzy) are of the form:
shoot striker V prod relative position good shoot V1 ,ball position X good shoot V2 ,
ball position Y good shoot V3 ,ball direction good shoot V4 ,ball speed good shoot V5
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Fig. 11. Shoot action variables

Fig. 12. Pass action variables

Crisp centre forward position is the distance from the striker that is passing the ball
and the opposite passing point. It is calculated as the difference (always positive) of the
striker X coordinate and the X coordinate of the opposite passing point (that is aproxi-
mately in the penalty point).

Fuzzy centre forward position is the same concept that the crisp centre forward posi-
tion but the values are in the range [0..75].

We have just study the most representative starting situations that lead the robot to shoot and
pass. In section 5 are discussed the results of the comparison in between the crisp and the
fuzzy control for these actions.

4.2 Matches
Besides studying single movements we have uses proof tests for complete matches. We have
program in a different way each team. The crisp team uses crisp logic for decision making
and also crips logic for action execution. The fuzzy team uses fuzzy logic for decision making
and also crips logic for action execution. We will use also the Lingo team and the Rakiduam
team. In the tests the yellow team is team 1 and the blue team is team 2.
For each scenario the test is a 30 seconds match where it is compared the number of gols of
each team and the percentage of time that each team control the ball.
We have evaluated the mathes: crisp team vs Lingo team, crisp team vs Lingo team, crisp
logic vs Rakiduam07, fuzzy logic vs Rakiduam07, and crisp team vs fuzzy team.

5. Conclusions

RFuzzy has many advantages related its expressivity and some advanced characteristics of
RFuzzy are missing in other similar tools as FLOPERMoreno (2006); Morcillo & Moreno (2008).
RFuzzy has been designed with a simple syntax to facilitate programmers from other fields (as

Fig. 9. Fuzzy functions to represent concepts related shooting

Fig. 10. Starting positions for shooting

4.1.2 Action Execution Analysis
In the analysis of the action execution we have studied starting situations in which the robot
has already decided to make a particular action. Then we have observed the result when it do
it using crisp and fuzzy execution rules.
The variables that we have used for shooting are listed in figure 11. Ball distance is the same
in the crisp and in the fuzzy logic. The variables that we have used for passing are shown in
figure 12.
The speed and direction variables are the same that the ones used in section 4.1.1 for decision
making analysis. The rest of variables are defined as follow:

Ball distance is the distance in between the robot that is shooting and the ball (distance
R ).
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The tests comparing complete match strategies show that fuzzy control is much better
in taking decisions. Due to the importance of speed in this kind of game, an ofensive
strategy can obtain better results even if it fails frecuently in the decisions.

Despite the results are good for our experiments in Robot Soccer, they are much better for
scenarios in which it is more important to take the right decision that to decide fast. Do not
fail in the decision is important in some parts of the Robot Soccer strategy but not in all of it
because in much parts the speed is the decisive parameter.
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in this case from Robot Soccer programming) to model their problems in a simple way. This
is the reason why RFuzzy is much more convenient that Fuzzy Prolog (that use constrains that
are much more difficult to handle and understand that real numbers that are used in RFuzzy).
Extensions added to Prolog by RFuzzy are: types (subsection 2.1), default truth values condi-
tioned or general (subsection 2.5), assignment of truth values to individuals by means of facts
(subsection 2.2), functions (subsection 2.3) or rules with credibility (subsection 2.4).
One of the most important consequences of these extensions is the constructivity of the an-
swers with the possibility of constraining the truth value in the queries as we describe in
section 2.6.
There are countless applications and research lines which can benefit from the advantages
of using the fuzzy representations offered by RFuzzy. Some examples are: Search Engines,
Knowledge Extraction (from databases, ontologies, etc.), Semantic Web, Business Rules, Cod-
ing Rules, etc.
In particular in this work we have studied the possibilites of this tool for modelling the robot
control in Robot Soccer.
It is well known that logic programming is a perfect environment for dealing with the cog-
nitive layer at RoboCupSoccer league as it is in general to implement cognitive and control
issues in robotics.
Our goal is to provide a programming framework to Robot Soccer programmers to model
robot control in an expressive but simple way.
After some preliminary groundwork Hernndez & Wiguna (2007) we have developed a bet-
ter engine for rules execution (RFuzzy instead of the discrete constraint variant used in
Hernndez & Wiguna (2007), called dfuzzy) and we have designed and provided a set of uni-
tary test to compare the behaviour of a crisp and a fuzzy strategy for simple movements and
for complete matches. Our goal is to provide this framework and some practical results (based
in our experimentation) for its use in the strategy programming at Robot Soccer.
After evaluating some study tests we can provide the following conclusions:

Using fuzzy logic we can model some concepts that are impossible to represent in an
adequate way using crisp logic or other representation (i.e. fast, slow, close, far, etc.)
Due to this the rules to define robot control are much more expressive and alike to
human reasoning.

RFuzzy lets us define continue functions over real numbers using syntactic sugar. Other
tools requires to provide values for all elements of the domain. This is impossible for
an infinite domain (that is the general case). So, a simple syntax is available.

Using fuzzy logic we can distinguish the level of satisfaction of a rule. In crisp logic,
rules can be satified or not. In RFuzzy we can obtain different truth vales of satisfaction
for the set of rules that can be applied in a particular situation. So the robot can choose
at any time the best rule (the one with highest truth value) that is suppose to provide it
the best decision about which action to make.

The tests comparing single movements show similar efectivenes in fuzzy logic and crisp
logic. When both take the same decision, fuzzy logic is faster because it has not to wait
till any limit to asign a truth value while crisp logic depend on when the ball across
limit areas.

Atending to decision making, fuzzy control is much better and the disadvantage comes
from the speed. In this case it does not affect the experiments because it depends on the
cycle and it comes determined by the simulator.
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The tests comparing complete match strategies show that fuzzy control is much better
in taking decisions. Due to the importance of speed in this kind of game, an ofensive
strategy can obtain better results even if it fails frecuently in the decisions.

Despite the results are good for our experiments in Robot Soccer, they are much better for
scenarios in which it is more important to take the right decision that to decide fast. Do not
fail in the decision is important in some parts of the Robot Soccer strategy but not in all of it
because in much parts the speed is the decisive parameter.
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(1999). The CIAO Multi-Dialect Compiler and System: An Experimentation Work-
bench for Future (C)LP Systems, Parallelism and Implementation of Logic and Constraint
Logic Programming, Nova Science, Commack, NY, USA.

Hernndez, S. M. & Wiguna, W. S. (2007). Fuzzy cognitive layer in robocupsoccer, Proceedings
of the 12th International Fuzzy Systems Association World Congress (IFSA 2007). Founda-
tions of Fuzzy Logic and Soft Computing, Springer, Cancn, Mxico, pp. 635–645.

Ishizuka, M. & Kanai, N. (1985). Prolog-ELF incorporating fuzzy Logic, International Joint
Conference on Artificial Intelligence, pp. 701–703.

Klawonn, F. & Kruse, R. (1994). A Łukasiewicz logic based Prolog, Mathware & Soft Computing
1(1): 5–29.
URL: citeseer.nj.nec.com/227289.html

Klement, E., Mesiar, R. & Pap, E. (n.d.). Triangular norms, Kluwer Academic Publishers.
Lee, R. C. T. (1972). Fuzzy Logic and the resolution principle, Journal of the Association for

Computing Machinery 19(1): 119–129.
Li, D. & Liu, D. (1990). A Fuzzy Prolog Database System, John Wiley & Sons, New York.

in this case from Robot Soccer programming) to model their problems in a simple way. This
is the reason why RFuzzy is much more convenient that Fuzzy Prolog (that use constrains that
are much more difficult to handle and understand that real numbers that are used in RFuzzy).
Extensions added to Prolog by RFuzzy are: types (subsection 2.1), default truth values condi-
tioned or general (subsection 2.5), assignment of truth values to individuals by means of facts
(subsection 2.2), functions (subsection 2.3) or rules with credibility (subsection 2.4).
One of the most important consequences of these extensions is the constructivity of the an-
swers with the possibility of constraining the truth value in the queries as we describe in
section 2.6.
There are countless applications and research lines which can benefit from the advantages
of using the fuzzy representations offered by RFuzzy. Some examples are: Search Engines,
Knowledge Extraction (from databases, ontologies, etc.), Semantic Web, Business Rules, Cod-
ing Rules, etc.
In particular in this work we have studied the possibilites of this tool for modelling the robot
control in Robot Soccer.
It is well known that logic programming is a perfect environment for dealing with the cog-
nitive layer at RoboCupSoccer league as it is in general to implement cognitive and control
issues in robotics.
Our goal is to provide a programming framework to Robot Soccer programmers to model
robot control in an expressive but simple way.
After some preliminary groundwork Hernndez & Wiguna (2007) we have developed a bet-
ter engine for rules execution (RFuzzy instead of the discrete constraint variant used in
Hernndez & Wiguna (2007), called dfuzzy) and we have designed and provided a set of uni-
tary test to compare the behaviour of a crisp and a fuzzy strategy for simple movements and
for complete matches. Our goal is to provide this framework and some practical results (based
in our experimentation) for its use in the strategy programming at Robot Soccer.
After evaluating some study tests we can provide the following conclusions:

Using fuzzy logic we can model some concepts that are impossible to represent in an
adequate way using crisp logic or other representation (i.e. fast, slow, close, far, etc.)
Due to this the rules to define robot control are much more expressive and alike to
human reasoning.

RFuzzy lets us define continue functions over real numbers using syntactic sugar. Other
tools requires to provide values for all elements of the domain. This is impossible for
an infinite domain (that is the general case). So, a simple syntax is available.

Using fuzzy logic we can distinguish the level of satisfaction of a rule. In crisp logic,
rules can be satified or not. In RFuzzy we can obtain different truth vales of satisfaction
for the set of rules that can be applied in a particular situation. So the robot can choose
at any time the best rule (the one with highest truth value) that is suppose to provide it
the best decision about which action to make.

The tests comparing single movements show similar efectivenes in fuzzy logic and crisp
logic. When both take the same decision, fuzzy logic is faster because it has not to wait
till any limit to asign a truth value while crisp logic depend on when the ball across
limit areas.

Atending to decision making, fuzzy control is much better and the disadvantage comes
from the speed. In this case it does not affect the experiments because it depends on the
cycle and it comes determined by the simulator.



Robot Soccer284

Morcillo, P. & Moreno, G. (2008). Floper, a fuzzy logic programming environment for research,
Proceedings of the Spanish Conference on Programming and Computer Languages, PROLE
2008, Gijón, Spain.

Moreno, G. (2006). Building a fuzzy transformation system., SOFtware SEMinar 2006: Theory
and Practice of Computer Science, pp. 409–418.

Munoz-Hernandez, S., Vaucheret, C. & Guadarrama, S. (2002). Combining crisp and fuzzy
Logic in a prolog compiler, in J. J. Moreno-Navarro & J. Mariño (eds), Joint Conf. on
Declarative Programming: APPIA-GULP-PRODE 2002, Madrid, Spain, pp. 23–38.

Pradera, A., Trillas, E. & Calvo, T. (2002). A general class of triangular norm-based aggregation
operators: quasi-linear t-s operators, International Journal of Approximate Reasoning
30(1): 57–72.

Shen, Z., Ding, L. & Mukaidono, M. (1989). Fuzzy resolution principle, Proc. of 18th Interna-
tional Symposium on Multiple-valued Logic, Vol. 5.

Trillas, E., Cubillo, S. & Castro, J. L. (1995). Conjunction and disjunction on 0,1 , , Fuzzy
Sets and Systems 72: 155–165.

UNCOMA (2006). Diseño e implementación de un sistema multiagente: Un equipo de fútbol
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1. Introduction 

The robots in the RoboCup Nanogram demonstration events are the size of dust, and 
compete on a millimeter-scale playing field under a microscope (Fig. 1). It seems unlikely 
that the robots of the Nanogram events will meet the RoboCup goal of beating the human 
World Cup champion team, so what is the point? The potential for these robots in 
applications beyond soccer is vast, but so are the engineering challenges. The Nanogram 
challenge provides an intermediate target for microroboticists, and the innovation that has 
resulted has been astounding. Some day heart surgery may be as simple as swallowing a pill 
of microrobots only a few generations evolved from a microscale soccer team. 
 

 
Fig. 1. The Magmite robot, developed by ETH Zurich, in relation to a fruit fly, as captured in 
a scanning electron micrograph (Vollmers et al., 2008; Kratochvil et al., 2009; Frutiger et al., 
2008; Frutiger et al., 2009). The Magmite has participated in the RoboCup Nanogram events 
since their inception. Figure used with permission from the authors.  
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and nano-scale size regimes are different from those most relevant at larger scales. For 
objects much below a millimeter in their characteristic dimensions, surface phenomena such 
as friction, adhesion, heat transfer, and electrostatic attraction become significantly more 
important, while inertia, weight, heat capacity, and other body phenomena become 
comparatively less important (Madou, 1997). Furthermore, these surface phenomena can 
change whenever two micro-scale parts come into contact as a result of triboelectric 
charging and other factors. These phenomena can be difficult to measure, but must be 
tracked and controlled to prevent failure modes such as altered transfer functions and 
irreversible adhesion. 
 
With surface forces dominating motion at these scales, adsorption of contaminants – even 
water – can lead to devastating results. Proper environmental control can be critical, 
especially for electrostatic devices (Liu, 2006). Devices and operating environments must be 
kept meticulously clean, and humidity should be regulated. In contrast to larger robots, 
once a microrobot is damaged it can rarely be fixed and must instead be discarded. These 
devices must therefore be manufactured in quantity, at comparatively low cost. While the 
very small size of these devices makes low-marginal-cost manufacturing practical, it also 
makes it very difficult to identify damaged devices prior to critical failure. The ability to 
identify a damaged device in time to replace it before it fails can be a crucial difference 
between a winning team and a losing one. 
 
Even the very smallest of batteries available today remain far too big to be mounted on a 
microrobot. As a result, providing a source of power to these devices is a significant 
problem. One promising approach is to provide a source of wireless power that well-
designed microrobots can receive from their environment. This wireless power can be 
electrostatic (Donald et al., 2003), optical (Sul et al., 2006), magnetic (Vollmers et al., 2008), 
vibrational (Yasuda et al., 1994), or alternative modes yet to be developed. When multiple 
(competing) teams are involved, this ambient power must be provided in a way that will not 
unintentionally (or intentionally!) interfere with the operation of opposing teams. On-board 
power systems remain a challenging possibility, with thin-film batteries becoming 
increasingly energetic (Patil et al., 2008) and nuclear power presenting a feasible and 
exciting approach (Lal et al., 2005). 
 
Control strategies familiar to robot coordination must be carefully reconsidered for 
applicability to the new field of microrobotics. For example, the closed-loop feedback 
approach to systems engineering is widely considered a necessity in micro-scale and smaller 
robots, but the optical systems often employed for this feedback at the macro scale can be 
inappropriate to micro-environments (Abbot et al., 2007). The depth and breadth of field 
under the microscope can be limiting factors for vision systems; it is often not possible to 
employ stereo cameras; and the pin-hole camera models widely used at macro-scales break 
down under the microscope (Abbot et al., 2007). Other feedback mechanisms must be 
similarly adapted. For example, in macro-scale actuators, servoing systems are often 
implemented with optical feedback from diodes or lasers, but capacitive feedback may be 
more effective at the micro- and nano-scale (Yamahata et al., 2008). 
 

 

 

The field of microrobotics has been defined “to include the robotic manipulation of objects 
with characteristic dimensions in the millimeter to micrometer range (micromanipulation) 
as well as the design and fabrication of robotic agents in a smilar size range (microrobots)” 
(Abbott et al., 2007). This distinguishes the robots being discussed in this chapter from 
robots on the millimeter to centimeter scale that are sometimes called “microrobots,” but 
would more accurately be termed “miniature robots” (Dario et al., 1992).  
 
The fundamentals of traditional robotics – including kinematics, dynamics, motion 
planning, computer vision, and control (Spong et al., 2006) -- apply soundly to the field of 
microrobotics. However, the nature of the actuators that function best within the micro-
domain often dominates how these fundamental concepts are applied. Microrobots 
competing in the Nanogram events have utilized electrostatic and magnetic actuation 
methods. Thermal, vibratory, piezoelectric, and biological actuation have also been used for 
microrobotics, and so these technologies are also reviewed. While microscale end effectors 
or grippers have been made, Nanogram participants have only utilized passive designs to 
aid in ball handling. To date, sensors and controllers are all off-board for the Nanogram 
League, and the control strategies used with the various microrobots are discussed below. 

 
1.1 Microrobot Applications 
The classic example of robot applications is the set of line assembly tasks performed in the 
manufacture of large durable goods, such as automobiles, where robots have been used 
commercially for decades. Yet these days, robots are rapidly moving into other niche 
markets such as surgery, security, and entertainment at a pace that has raised the eyebrows 
of many industry leaders and technology visionaries. As robots become smaller, cheaper, 
more versatile, and more reliable, some analysts have forecast the coming of a robotics 
industry of large enough scope to mirror in the next thirty years the economic and societal 
impact of the computer revolution thirty years ago (Gates, 2007). In response, Microsoft has 
established a robotics product line, the EU is doubling its investment in robotics research, 
and U.S. lawmakers have formed a new congressional caucus on robotics. 
 
Some of the most exciting future applications of robotics will require systems that are many 
orders of magnitude smaller than today’s commercial robots. These micro-robots would 
have masses and characteristic dimensions that are best measured in nanograms and 
micrometers, respectively. Their tiny size would allow them to penetrate small pores and 
cavities and to explore microscopic environments, such as the vascular system of the human 
body. As with today’s transistors, the material costs for such small robots are insignificant, 
so building a million need not be much more expensive than building a dozen. This opens 
up the possibility of disposable, massively parallel robotic systems for search and rescue in 
disaster sites, exploration of planetary surfaces or military encampments, and other as yet 
unimagined tasks. 

 
1.2 Challenges of the Microscale 
Realization of commercially viable microrobots to meet these application requirements will 
require solutions to numerous engineering challenges. At the heart of these challenges lies 
the fact that the physical forces that dominate locomotion and manipulation tasks in micro- 
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comparatively less important (Madou, 1997). Furthermore, these surface phenomena can 
change whenever two micro-scale parts come into contact as a result of triboelectric 
charging and other factors. These phenomena can be difficult to measure, but must be 
tracked and controlled to prevent failure modes such as altered transfer functions and 
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With surface forces dominating motion at these scales, adsorption of contaminants – even 
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especially for electrostatic devices (Liu, 2006). Devices and operating environments must be 
kept meticulously clean, and humidity should be regulated. In contrast to larger robots, 
once a microrobot is damaged it can rarely be fixed and must instead be discarded. These 
devices must therefore be manufactured in quantity, at comparatively low cost. While the 
very small size of these devices makes low-marginal-cost manufacturing practical, it also 
makes it very difficult to identify damaged devices prior to critical failure. The ability to 
identify a damaged device in time to replace it before it fails can be a crucial difference 
between a winning team and a losing one. 
 
Even the very smallest of batteries available today remain far too big to be mounted on a 
microrobot. As a result, providing a source of power to these devices is a significant 
problem. One promising approach is to provide a source of wireless power that well-
designed microrobots can receive from their environment. This wireless power can be 
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vibrational (Yasuda et al., 1994), or alternative modes yet to be developed. When multiple 
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power systems remain a challenging possibility, with thin-film batteries becoming 
increasingly energetic (Patil et al., 2008) and nuclear power presenting a feasible and 
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robots, but the optical systems often employed for this feedback at the macro scale can be 
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orders of magnitude smaller than today’s commercial robots. These micro-robots would 
have masses and characteristic dimensions that are best measured in nanograms and 
micrometers, respectively. Their tiny size would allow them to penetrate small pores and 
cavities and to explore microscopic environments, such as the vascular system of the human 
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(Tang et al., 1990), rotary side-drive micro-motors (Fan et al., 1988), and scratch drive 
actuators (Akiyama et al., 1993). Several teams have used robots that rely on electrostatic 
actuation in RoboCup Nanogram events, including the United States Naval Academy, 
Simon Fraser University, and Carnegie Mellon University, whose robots from the 2007 
competition in Atlanta are shown in Fig. 2 below.  
 

   
Fig. 2. Electrostatic actuators from the 2007 RoboCup Nanogram event. Left: The microrobot 
from the U.S. Naval Academy team (Firebaugh and Piepmeier, 2009), based on work by 
Donald et al. (Donald et al., 2006). Center: A polymer micromachined electrostatic 
microrobot from Simon Fraser University. Photo courtesy of Dan Sameoto. Right: CMOS-
MEMS electrostatic microrobots from Carnegie Mellon University. Photo courtesy of 
Fernando Alfaro, Chiung Lo and Professor Gary Fedder. 

 
2.1 Electrostatic Actuation 
The forces generated by electrostatic actuators can be predicted using simple capacitive 
circuit models. The energy stored in a capacitor of capacitance C at voltage V is given by: 
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Therefore, the force generated in a given direction, r, is therefore given by:  
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Knowing the geometry of an electrostatic actuator allows us to approximate its capacitance, 
either analytically or using finite element methods. For example, in the simplest case of a 
parallel plate capacitor, the capacitance is wL/g , where L is the length of the overlapping 
area of the two plates,  w is the width of the overlap, g is the gap between the plates, and ε is 
the permittivity of the material in the gap. If the plates are misaligned so that L would be 
increased by shifting the top plate along the x axis, then the x-component of the electrostatic 
force on the top plate would be Fx = wV2/2g . Similarly, the force of attraction between the 
two plates is Fz = wLV2/2g2. 
 
The force of attraction between the capacitor plates is a non-linear function of the plate 
separation. This leads to the useful phenomenon of snap-down voltages (Nathanson et al., 

 

 

Communication poses particular difficulties in micro-soccer competitions, where individual 
robots may be smaller than the wavelength of the radio signals typically used to 
communicate with their larger brethren. If an ambient power source is used, communication 
signals can be embedded in the power waveform, to be mechanically decoded by the micro-
robots’ physical structure (Donald et al., 2006; Donald et al., 2008). New communication 
methods must be devised, and standards must be established to divide the available 
bandwidth between competing teams of multiple microrobots.  

 
1.3 RoboCup Nanogram Events 
Microrobotic soccer competitions have been used to drive innovation in micro-
electromechanical systems (MEMS) and microrobotic technologies and to provide 
educational opportunities. Games were held annually from 2007 through 2009 in association 
with the RoboCup Federation. Teams competed in each of three events: 

• The Two-Millimeter Dash 
• The Slalom Drill 
• The Ball Handling Drill 

 
In the two-millimeter dash, microrobots must demonstrate maximum speed and the ability 
to start and stop on command. The microrobots are placed onto a field of play that contains 
two open goals that are 500 micrometers deep, with two millimeters of space between 
opposite goal lines. A microrobot is placed inside one of the goals so that the entire body of 
the microrobot is behind the goal line. Upon a signal from the event timing system, the 
microrobot must sprint to the opposite goal line, stop inside the goal, and signal completion 
to the timing system.  
 
The slalom drill proceeds in the same fashion as the two-millimeter dash, except that the 
area between the goal lines is obstructed by obstacles formed from thick-film photoresist. 
The microrobots must be maneuverable enough to navigate a path between the obstacles 
into the opposite goal. 
 
To compete in the ball handling drill, microrobots must be capable of controlled planar 
pushing manipulation of small disks whose diameter is only 100 micrometers. The 
microrobot begins inside one of the goals as in the case of the other two events, and the 
space between the goals is obstructed as in the slalom drill. Tiny “micro-soccer balls,” which 
consist of a 100 μm diameter disk of silicon, are placed amongst the obstacles. Upon a signal 
from the event timing system, the microrobot moves out onto the playing field to push the 
micro-soccer balls into the opposing goal.  

 
2. Electrostatic Microrobots  

In the field of micro-electromechanical systems (MEMS), electrostatic transducers have long 
been a favored class of actuator (Kovacs, 1998). Forces are generated between insulated 
bodies having opposite net charge, resulting in motion. Electrostatic actuators can be 
comparatively easy to build using established microfabrication techniques, and they can 
generate considerable forces on micro-scale components due to large surface area to volume 
ratios. Classic electrostatic actuators from the field of MEMS include comb drive actuators 
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Fig. 2. Electrostatic actuators from the 2007 RoboCup Nanogram event. Left: The microrobot 
from the U.S. Naval Academy team (Firebaugh and Piepmeier, 2009), based on work by 
Donald et al. (Donald et al., 2006). Center: A polymer micromachined electrostatic 
microrobot from Simon Fraser University. Photo courtesy of Dan Sameoto. Right: CMOS-
MEMS electrostatic microrobots from Carnegie Mellon University. Photo courtesy of 
Fernando Alfaro, Chiung Lo and Professor Gary Fedder. 
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Therefore, the force generated in a given direction, r, is therefore given by:  
 

2

2
V CF

r
  

    
 (2) 

 
Knowing the geometry of an electrostatic actuator allows us to approximate its capacitance, 
either analytically or using finite element methods. For example, in the simplest case of a 
parallel plate capacitor, the capacitance is wL/g , where L is the length of the overlapping 
area of the two plates,  w is the width of the overlap, g is the gap between the plates, and ε is 
the permittivity of the material in the gap. If the plates are misaligned so that L would be 
increased by shifting the top plate along the x axis, then the x-component of the electrostatic 
force on the top plate would be Fx = wV2/2g . Similarly, the force of attraction between the 
two plates is Fz = wLV2/2g2. 
 
The force of attraction between the capacitor plates is a non-linear function of the plate 
separation. This leads to the useful phenomenon of snap-down voltages (Nathanson et al., 

 

 

Communication poses particular difficulties in micro-soccer competitions, where individual 
robots may be smaller than the wavelength of the radio signals typically used to 
communicate with their larger brethren. If an ambient power source is used, communication 
signals can be embedded in the power waveform, to be mechanically decoded by the micro-
robots’ physical structure (Donald et al., 2006; Donald et al., 2008). New communication 
methods must be devised, and standards must be established to divide the available 
bandwidth between competing teams of multiple microrobots.  

 
1.3 RoboCup Nanogram Events 
Microrobotic soccer competitions have been used to drive innovation in micro-
electromechanical systems (MEMS) and microrobotic technologies and to provide 
educational opportunities. Games were held annually from 2007 through 2009 in association 
with the RoboCup Federation. Teams competed in each of three events: 

• The Two-Millimeter Dash 
• The Slalom Drill 
• The Ball Handling Drill 

 
In the two-millimeter dash, microrobots must demonstrate maximum speed and the ability 
to start and stop on command. The microrobots are placed onto a field of play that contains 
two open goals that are 500 micrometers deep, with two millimeters of space between 
opposite goal lines. A microrobot is placed inside one of the goals so that the entire body of 
the microrobot is behind the goal line. Upon a signal from the event timing system, the 
microrobot must sprint to the opposite goal line, stop inside the goal, and signal completion 
to the timing system.  
 
The slalom drill proceeds in the same fashion as the two-millimeter dash, except that the 
area between the goal lines is obstructed by obstacles formed from thick-film photoresist. 
The microrobots must be maneuverable enough to navigate a path between the obstacles 
into the opposite goal. 
 
To compete in the ball handling drill, microrobots must be capable of controlled planar 
pushing manipulation of small disks whose diameter is only 100 micrometers. The 
microrobot begins inside one of the goals as in the case of the other two events, and the 
space between the goals is obstructed as in the slalom drill. Tiny “micro-soccer balls,” which 
consist of a 100 μm diameter disk of silicon, are placed amongst the obstacles. Upon a signal 
from the event timing system, the microrobot moves out onto the playing field to push the 
micro-soccer balls into the opposing goal.  

 
2. Electrostatic Microrobots  

In the field of micro-electromechanical systems (MEMS), electrostatic transducers have long 
been a favored class of actuator (Kovacs, 1998). Forces are generated between insulated 
bodies having opposite net charge, resulting in motion. Electrostatic actuators can be 
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Fig. 3. Graph of capacitor plate separation versus applied voltage. To the right of the 
maximum, the system is statically stable. To the left, the system is unstable, and will 
collapse, extending the spring until the plates come into contact or encounter a hard stop. 
After Nathanson (Nathanson et al., 1978). 
 
For microrobotic applications, one of the more common electrostatic actuators is the scratch 
drive. A scratch drive actuator (Akiyama et al., 1993) is composed of a thin polysilicon plate 
with a support at the front end. The plate is typically in the range of 60 μm to 80 μm on a 
side, and 1 μm to 2 μm thick. The support height is typically in the 1 μm to 2 μm range. The 
operation of the scratch drive is shown in Fig. 4. When a voltage is applied between the 
polysilicon plate and the substrate beneath it, the plate is drawn down into flat contact with 
the dielectric layer. Since the front of the plate is supported by the bushing, strain energy is 
stored in the plate, and the edge of the bushing is pushed forward. When the voltage is 
removed, the strain is released, and the scratch drive plate snaps back to its original shape, 
slightly in front of where it began. When a periodic pulse is applied, this cycle is 
continuously repeated, and the scratch drive moves forward in a step-wise manner, 
achieving maximum speeds on the order of millimeters per second. 
 
Steering can be accomplished by exploiting snap-down and release voltages of cantilever 
beams mounted on the scratch drive body. Fig. 2 (left) shows one such steering cantilever 
with a two-micron-diameter stylus at the tip. If the periodic drive pulse of the scratch drive 
actuator nests within the hysteresis band of these cantilevers, the cantilevers’ position 
(raised or lowered) can be controlled independently from the operation of the actuator 
(Donald et al., 2006). 
 

 

 

1978). Imagine that the top plate were suspended over the bottom plate by a linear spring of 
constant K. For a given extension, z, the energy stored in the spring is: 
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The energy stored in the capacitor, Uc, is: 
 

 zg
LwVUC 


0

2

2


 (4) 

 
where g0 is the plate separation at zero spring extension. Minimizing the energy of the 
system, the relationship between the plate separation and the applied voltage can be 
calculated as follows: 
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This function defines the curve shown in Fig. 3. To the right of the maximum voltage, the 
system is statically stable. To the left, the system is unstable and will collapse, extending the 
spring until the plates come into contact or encounter a hard stop. Solving for V and 
maximizing with respect to g produces the voltage and gap at which this snap-down event 
occurs (Nathanson et al., 1978): 
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If the plates are prevented from electrical contact by, for example, a layer of insulation, they 
will remain snapped down until the voltage is reduced below the release voltage. The 
release voltage for a given gap can be determined from the left-hand side of the graph in 
Fig. 3. Each hysteresis band between a snap-down voltage and a release voltage can be used 
as a mechanical memory bit for electrostatic microrobotic systems (Donald et al., 2006), 
allowing the robots to be configured as simple state machines without any on-board 
transistors.  
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Fig. 3. Graph of capacitor plate separation versus applied voltage. To the right of the 
maximum, the system is statically stable. To the left, the system is unstable, and will 
collapse, extending the spring until the plates come into contact or encounter a hard stop. 
After Nathanson (Nathanson et al., 1978). 
 
For microrobotic applications, one of the more common electrostatic actuators is the scratch 
drive. A scratch drive actuator (Akiyama et al., 1993) is composed of a thin polysilicon plate 
with a support at the front end. The plate is typically in the range of 60 μm to 80 μm on a 
side, and 1 μm to 2 μm thick. The support height is typically in the 1 μm to 2 μm range. The 
operation of the scratch drive is shown in Fig. 4. When a voltage is applied between the 
polysilicon plate and the substrate beneath it, the plate is drawn down into flat contact with 
the dielectric layer. Since the front of the plate is supported by the bushing, strain energy is 
stored in the plate, and the edge of the bushing is pushed forward. When the voltage is 
removed, the strain is released, and the scratch drive plate snaps back to its original shape, 
slightly in front of where it began. When a periodic pulse is applied, this cycle is 
continuously repeated, and the scratch drive moves forward in a step-wise manner, 
achieving maximum speeds on the order of millimeters per second. 
 
Steering can be accomplished by exploiting snap-down and release voltages of cantilever 
beams mounted on the scratch drive body. Fig. 2 (left) shows one such steering cantilever 
with a two-micron-diameter stylus at the tip. If the periodic drive pulse of the scratch drive 
actuator nests within the hysteresis band of these cantilevers, the cantilevers’ position 
(raised or lowered) can be controlled independently from the operation of the actuator 
(Donald et al., 2006). 
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where g0 is the plate separation at zero spring extension. Minimizing the energy of the 
system, the relationship between the plate separation and the applied voltage can be 
calculated as follows: 
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This function defines the curve shown in Fig. 3. To the right of the maximum voltage, the 
system is statically stable. To the left, the system is unstable and will collapse, extending the 
spring until the plates come into contact or encounter a hard stop. Solving for V and 
maximizing with respect to g produces the voltage and gap at which this snap-down event 
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If the plates are prevented from electrical contact by, for example, a layer of insulation, they 
will remain snapped down until the voltage is reduced below the release voltage. The 
release voltage for a given gap can be determined from the left-hand side of the graph in 
Fig. 3. Each hysteresis band between a snap-down voltage and a release voltage can be used 
as a mechanical memory bit for electrostatic microrobotic systems (Donald et al., 2006), 
allowing the robots to be configured as simple state machines without any on-board 
transistors.  
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provided by a digital microscope camera, and trajectory adjustments are made by changing 
the relative percentages of the interleaved control primitives. 
 
The microrobotic devices may by modeled as nonholonomic mobile robots similar to a 
Dubins vehicle (Dubin, 1957) limited to forward motion and left turns. The state of the robot 
q is given by:  

x
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where (x,y) is the location of the robot, and  is the orientation of the device. The kinematics 
of the device are given by:  
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where v is a positive velocity with an expected constant value that is related to the stepping 
frequency in the forward motion wave form shown in Figure 7. The angular velocity w is 
also a fixed value, and {0,1} is the state of the steering arm (0= up, 1=down). It should be 
noted that w may be positive or negative depending on the construction of the arm. Without 
loss of generality, we will assume the value is positive for the remainder of this discussion. 
The robot is globally controllable, but not small time locally controllable (STLC). 
 
As discussed in (G. Lionis and K.J. Kyriakopoulos, 2007) the radius of curvature can be 
varied by alternating the relative percentage of the two voltage waveforms that moves the 
robot either forward or in a turn within a short time period. The device kinematics of the 
ideal system can be decomposed using control vectors that characterize all of the possible 
motions of the scratch drive actuators. For scratch drive actuators, these vectors are given by 
the following 
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A key departure here from the work (G. Lionis and K.J. Kyriakopoulos, 2007) is the absence 
of the ability to achieve a -wor –v. The work in (G. Lionis and K.J. Kyriakopoulos, 2007) 
considered a larger microrobot with piezo-actuated legs similar to that discussed in (Martel, 
2005). That system had the ability to go forwards and backwards as well as turn both left 
and right with fixed radius turns. Despite these differences, the large portions of the 
discussion of (G. Lionis and K.J. Kyriakopoulos, 2007) are still applicable. Of note is the 
analysis concerning a pulse width modulated (PWM) control strategy. The approach is to 
alternate between two of the permissible vectors. Fig. 5 shows the two waveforms that 
would be sent to the scratch drive actuator in order to switch between forward motion and 
turning motion.  

 

 

 
Fig. 4. A schematic of the operation of a scratch drive actuator (Akiyama et al., 1993). The 
length of the curved region of the plate, ℓ, and the step size, Δx, are determined by the 
voltage. 

 
2.2 Electrostatic Microrobot Fabrication 
Fabrication of thin-film electrostatic actuators like the scratch drive is performed through 
photolithographic techniques that were originally developed for the integrated circuit 
industry. Each device is composed of multiple layers, each of which is defined by a 
lithographic mask. Typically, a material such as silicon, glass, or metal is deposited by 
chemical or physical vapor deposition and is then coated with a film of photoresist. The 
photoresist is exposed through a lithographic mask and developed to remove the unwanted 
portion of the film. The pattern defined by the remaining film is transferred into the material 
layer through an etching process, and then the residual photoresist is removed. As this 
process is repeated, the device is built up layer by layer. The equipment required for these 
processes is available at microfabrication laboratories in many universities. In addition, 
many standard thin-film microfabrication processes are available commercially as multi-
project wafer services, where each wafer is divided between many researchers, producing 
significant cost decreases (Markus et al., 1995; Sniegowski et al., 1996; Tea et al., 1997). 
Participants in these processes receive a set of die containing devices built from their own 
supplied designs. The die can then be post-processed for additional customization if desired 
(Donald et al., 2006; Huikai et al., 2002). 

 
2.3 Electrostatic Microrobot Control 
The work by Donald (Donald et al., 2006) uses the pre-image motion planning strategy 
developed by Lozano-Perez, Mason, and Taylor (Lozano-Perez, et al., 1984). The planner 
starts with the goal position and computes backwards the sequence of single velocity 
motion primitives that leads to the initial position of each robot. This method assumes 
perfect robot motion. Since robots rarely live up to this assumption, a closed-loop error 
correction method is employed. The trajectory is recalculated at periodic intervals, making 
on-the-fly adjustments for observed error. In the case of (Donald et al., 2006) the feedback is 
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practicalities of waveform generation dictate that T is small, but does not necessarily 
approach zero. In (Donald et al., 2006) the length of T was set at 0.25 ms. In (Piepmeier, 
2010) it was shown that the following model gives a better approximation of the motion of 
the device for larger control periods, T. The following vector field provides a closer 
approximation of the motion produced by a PWM-controlled scratch drive device.  
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3. Magnetic Microrobots 

Two groups participating in the RoboCup Nanogram events, one from Carnegie Mellon 
University, and the other from ETH Zurich University, have demonstrated magnetic 
microrobots. These systems have shown  less sensitivity to environmental variation than 
microrobots based on scratch drive actuators. The two magnetic microrobotic systems 
operate on different principles, as described below. 
 
The Carnegie Mellon microrobot, developed by Steven Floyd, Chytra Pawashe, and Metin 
Sitti, is simply a laser machined slug of neodymium-iron-boron, a hard magnetic material, 
which is manipulated through externally applied magnetic fields (Floyd et al., 2008 
Pawashe, 2008; Pawashe, 2009, a; Pawashe, 2009, b). This robot is similar to the microrobots 
developed by a number of groups for biomedical applications (Gauthier & Piat, 2004; Yesin 
et al., 2006; Tamaz et al., 2008; Yamazaki et al., 2004). Robot technologies such as this, where 
the robot itself is a simple shape that is translated through externally applied magnetic fields 
without internally moving parts, will be termed “ferromagnetic-core-based robots.” Most of 
these microrobot technologies are targeted towards operation in a three-dimensional fluid 
environment, such as the human body. The distinction for the Carnegie Mellon microrobot 
is that the control system has been tailored to allow the robot to operate on a surface. 
 
The ETH Zurich microrobot (Vollmers et al., 2008; Kratochvil et al., 2009; Frutiger et al., 
2008, a; Frutiger et al., 2008, b; Frutiger et al., 2009) utilizes an alternating magnetic field to 
excite mechanical resonances within the structure, allowing the robot to move through a 
stick-slip method. Bidirectional motion is facilitated by a z-axis clamping force. Robots of 
this type will be termed “resonant magnetic robots.” Before describing these technologies in 
more detail, however, it is useful to review the physics of magnetics. 
 

 

 

 
Fig. 5. Pulse width modulated (PWM) control scheme that alternates between forward 
motion for time T and turning motion with time aT. 

 
To create a PWM control scheme, a switching function is defined 
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Physically, the switching is achieved by lowering and raising the steering arm. The control 
input is defined as  

2 1 0
a
g gC q , and is constructed by selecting a, T, g1, and g2 such that  
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Note that T defines the time for the motion primitive g1 and a controls the length of time for 
the second motion primitive gj relative to gi. 
 
It was shown in (G. Lionis and K.J. Kyriakopoulos, 2007) that as T0, the microrobot with a 
fixed turning radius will move as a unicycle; a device capable of arbitrary curvature. For 
example, switching between g1 and g2 will result in  
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While these results hold in the ideal case, implementation issues for scratch drive actuators 
violate two of the assumptions made in the analysis. First, the motion of the robots can be 
inconsistent. Devices often exhibit mild turning characteristics even when they are 
controlled by the straight motion wave function (Donald et al., 2006). Secondly, the 
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approach zero. In (Donald et al., 2006) the length of T was set at 0.25 ms. In (Piepmeier, 
2010) it was shown that the following model gives a better approximation of the motion of 
the device for larger control periods, T. The following vector field provides a closer 
approximation of the motion produced by a PWM-controlled scratch drive device.  
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3. Magnetic Microrobots 

Two groups participating in the RoboCup Nanogram events, one from Carnegie Mellon 
University, and the other from ETH Zurich University, have demonstrated magnetic 
microrobots. These systems have shown  less sensitivity to environmental variation than 
microrobots based on scratch drive actuators. The two magnetic microrobotic systems 
operate on different principles, as described below. 
 
The Carnegie Mellon microrobot, developed by Steven Floyd, Chytra Pawashe, and Metin 
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is that the control system has been tailored to allow the robot to operate on a surface. 
 
The ETH Zurich microrobot (Vollmers et al., 2008; Kratochvil et al., 2009; Frutiger et al., 
2008, a; Frutiger et al., 2008, b; Frutiger et al., 2009) utilizes an alternating magnetic field to 
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Fig. 5. Pulse width modulated (PWM) control scheme that alternates between forward 
motion for time T and turning motion with time aT. 

 
To create a PWM control scheme, a switching function is defined 
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Physically, the switching is achieved by lowering and raising the steering arm. The control 
input is defined as  

2 1 0
a
g gC q , and is constructed by selecting a, T, g1, and g2 such that  
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Note that T defines the time for the motion primitive g1 and a controls the length of time for 
the second motion primitive gj relative to gi. 
 
It was shown in (G. Lionis and K.J. Kyriakopoulos, 2007) that as T0, the microrobot with a 
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While these results hold in the ideal case, implementation issues for scratch drive actuators 
violate two of the assumptions made in the analysis. First, the motion of the robots can be 
inconsistent. Devices often exhibit mild turning characteristics even when they are 
controlled by the straight motion wave function (Donald et al., 2006). Secondly, the 
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where 0 is the magnetic permeability of space, r is the relative permeability of the 
magnetic material,  is the susceptibility, and M the internal magnetization. The relative 
permeability is large for ferromagnetic materials such as iron and nickel, and these are the 
materials most commonly used in magnetic microactuators.  
 
There are two classes of ferromagnets: hard magnets, which retain some of their magnetic 
polarization even after an applied external magnetic field is removed, and soft magnets, 
which exhibit internal magnetization only in the presence of an external magnetic field. In 
general, higher magnetization levels are available in hard magnetic materials. Shape 
anisotropy, more so than the orientation to the induction field, determines the direction of 
polarization in the material. A rod-shaped piece of material, for example, will usually have 
an internal field pointing in the longitudinal direction, and a thin plate will usually exhibit 
magnetization in the plane of the plate, even when the induction field is oriented in another 
direction. This is a particular consideration for soft-magnetic materials-- hard magnetic 
materials can be magnetized before being cut into the desired shape, allowing the designer 
control over the orientation of the magnetization relative to the shape.  
 
In the presence of an external magnetic field, both hard and soft magnets will rotate until 
their internal magnetization is parallel to the local external magnetic field lines. A net force 
for translational motion, however, is only exerted in the case of non-uniform magnetic field. 
The equations for torque and force are given by (Yesin et al., 2006): 
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where V is the volume of the slug of ferromagnetic material. The force will draw the slug in 
the direction of increasing field intensity, or towards the magnet.  
 
The challenge for magnetic actuation is not getting the robot to move, but rather getting it to 
move in a controllable fashion. Combining the distance dependencies of the magnetization 
and of the gradient of the magnetic field, the force for a soft magnet is inversely 
proportional to the fifth power of the distance between the robot and the electromagnet coil 
(Yesin et al., 2006). For a hard magnet, it depends only on the inverse of the cube. Once the 
robot begins to move, it quickly accelerates towards the electromagnet, and without careful 
control it will snap to the electromagnet. This problem is addressed in part by sizing and 
placing the electromagnets so that their interior volume is much greater than the volume in 
which the robot is meant to operate. This reduces the variation in the field strength over the 
playing field area and allows the opposing electromagnet to counter one electromagnet’s 
force at a reasonable current level. The non-linearity is also addressed by using oscillatory 
motion or multiple coils operating simultaneously to build a linear field, such as the 
Helmholtz or Maxwell coil configurations, which are common in the magnetic resonance 
imaging (MRI) industry (Yesin et al., 2006).  
 

 

 

 
Fig. 6. Electromagnetic cage used by Floyd et al. for microrobot actuation (Floyd, 2008; 
Pawashe, 2008; Pawashe, 2009, a; Pawashe, 2009, b). Figure used with permission from the 
authors. 

 
3.1 Magnetic Force Generation 
For both of these technologies, the playing field area is encased inside of a cage of 
independent electromagnet coils, as is illustrated in Fig. 6 for the Carnegie Mellon 
microrobot. The Biot-Savart law determines the relationship between the current, I, through 
a coil, C, consisting of N turns, and the magnetic field density vector, B , at a distant position 
(Hayt & Buck, 2006): 
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where 0 is the permeability of free space, dL is an infinitesimal line segment along the 
direction of integration, aR is the unit vector pointing from dL to the point of interest, and R 
is the distance from the line segment to the point of interest. Of course, in a case where 
multiple independent coils are used, the net magnetic field at the microrobot location must 
be found by adding the contributions from each coil at the location of the microrobot. The 
important thing to note about this equation is that the field intensity is inversely proportional to 
the square of the distance between the coil and the robot. This is an important consideration for 
the control of the robot, as the resulting force is highly non-linear with position.  
 
It’s important to distinguish between magnetic field intensity vector, H (units: A/m), and 
the magnetic field density vector, B (units: T or Wb/m2), which is the induced total 
magnetic field within a given material (Liu, 2006). The relationship between the two 
quantities is given by: 
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could be used for microsurgery in the human eye as well as cardiovascular applications 
(Yesin et al., 2006).  
 
ETH Zurich has also developed “nanohelices” or tiny spiral structures (about 60 m in 
length) that have a soft magnetic head which allows them to be manipulated by a magnetic 
field (Kratochvil et al., 2008). With these structures they have demonstrated controlled 
conversion between rotary and linear motion, which finds application both as a biomimetic 
swimming microrobot actuator (like a bacteria flagellum) and as an instrumentation tool for 
rotating structures within a scanning electron microscope. Similar work at a larger size-scale 
(about 1 mm in length) using a spiral of tungsten wire has been demonstrated by Yamazaki 
et al. (Yamazaki et al., 2004). Biomimetic, bacteria-flagella-type motion has also been 
demonstrated by Dreyfus et al. (Dreyfus et al., 2005), who formed their actuator from a 
string of magnetic beads held together by DNA and attached to a red blood cell.  

 
3.3 Resonant Magnetic Robots 
The resonant magnetic robots, or “Magmites” developed by the group at ETH Zurich 
(Vollmers et al., 2008; Kratochvil et al., 2009; Frutiger et al., 2008; Frutiger et al., 2009) consist 
of a base frame that contains a spring and two ferromagnetic masses. One mass is attached 
to the frame and the other to the spring. The entire robot covers an area of 300 m x 300 m 
and is about 150 m thick. In a spatially uniform magnetic field, the two adjacent pieces of 
ferromagnetic material magnetize and experience interaction forces but no net force. When 
the field is oscillated at the appropriate frequency, it excites the mechanical resonance of the 
structure, swinging the mass attached to the spring (the hammer) within the plane of the 
frame. By applying a clamping field at the right moment in the cycle, the momentum of this 
hammer action is transformed into translational motion. The direction of motion depends on 
the phase difference between the magnetic excitation field and the clamping field. Clamping 
is accomplished electrostatically using the playing field electrode array. Unidirectional 
motion is even possible in the absence of the clamping field due to the non-uniformity of the 
friction forces during the resonator cycle.  
 
Magmites are fabricated through a surface micromachining process that utilizes copper or 
gold for the frame and spring structure and electroplated nickel for the soft magnetic 
masses, as is illustrated in Fig. 8. Dimples on the bottom of the frame are used to reduce the 
contact area with the substrate. Magmites have been shown to operate in an environment of 
up to 60% relative humidity. They use fields as low as 2 mT operating in the frequency 
range of 1 kHz to 5 kHz. In the 2009 competition in Graz, Austria, they set the record for the 
2 mm dash with a time of 0.326 s (a speed of 6.1 m/s, faster speeds were demonstrated 
informally). Multirobot control is demonstrated by using robots engineered for different 
resonance frequencies (Kratochvil et al., 2009). 
 

 

 

 

3.2 Ferromagnetic-Core-Based Microrobots  
Floyd et al. use a hard magnet as their robotic element (Floyd et al., 2008; Pawashe, 2008; 
Pawashe, 2009, a; Pawashe, 2009, b). The robot is cut from a magnetized sheet of NdFeB 
using laser machining. The robot, shown in motion in Fig. 7, is chevron-shaped, 100 m 
thick, and approximately 250 m by 130 m in the xy-plane. It has a mass of 25.6 g and a 
magnetization of 500 kA/m, and it operates within a cubic workspace approximately 2 cm 
on a side with gradient fields as strong as 149 mT/m. They use short duration, periodic 
fluctuations in the magnetic field to control robot motion.  
 
The robot body is controlled using five independent electromagnetic coils. Four of these are 
in the plane of the robot’s playing field and the fifth is below the playing field. Two 
actuation techniques can be employed, and both of them take advantage of stick-slip motion 
of the robotic mass induced by pulsed magnetic fields. 
 

 
Fig. 7. The Carnegie Mellon Mag-Bot in motion, by Floyd and Pawashe at Carnegie Mellon 
University. The robot is approximately 300 m x 300 m x 100 m(Floyd, 2008; Pawashe, 
2008; Pawashe, 2009, a; Pawashe, 2009, b). Figure used with permission from the authors. 
 
The first technique, In-Plane Pulsing (IPP), first uses the fifth coil to clamp the robot to the 
playing field and then orients the robot using the other four coils. Then, with the clamping 
coil still in effect, translation is effected by applying a saw tooth magnetic field waveform 
with the four in plane coils. The second technique, Out-of-Plane Pulsing (OPP), reverses the 
role of the clamping coil and the four in-plane coils. The coil beneath the work surface is 
pulsed to create a saw tooth magnetic field, and the in-plane coils are held constant with 
similar stick-slip translational motion as a result. Experimental results show that robot 
velocities increase with increased pulsing frequencies for both IPP and OPP methods; 
however IPP produces more consistent results fitting an exponential attack curve. OPP 
produces higher velocities, on the order of 2.8 mm/s, where the maximum velocity for IPP 
was only 700 μm/s. The authors suggest OPP for coarser motion and IPP for finer control. 
 
While this robot is tailored to surface motion, several groups have pursued similar strategies 
for microrobots tailored to biomedical applications. The group of S. Martel at Ecole 
Polytechnique de Montreal has adapted a clinical magnetic resonance imaging (MRI) 
platform for control of a ferromagnetic bead within a fluid environment, and have 
demonstrated their work in vivo in swine (Mathieu et al., 2006; Martel, 2007; Tamaz et al., 
2008). Yesin et al. at ETH Zurich have developed a nickel, football-shaped microrobot that 
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could be used for microsurgery in the human eye as well as cardiovascular applications 
(Yesin et al., 2006).  
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fabrication methods will expand to incorporate more magnetic material variety if there is 
sufficient need. Furthermore, given the prevalence of magnetic resonance imaging (MRI) 
systems in medicine, magnetic microrobots are an enticing candidate for medical 
applications. 

 
4. Other Microrobot Actuation Methods 

While only electrostatic and magnetic actuators have been used by teams competing in the 
Nanogram events, there are a variety of other actuation methods that have been used for 
microrobotics. In particular, thermally actuated microrobotics has been demonstrated by 
several groups (Ohmichi et al., 1997; Ebefors et al., 2000; Kladitis et al., 2000; Baglio et al., 
2002; Sul et al., 2006; Brown et al., 2007). Several groups have also investigated robots 
powered by external vibrations (Yasuda et al., 1994; Yasuda et al., 1995; Saitou et al., 2000), 
and piezoelectric actuators (Smits, 1989; Wood et al., 2003; Nguyen and Martel, 2006; 
Edqvist, 2009). Some of these systems are not microrobot systems in the sense of a 
microscale independent actor, but rather micro- or nano-positioning systems where the 
actuators are fixed to a substrate and are used to manipulate micro-sized components, like a 
microscale conveyer belt. In the fluid domain, a few groups have even been working with 
bacteria flagella-based propulsion (Behkam and Sitti, 2007; Martel et al., 2008) and 
semiconductor diode propulsion (Chang et al., 2007). These technologies are not as easily 
adapted to a surface walking application, but are briefly reviewed as they relate to the larger 
nanorobotic goals of minimally invasive surgery, microassembly, and micropositioning. 

 
4.1 Thermal Actuation 
Thermal actuation is prevalent in microsystems, and so, while there has as yet been no 
thermally actuated competitor in the Nanogram events, the future appearance of a robot of 
this type seems likely. These robots rely on thermal expansion for motion. There are two 
large classes of thermally actuated robots: “inchworm” drives and “impulse” or “impact” 
drives. In an inchworm drive cyclic deformation results in forward motion in a manner that 
is relatively independent of the time scale of the deformation. In such devices the speed 
should simply be linearly dependent on the excitation frequency. In contrast, for an 
“impulse” drive momentum generation is essential to the forward motion, making the 
actuation method dependent on the time scale of the excitation. In other words, the 
inchworm drive is a sort of shuffle step, while the impulse drive requires an initial sharp 
kick. (It’s the Charleston of actuation mechanisms.) 

 
4.1.1 The physics of thermal actuation 
Thermal actuators are based on thermal expansion. Most materials expand when heated, 
including most of the materials common in micromachining. Thermal actuators can be 
divided into three broad classes: thermal bimorphs, single material structures, and 
multiphase devices. The final category, which includes ink jet heads where the expansion of 
a gas bubble is used to force a fixed volume of ink out of a small cavity, has not been applied 
to microrobotics.  
 

 

 

 
Fig. 8. a) The fabrication procedure for first-generation magmites uses surface micromachining 
with electroplated gold and nickel layers; b) A strip of released Magmites still attached to a 
tether for handling; c) a scanning electron micrograph of a Magmite; d) the Magmite on an 
American penny, reprinted from (Frutiger, 2009). Figures by Frutiger, Vollmers and Kratochvil 
and used with permission by the authors.  

 
3.4 Magnetic Microrobot Challenges 
Fabrication limitations pose a significant challenge for this class of microrobots. Traditional 
silicon micromachining incorporates few materials which are ferromagnetic. Only Nickel is 
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the UNC microrobot, only one leg is heated, but, in the relaxation phase, the heat has spread 
throughout the device and dissipates in a more uniform fashion, causing the device to move 
away from the leg that was heated (Sul et al., 2006). Thus the device can be steered by 
focusing the laser on the appropriate leg. 
 
A similar micro-impact drive mechanism was described by Ohmichi et al. on the millimeter 
scale (Ohmichi et al., 1997). These robots were fabricated from aluminum alloy by precision 
cutting techniques. Like the UNC microrobot, these structures relied on a fast initial stage 
where the motion is generated, followed by a slow relaxation period. The Ohmichi robot 
consisted of a main body that is separated from a weight block by a narrow neck. A laser 
was directed onto the neck causing rapid thermal expansion which pushed the weight away 
from the body, resulting in an impulsive force that exceeded the static friction force. The 
heat then dissipated throughout the structure causing a slower relaxation to the original 
shape that does not counteract the initial motion. With repeated optical pulsing (up to 5 
kHz) the team achieved speeds of up to 31 mm/s. The robot was approximately 1.7 mm x 
0.6 mm x 0.4 mm. 
 
One challenge for these types of robots is the requirement for optical access and fine control 
of the optical system. A further challenge for these systems is that the complexity of the 
control system would significantly increase for multirobot cooperation. Finally, these 
systems have relied on special low-friction surfaces. 
 
Friction forces are exploited by Brown et al. at Dalhousie University (Brown et al., 2007). 
Their “frictional crawler” consists of 3 “feet” linked by two actuators. The locomotion 
mechanism uses a shuffle step that takes advantage of the differences in contact area that 
result from coupling one or two feet to achieve net translational motion. The team used 
bent-beam actuators, of the type illustrated in Fig. 9 (right). Electrical connection to the 
actuators was accomplished through rails on the substrate. The structures were fabricated 
using a silicon-on-insulator process by the Micragem process1 (CMC Microsystems, 2009) 
that results in a single-crystal-silicon actuators. The overall device dimensions were 1400 m 
X 525 m X 10 m. The actuators required 2.75 V for operation. At this voltage, each drew 
about 69 mA. The device traveled at 0.7 mm/s at its maximum frequency of 300 Hz (the 
limit for the thermal actuators) and was observed to develop a horizontal force greater than 
130 N. Significantly, it operated reliably even when carrying a load over 100 times its own 
weight of 1 N. Good contact between the device and the rails was essential to operation, 
and the team used a thin film of electrically conductive grease on the rails to maintain that 
contact in the face of device imperfections. The rails, of course, limit the range and turning 
capability of this robot, but the overall locomotion method is quite interesting.  

 
 
                                                                 
1 Certain commercial equipment, instruments, or materials are identified in this review to 
adequately specify the experimental procedure. Such identification does not imply 
recommendation or endorsement by the National Institute of Standards and Technology, 
nor does it imply that the materials or equipment identified are necessarily the best available 
for the purpose. 

 

 

Thermal bimorphs consist of layered structures containing materials with different thermal 
expansion properties. When heated, the structures will bend away from the side of the 
structure containing the material with the higher expansion coefficient. Because of 
fabrication limitations, thermal bimorphs are mostly used for out-of-plane motion. In 
contrast, single-material thermal actuators are more commonly used for in-plane motion, 
although they can be used for both in-plane and out-of-plane motion. Single-material 
actuators sometimes rely on localized heating to create motion. This is certainly the case for 
laser-heated structures, but also can occur in Joule-heated devices if the device geometry 
confines the heating to a small area by creating an area that is thermally confined. An 
example of this is shown on the left of Fig. 9. 
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Fig. 9. Illustration of two common types of single-material thermal actuators. On the left, the 
geometry of the structure results in differential heating causing the thin arm to expand and 
bend the structure towards the thick arm. In a bent beam actuator like on the right, the 
beams are oriented so that thermal expansion leads to forward motion of the shuttle 
structure in the middle. 
 
Another common type of thermal actuator is a “bent-beam” actuator, illustrated on the right 
of Fig. 9. In these chevron-shaped structures, current is passed through the beam causing 
heating. Because of the bend in the center of the beam, expansion leads to translational 
motion in-plane in the direction of the chevron’s base. 
 
While much of the interest in thermally actuated robotic systems has been directed at 
miniature robots (Kladitis and Bright, 2000, Ebefors et al., 2000), a number of groups have 
demonstrated impulse-drive microrobots that are actuated through local heating by lasers—
an idea that was introduced by (Baglio et al., 2002). Sul et al. at UNC Chapel Hill have 
illustrated an elegant tripod shaped robot that is actuated by local heating (Sul et al., 2006). 
The three legs of the robot are metal-film bimorphs. At equilibrium the legs arch down to 
the substrate because of residual stress from the fabrication process. When heated, the legs 
further deflect due to differential thermal expansion coefficients in the two materials. The 
rapid heating of one leg leads to a stepwise transition on a low-friction surface. There are 
two phases to the motion, the contraction phase, in which there is rapid motion of the device 
which breaks the adhesive contact and overcomes sliding friction for the contacts, and the 
relaxation phase where the device returns to its original shape. In the contraction phase for 
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focusing the laser on the appropriate leg. 
 
A similar micro-impact drive mechanism was described by Ohmichi et al. on the millimeter 
scale (Ohmichi et al., 1997). These robots were fabricated from aluminum alloy by precision 
cutting techniques. Like the UNC microrobot, these structures relied on a fast initial stage 
where the motion is generated, followed by a slow relaxation period. The Ohmichi robot 
consisted of a main body that is separated from a weight block by a narrow neck. A laser 
was directed onto the neck causing rapid thermal expansion which pushed the weight away 
from the body, resulting in an impulsive force that exceeded the static friction force. The 
heat then dissipated throughout the structure causing a slower relaxation to the original 
shape that does not counteract the initial motion. With repeated optical pulsing (up to 5 
kHz) the team achieved speeds of up to 31 mm/s. The robot was approximately 1.7 mm x 
0.6 mm x 0.4 mm. 
 
One challenge for these types of robots is the requirement for optical access and fine control 
of the optical system. A further challenge for these systems is that the complexity of the 
control system would significantly increase for multirobot cooperation. Finally, these 
systems have relied on special low-friction surfaces. 
 
Friction forces are exploited by Brown et al. at Dalhousie University (Brown et al., 2007). 
Their “frictional crawler” consists of 3 “feet” linked by two actuators. The locomotion 
mechanism uses a shuffle step that takes advantage of the differences in contact area that 
result from coupling one or two feet to achieve net translational motion. The team used 
bent-beam actuators, of the type illustrated in Fig. 9 (right). Electrical connection to the 
actuators was accomplished through rails on the substrate. The structures were fabricated 
using a silicon-on-insulator process by the Micragem process1 (CMC Microsystems, 2009) 
that results in a single-crystal-silicon actuators. The overall device dimensions were 1400 m 
X 525 m X 10 m. The actuators required 2.75 V for operation. At this voltage, each drew 
about 69 mA. The device traveled at 0.7 mm/s at its maximum frequency of 300 Hz (the 
limit for the thermal actuators) and was observed to develop a horizontal force greater than 
130 N. Significantly, it operated reliably even when carrying a load over 100 times its own 
weight of 1 N. Good contact between the device and the rails was essential to operation, 
and the team used a thin film of electrically conductive grease on the rails to maintain that 
contact in the face of device imperfections. The rails, of course, limit the range and turning 
capability of this robot, but the overall locomotion method is quite interesting.  
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Fig. 9. Illustration of two common types of single-material thermal actuators. On the left, the 
geometry of the structure results in differential heating causing the thin arm to expand and 
bend the structure towards the thick arm. In a bent beam actuator like on the right, the 
beams are oriented so that thermal expansion leads to forward motion of the shuttle 
structure in the middle. 
 
Another common type of thermal actuator is a “bent-beam” actuator, illustrated on the right 
of Fig. 9. In these chevron-shaped structures, current is passed through the beam causing 
heating. Because of the bend in the center of the beam, expansion leads to translational 
motion in-plane in the direction of the chevron’s base. 
 
While much of the interest in thermally actuated robotic systems has been directed at 
miniature robots (Kladitis and Bright, 2000, Ebefors et al., 2000), a number of groups have 
demonstrated impulse-drive microrobots that are actuated through local heating by lasers—
an idea that was introduced by (Baglio et al., 2002). Sul et al. at UNC Chapel Hill have 
illustrated an elegant tripod shaped robot that is actuated by local heating (Sul et al., 2006). 
The three legs of the robot are metal-film bimorphs. At equilibrium the legs arch down to 
the substrate because of residual stress from the fabrication process. When heated, the legs 
further deflect due to differential thermal expansion coefficients in the two materials. The 
rapid heating of one leg leads to a stepwise transition on a low-friction surface. There are 
two phases to the motion, the contraction phase, in which there is rapid motion of the device 
which breaks the adhesive contact and overcomes sliding friction for the contacts, and the 
relaxation phase where the device returns to its original shape. In the contraction phase for 
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development of piezoelectric MEMS. Techniques that are commonly used for preparing 
bulk piezoelectric materials are not suited for microfabrication, and the piezoelectric 
coupling coefficients for thin-film materials are often significantly lower than their bulk 
counterparts (Liu, 2006). However, recent advances in deposition techniques for PZT (lead 
zirconate titanate) (Wang, 2003) and PVDF (polyvinylidenfluoride, a piezoelectric polymer) 
(Manohara et al., 1999) have increased the prevalence of this transduction mechanism. 

 
4.4 Biological and Other Actuation Methods 
The work of several groups in which ferromagnetic core based robots were used to form 
flagella-like propulsion structures was reviewed in the magnetic actuation section 
(Kratochvil et al., 2008; Yamazaki et al., 2004; Dreyfus et al, 2005). Other groups, however, 
work directly with biological structures for micron-scale aqueous propulsion. Martel et al. 
have worked with “Magnetotactic Bacteria (MTB),” which is bacteria that contains 
magnetosomes—membrane-based nanoparticles of a magnetic iron that respond to 
magnetic fields (Martel et al., 2008). They have attached these flagellated bacteria to 
microbeads and demonstrated controlled motion using a magnetic resonance imaging (MRI) 
system. Behkam and Sitti use chemicals instead of magnetic fields to control their bacterial 
flagella actuators, which use Serratia marcescens bacteria attached to polystyrene beads 
(Behkam & Sitti, 2007). Other mechanisms for micro- and nano-scale actuation in fluids have 
been described in the literature that are beyond the scope of this work. Many are reviewed 
by Chang et al., who also describe a novel diode-based actuation method for motion in 
fluids (Chang et al., 2007). These systems rely on a fluid environment and are not suitable 
for the surface crawling application of microsoccer. However, these systems may some day 
find a use in medical applications. 

 
5. Multirobot Cooperation 

Recent work by Bretl (Bretl, 2007), Donald et al. (Donald et al., 2008), and Kratochovil et al. 
(Kratochvil et al., 2009) has also investigated control of multiple scratch drive actuators 
moving on the same substrate. In the case of (Donald et al., 2008) the authors take advantage of 
a group of individual scratch drive actuators with slightly different properties (arm lengths, 
etc.) that respond to various motion primitives (waveforms generated by altering the period 
and amplitude) differently. The preimage planning mentioned earlier takes this into account. 
 
Bretl’s work (Bretl, 2007) explores the possible control of multiple identical robots that are 
exposed to the same voltage control sequence. He shows how two robots with unicycle 
dynamics and a bounded turning radius can be controlled to an arbitrary point from 
arbitrary positions. 
 
 Multi-robot control for magnetic devices has also been demonstrated by Floyd et al. (Floyd 
et al., 2008), by utilizing electrostatic clamping of the playing field in addition to the pulsed 
magnetic field actuation. In subsequent work by Pawashe (Paswashe, 2009), the playing 
field is composed of an array of independent interdigitated electrodes. In other words, the 
playing field is composed of m×n subfields similar to those used for actuation of scratch 
drive actuators. For purpose of demonstration, a two by two array was created. By applying 
a voltage field to an individual field, any robotic device on that subfield is held static by 

 

 

4.2 Vibration Actuation 
Vibration was used for microrobot locomotion by Yasuda et al., who have built a millimeter-
scale walking robot (Yasuda et al., 1994; Yasuda et al., 1995). Their robot had six legs: four of 
which supported the body and transmitted the vibration energy to the robot, and two of which 
were free to “kick” the base to direct its motion. The kicking legs were cantilevered mass-
spring units designed for particular resonant frequencies. One of the kicking legs caused right 
turns and the other left turns. The resonant frequency for the kicking legs was well below that 
of the four support legs. By changing the spectra of the vibration field, one, both, or neither of 
the legs can be activated allowing for turning, straight motion, and a full stop. The microrobot 
measured 1.5 mm by 0.7 mm. It was fabricated by surface micromachining with a sacrificial 
layer of phosphosilicate glass (PSG) and structural layers of polysilicon and polyimide (used to 
create hinges). Following fabrication, the final structure was created by folding using micro 
probes. The kicking legs were tailored to resonance frequencies in the 100 Hz to 1000 Hz range, 
and motion of up to 7 mm/s was observed.  
 
Saitou et al. use microcantilever impactors designed for specific mechanical resonance 
frequencies in their micropositioning system (Saitou, 2000). The actuators are anchored to the 
substrate, and they control a shuttle intended for fine positioning of a generic microcomponent. 
The actuators are suspended masses that resonate in the plane of the substrate. As they 
resonate they impact against the side of the shuttle structure moving it forward or backward 
depending on the relative orientation of the actuator and the shuttle. Two actuators with 
one resonance frequency are positioned to cause forward motion, and another two actuators 
with a distinct resonance frequency are positioned to cause reverse motion. When the entire 
system is exposed to a vibration field, the frequency of that vibration determines the 
direction of motion of the shuttle. The system was fabricated using the PolyMUMPS 
process, which is a multi-user, polysilicon-based, surface micromachining process 
(MEMSCAP, 2009). The resonance frequencies used for the structure are in the range of 1 
kHz to 10 kHz, and result in motion at the speed of 2 mm/s to 5 mm/s. 
 
While robots with this vibration actuator scheme have not yet been used in the Nanogram 
events, the vibration actuation mechanism offers many of the same advantages as the 
Magmite resonant magnetic actuation method. The use of resonance allows for multirobot 
cooperation by allowing individual robots to be targeted with a global energy field through 
frequency control. 

 
4.3 Piezoelectric Actuation 
The presence of an electric field induces stress in piezoelectric materials. This property has 
been exploited to create a variety of electrically powered actuators. A few groups have used 
piezoelectric actuators for millimeter-to-centimeter scale robots, including flying insect-
modeled miniature robots (Wood et al., 2003) and vibratory walking miniature robots 
(Nguyen and Martel, 2006, Edqvist et al., 2009). While these existing systems are a one to 
two orders of magnitude larger than microrobots, the scaling limits of the piezoelectric 
actuation methodhave not yet been fully explored. 
 
Piezoelectricity was first identified in quartz crystals and is widely applied in sonar systems 
and in quartz crystal oscillators. Material processing presents a significant challenge to the 
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development of piezoelectric MEMS. Techniques that are commonly used for preparing 
bulk piezoelectric materials are not suited for microfabrication, and the piezoelectric 
coupling coefficients for thin-film materials are often significantly lower than their bulk 
counterparts (Liu, 2006). However, recent advances in deposition techniques for PZT (lead 
zirconate titanate) (Wang, 2003) and PVDF (polyvinylidenfluoride, a piezoelectric polymer) 
(Manohara et al., 1999) have increased the prevalence of this transduction mechanism. 
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electrostatic clamping. In this manner, a particular device can be held still while other 
devices are controlled by the pulsing magnetic fields. 
 
Kratochvil et al. (Kratochvil et al., 2009) demonstrated multirobot movement by building 
two different microrobot devices that are sensitive to different resonant frequencies. By 
varying the frequency of the oscillating magnetic field, either one or both of the devices will 
move. Their work is illustrated in Fig. 10. 
 

 
Fig. 10. Multiple robots driving on the same substrate (Kratochvil et al., 2009). The vertical 
line is a physical barrier to help prevent robot collisions and expedite experiments. In a and 
c, one robot is moving while the other is stationary. In b, the two robots are moving in 
different patterns. Figures are by Frutiger, Vollmers and Kratochvil and are used with 
permission by the authors.  

 
6. Conclusion 

After only three years, the RoboCup Nanogram events have produced a variety of creative 
microrobot systems. Competitors so far only used magnetic and electrostatic actuation, but 
other actuation technologies may emerge. Thermal, vibratory, and piezoelectric actuation all 
offer potential performance advantages. As a step down the road to a revolution in minimally 
invasive surgery and micromanufacturing, these small robots might indeed have a big impact.  
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1. Introduction 
 

Robot soccer has become popular over the last decade not only as a platform for education 
and entertainment but as a test bed for adaptive control of dynamic systems in a multi-agent 
collaborative environment (Messom, 1998). It is a powerful vehicle for exploration and 
dissemination of scientific knowledge in a fun and exciting manner. The robot soccer 
environment encompasses several technologies—embedded micro-controller based 
hardware, wireless radio-frequency data transmission, dynamics and kinematics of motion, 
motion control algorithms, real-time image capture and processing and multi-agent 
collaboration. 
The vision system is an integral component of modern autonomous mobile robots. With 
robot soccer, the physical size of the robots in the micro-robot and small robot leagues limits 
the power and space available, precluding the use of local cameras on the robots themselves. 
This is overcome by using a global vision system, with one (or more for larger size fields) 
cameras mounted over the playing field. The camera or cameras are connected to a vision 
processor that determines the location and orientation of each robot and the location of the 
ball relative to the playing field. This data is then passed to the strategy controller, which 
determines how the team should respond to the current game situation, plans the 
trajectories or paths of the robots under its control, and transmits the appropriate low-level 
motor control commands to the robots, which enable them to execute the plan. 
To manage complexity in collaborative robot systems, a hierarchical state transition based 
supervisory control (STBS) system can be used (Sen Gupta et al., 2002; Sen Gupta et al., 
2004). However, the performance of such a system, or indeed any alternative higher-level 
control system, deteriorates substantially if the objects are not located accurately because the 
generic control functions to position and orient the robots are then no longer reliable.  
The high speed and manoeuvrability of the robots make the game very dynamic. Accurate 
control of high-speed micro-robots is essential for success within robot soccer. This makes 
accurate, real-time detection of the position and orientation of objects of particular 
importance as these greatly affect path-planning, prediction of moving targets and obstacle 
avoidance. Each robot is identified in the global image by a “jacket” which consists of a 
pattern of coloured patches. The location of these coloured patches within the image is used 
to estimate the position and orientation of the robot within the playing area. The cameras 
must therefore be calibrated to provide an accurate mapping between image coordinates 
and world coordinates in terms of positions on the playing field (Bailey & Sen Gupta, 2004). 
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The first term sets the centre of the field as the origin, the second scales from pixel units to 
physical units, and the third term accounts for parallax distortion resulting from the height 
of the robot (assuming that the camera is positioned over the centre of the field). 
While this calibration is simple to perform, it will only be accurate for an ideal camera 
positioned precisely in the centre of the field and aligned perpendicularly to the playing 
field. Each deviation from ideal will introduce distortions in the image and calibration 
errors. 

 
2.1 Lens distortion 
The most prevalent form of lens distortion is barrel distortion. It results from the lens having 
a slightly higher magnification in the centre of the image than at the periphery. Barrel 
distortion is particularly noticeable with wide-angle lenses such as those used with robot 
soccer. While there are several different physical models of the lens distortion based on the 
known characteristics of the lens (Basu & Licardie, 1995; Pers & Kovacic, 2002), the most 
commonly used model is a generic radial Taylor series relating the ideal, undistorted 
coordinates (xu,yu) to the distorted coordinates in the image (xd,yd): 
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Both sets of coordinates have the centre of distortion as the origin, and  2 2 2
u u ur x y . The set 

of parameters   and   characterise a particular lens. Note that the centre of distortion is 
not necessarily the centre of the image (Willson & Shafer, 1994). For most lenses, two radial 
and two tangential terms are sufficient (Li & Lavest, 1996), and most calibration methods 
limit themselves to estimating these terms. A simple, one parameter, radial distortion model 
is usually sufficient to account for most of the distortion (Li & Lavest, 1996): 

   2(1 )d u ur r r  (3) 

This forward transform is most commonly used because in modelling the imaging process, 
the image progresses from undistorted coordinates to distorted image coordinates. 
Sometimes, however, the reverse transform is used. This swaps the roles of the two sets of 
coordinates. Since the model is an arbitrary Taylor series expansion, either approach is valid 
(although the coefficients will be different for the forward and reverse transforms). The first 
order reverse transform is given by 

   2(1 )u d dr r r  (4) 

 

The portable nature of robot soccer platforms means that every time the system is set up, 
there are differences in the camera position and angle relative to the field. Each team has 
their own camera, and both cannot be mounted exactly over the centre of the playing area. It 
is also difficult to arrange the camera position so that it is perfectly perpendicular to the 
playing surface. Consequently, each camera is looking down on the playing area at a slight 
angle, which introduces a mild perspective distortion into the image. The size of the playing 
area, combined with constraints on how high the camera may be mounted, require that a 
wide angle lens be used. This can introduce significant barrel distortion within the image 
obtained. Both of these effects are readily apparent in Fig. 1. The limited height of the 
camera combined with the height of the robots means that each detected robot position is 
also subject to parallax error. These factors must all be considered, and compensated for, to 
obtain accurate estimates of the location and orientation of each robot. 
 

 
Fig. 1. Example field, clearly showing lens distortion and mild perspective distortion. 

 
2. Effects of distortion 
 

At the minimum, any calibration must determine the location of the playing field within the 
image. The simplest calibration (for single camera fields) is to assume that the camera is 
aligned with the field and that there is no distortion. The column positions of the goal 
mouths, CLeft and CRight, and the row positions of the field edges at, or near, the centreline, 
RTop and RBottom, need to be located within the image. Then, given the known length, L, and 
width, W, of the field, the estimated height of the camera, H, and the known height of the 
robots, h, an object positioned at row R and column C within the image may be determined 
relative to the centre of the field as 
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not necessarily the centre of the image (Willson & Shafer, 1994). For most lenses, two radial 
and two tangential terms are sufficient (Li & Lavest, 1996), and most calibration methods 
limit themselves to estimating these terms. A simple, one parameter, radial distortion model 
is usually sufficient to account for most of the distortion (Li & Lavest, 1996): 
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2. Effects of distortion 
 

At the minimum, any calibration must determine the location of the playing field within the 
image. The simplest calibration (for single camera fields) is to assume that the camera is 
aligned with the field and that there is no distortion. The column positions of the goal 
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When the forward map of eq. (3) is used, eq. (8) becomes 

    



  



2

2

1tan( ) tan( )
1 3

u
d u

u

r
r

 (9) 

Since the magnification changes faster with increasing radius, the angle error ( d u ) will 
also be larger further from the centre of distortion, and increase more rapidly in the 
periphery. 

 
2.2 Perspective distortion 
Perspective distortion results when the line of sight of the camera is not perpendicular to the 
plane of the playing area. This will occur when the camera is not directly over the centre of 
the playing area, and it must be tilted to fit the complete playing area within the field of 
view. A perspective transformation is given by 
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where (xu,yu) and (xd,yd) are the coordinates of an undistorted and distorted point 
respectively. This is often represented in matrix form using a homogenous coordinate 
system (Hartley & Zisserman, 2000): 
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The 3x3 transformation matrix, H, incorporates rotation, translation, scaling, skew, and 
stretch as well as perspective distortion. Just considering perspective distortion and for 
small tilt angles H simplifies to 

 

Effect on position 
If the simple calibration was based on distances from the centre of the image, the position 
error would increase with radius according to the radially dependent magnification. 
However, since the calibration of eq. (1) sets the positions at the edges and ends of the field, 
the position error there will be minimal. The absolute position errors should also be zero 
near the centre of the image, increase with radius to a local maximum between the centre 
and edges of the playing area, and decrease to zero again on an ellipse through the table 
edge and goal points. Outside this ellipse, the errors will increase rapidly with distance, 
having the greatest effect in the corners of the playing field. 
 
Effect on orientation 
Determining the effect of radial distortion on the angle is more complicated. Consider a 
point in the undistorted image using radial coordinates ( , )ur . At this point, the lens 
distortion results in a magnification 
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Next, consider a test point offset from this by a small distance, r, at an angle, u , with a 
magnification, M2. If the magnification is constant (M2=M) then everything is scaled equally, 
and by similar triangles, the angle to the test point will remain the same. This implies that if 
the test point is in the tangential direction ( u =90°), there will be no angle error. 
Similarly, since the distortion is radial, if the test point is aligned ( u =0) the test point 
will be stretched radially, but the angle will not change. These two considerations imply that 
it is best to consider offsets in the tangential and radial direction. This geometry is shown in 
Fig. 2. 
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Fig. 2. Geometry for calculating the change as a result of radial lens distortion. The 
distortion and scales have been exaggerated to make the effects visible. 
 
After distortion, the angle to the test point becomes 
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The test distance, r, is small, therefore 
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Since the magnification changes faster with increasing radius, the angle error ( d u ) will 
also be larger further from the centre of distortion, and increase more rapidly in the 
periphery. 
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Fig. 2. Geometry for calculating the change as a result of radial lens distortion. The 
distortion and scales have been exaggerated to make the effects visible. 
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The test distance, r, is small, therefore 
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Along the line of sight (yu=0) there is no distortion radially or tangentially. However, other 
orientations become compressed as the magnification causes foreshortening, especially as it 
approaches the vanishing line. At other positions, angles that satisfy 
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are not distorted. This is expected, since the perspective transformation will map straight 
lines onto straight lines. Orientations perpendicular to the line of sight (u =90°) are not 
distorted. Other orientations are compressed by the perspective foreshortening. 
The mild perspective distortion encountered with the robot soccer system will introduce 
mild distortion. However, angle errors will be largest on the side of the field where the 
image appears compressed. 

 
2.3 Parallax distortion 
In the absence of any other information, the camera is assumed to be at a known height, H, 
directly above the centre of the robot soccer playing area. This allows the change in scale 
associated with the known heights of the robots to be taken into account. Since the robot 
jackets are always a fixed height above the playing surface, parallax correction simply 
involves scaling the detected position relative to the position of the camera. Errors in 
estimating the camera position will only introduce position errors; they will not affect the 
angle. 
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Fig. 3. Parallax correction geometry. Left: the effect of lateral error; right: the effect of height 
error. Note, the robot height, h, has been exaggerated for clarity. 
 
Effect on position 
Consider the geometry shown in Fig. 3. When the camera is offset laterally by P, an object at 
location d in the playing area will appear at location v by projecting the height 
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However, if it is assumed that the camera is not offset, the parallax correction will estimate 
the object position as d’. The error is given by 
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The effect of this is to change the scale factor, k, in eq. (11), giving a position dependent 
magnification. As a consequence, parallel lines converge, meeting somewhere on the 
vanishing line given by 
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Effect on position 
Since the simple calibration sets four points on the edges of the playing area, these points 
will have no error. In direction that the camera is tilted, k will be greater than 1, shrinking 
the scene. The radial error will be positive, and the tangential errors will be towards the 
direction line. In the opposite direction, the magnification is greater than 1. The radial error 
will be negative, and the tangential errors will be away from the direction line. There will be 
a line approximately across the middle of the playing area where  
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which will have no error. The angle of the line, and the severity of the errors will depend on 
the angle and extent of the camera tilt respectively. 
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increase, because the slope of the magnification becomes steeper and the angle errors will be 
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Consider a test point offset from (xu,yu) by distance r at an angle u . After distortion, the 
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Hence, the angle of the test point after distortion is given by 
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Along the line of sight (yu=0) there is no distortion radially or tangentially. However, other 
orientations become compressed as the magnification causes foreshortening, especially as it 
approaches the vanishing line. At other positions, angles that satisfy 
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are not distorted. This is expected, since the perspective transformation will map straight 
lines onto straight lines. Orientations perpendicular to the line of sight (u =90°) are not 
distorted. Other orientations are compressed by the perspective foreshortening. 
The mild perspective distortion encountered with the robot soccer system will introduce 
mild distortion. However, angle errors will be largest on the side of the field where the 
image appears compressed. 

 
2.3 Parallax distortion 
In the absence of any other information, the camera is assumed to be at a known height, H, 
directly above the centre of the robot soccer playing area. This allows the change in scale 
associated with the known heights of the robots to be taken into account. Since the robot 
jackets are always a fixed height above the playing surface, parallax correction simply 
involves scaling the detected position relative to the position of the camera. Errors in 
estimating the camera position will only introduce position errors; they will not affect the 
angle. 
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Fig. 3. Parallax correction geometry. Left: the effect of lateral error; right: the effect of height 
error. Note, the robot height, h, has been exaggerated for clarity. 
 
Effect on position 
Consider the geometry shown in Fig. 3. When the camera is offset laterally by P, an object at 
location d in the playing area will appear at location v by projecting the height 
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However, if it is assumed that the camera is not offset, the parallax correction will estimate 
the object position as d’. The error is given by 
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The effect of this is to change the scale factor, k, in eq. (11), giving a position dependent 
magnification. As a consequence, parallel lines converge, meeting somewhere on the 
vanishing line given by 
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Hence, the angle of the test point after distortion is given by 
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estimate the position and orientation of the camera relative to a target, as well as estimating 
the lens distortion parameters, and the intrinsic imaging parameters. Calibration requires a 
dense set of calibration data points scattered throughout the image. These are usually 
provided by a ‘target’ consisting of an array of spots, a grid, or a checkerboard pattern. From 
the construction of the target, the relative positions of the target points are well known. 
Within the captured image of the target, the known points are located and their 
correspondence with the object established. A model of the imaging process is then adjusted 
to make the target points match their measured image points. 
The known location of the model enables target points to be measured in 3D world 
coordinates. This coordinate system is used as the frame of reference. A rigid body 
transformation (rotation and translation) is applied to the target points. This uses an 
estimate of the camera pose (position and orientation in world coordinates) to transform the 
points into a camera centred coordinate system. Then a projective transformation is 
performed, based on the estimated lens focal length, giving 2D coordinates on the image 
plane. Next, these are adjusted using the distortion model to account for distortions 
introduced by the lens. Finally, the sensing element size and aspect ratio are used to 
determine where the control points should appear in pixel coordinates. The coordinates 
obtained from the model are compared with the coordinates measured from the image, 
giving an error. The imaging parameters are then adjusted to minimise the error, resulting 
in a full characterisation of the imaging model. 
The camera and lens model is sufficiently non-linear to preclude a simple, direct calculation 
of all of the parameters of the imaging model. Correcting imaging systems for distortion 
therefore requires an iterative approach, for example using the Levenberg-Marquardt 
method of minimising the mean squared error (Press et al., 1993). One complication of this 
approach is that for convergence, the initial estimates of the model parameters must be 
reasonably close to the final values. This is particularly so with the 3D rotation and 
perspective transformation parameters. 
Planar objects are simpler to construct accurately than full 3D objects. Unfortunately, only 
knowing the location of points on a single plane is insufficient to determine a full imaging 
model (Sturm & Maybank, 1999). Therefore, if a planar target is used, several images must 
be taken of the target in a variety of poses to obtain full 3D information (Heikkila & Silven, 
1996). Alternatively, a reduced model with one or two free parameters may be obtained 
from a single image. For robot soccer, this is generally not too much of a problem since the 
game is essentially planar. 
A number of methods for performing the calibration for robot soccer are described in the 
literature. Without providing a custom target, there are only a few data points available 
from the robot soccer platform. The methods range from the minimum calibration described 
in the previous section through to characterisation of full models of the imaging system. 
The basic approach described in section 2 does not account for any distortions. A simple 
approach was developed in (Weiss & Hildebrand, 2004) to account for the gross 
characteristics of the distortion. The playing area was divided into four quadrants, based on 
the centreline, and dividing the field in half longitudinally between the centres of the goals. 
Each quadrant was corrected using bilinear interpolation. While this corrects the worst of 
the position errors resulting from both lens and perspective distortion, it will only partially 
correct orientation errors. The use of a bilinear transformation will also result in a small 
jump in the orientation at the boundaries between adjacent quadrants. 
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The lateral error is scaled by the relative heights of the robot and camera. This ratio is 
typically 40 or 50, so a 5 cm camera offset will result in a 1 mm error in position. Note that 
the error applies to everywhere in the playing area, independent of the object location. 
An error in estimating the height of the camera by ΔH will also result in an error in location 
of objects. In this case, the projection of the object position will be 
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Again, given the assumptions in camera position, correcting this position for parallax will 
result in an error in estimating the robot position of 
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Since changing the height of the camera changes the parallax correction scale factor, the 
error will be proportional to the distance from the camera location. There will be no error 
directly below the camera, and the greatest errors will be seen in the corners of the playing 
area. 

 
2.4 Effects on game play 
When considering the effects of location and orientation errors on game play, two situations 
need to be considered. The first is local effects, for example when a robot is close to the ball 
and manoeuvring to shoot the ball. The second is when the robot is far from play, but must 
be brought quickly into play. 
In the first situation, when the objects are relatively close to one another, what is most 
important is the relative location of the objects. Since both objects will be subject to similar 
distortions, they will have similar position errors. However, the difference in position errors 
will result in an error in estimating the angle between the objects (indeed this was how 
angle errors were estimated earlier in this section). While orientation errors may be 
considered of greater importance, these will correlate with the angle errors from estimating 
the relative position, making orientation errors less important for close work. 
In contrast with this, at a distance the orientation errors are of greater importance, because 
shooting a ball or instructing the robot to move rapidly will result in moving in the wrong 
direction when the angle error is large. For slow play, this is less significant, because errors 
can be corrected over a series of successive images as the object is moving. However at high 
speed (speeds of over two metres per second are frequently encountered in robot soccer), 
estimating the angles at the start of a manoeuvre is more critical. 
Consequently, good calibration is critical for successful game play. 

 
3. Standard calibration techniques 
 

In computer vision, the approach of Tsai (Tsai, 1987) or some derivation is commonly used 
to calibrate the relationship between pixels and real-world coordinates. These approaches 
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estimate the position and orientation of the camera relative to a target, as well as estimating 
the lens distortion parameters, and the intrinsic imaging parameters. Calibration requires a 
dense set of calibration data points scattered throughout the image. These are usually 
provided by a ‘target’ consisting of an array of spots, a grid, or a checkerboard pattern. From 
the construction of the target, the relative positions of the target points are well known. 
Within the captured image of the target, the known points are located and their 
correspondence with the object established. A model of the imaging process is then adjusted 
to make the target points match their measured image points. 
The known location of the model enables target points to be measured in 3D world 
coordinates. This coordinate system is used as the frame of reference. A rigid body 
transformation (rotation and translation) is applied to the target points. This uses an 
estimate of the camera pose (position and orientation in world coordinates) to transform the 
points into a camera centred coordinate system. Then a projective transformation is 
performed, based on the estimated lens focal length, giving 2D coordinates on the image 
plane. Next, these are adjusted using the distortion model to account for distortions 
introduced by the lens. Finally, the sensing element size and aspect ratio are used to 
determine where the control points should appear in pixel coordinates. The coordinates 
obtained from the model are compared with the coordinates measured from the image, 
giving an error. The imaging parameters are then adjusted to minimise the error, resulting 
in a full characterisation of the imaging model. 
The camera and lens model is sufficiently non-linear to preclude a simple, direct calculation 
of all of the parameters of the imaging model. Correcting imaging systems for distortion 
therefore requires an iterative approach, for example using the Levenberg-Marquardt 
method of minimising the mean squared error (Press et al., 1993). One complication of this 
approach is that for convergence, the initial estimates of the model parameters must be 
reasonably close to the final values. This is particularly so with the 3D rotation and 
perspective transformation parameters. 
Planar objects are simpler to construct accurately than full 3D objects. Unfortunately, only 
knowing the location of points on a single plane is insufficient to determine a full imaging 
model (Sturm & Maybank, 1999). Therefore, if a planar target is used, several images must 
be taken of the target in a variety of poses to obtain full 3D information (Heikkila & Silven, 
1996). Alternatively, a reduced model with one or two free parameters may be obtained 
from a single image. For robot soccer, this is generally not too much of a problem since the 
game is essentially planar. 
A number of methods for performing the calibration for robot soccer are described in the 
literature. Without providing a custom target, there are only a few data points available 
from the robot soccer platform. The methods range from the minimum calibration described 
in the previous section through to characterisation of full models of the imaging system. 
The basic approach described in section 2 does not account for any distortions. A simple 
approach was developed in (Weiss & Hildebrand, 2004) to account for the gross 
characteristics of the distortion. The playing area was divided into four quadrants, based on 
the centreline, and dividing the field in half longitudinally between the centres of the goals. 
Each quadrant was corrected using bilinear interpolation. While this corrects the worst of 
the position errors resulting from both lens and perspective distortion, it will only partially 
correct orientation errors. The use of a bilinear transformation will also result in a small 
jump in the orientation at the boundaries between adjacent quadrants. 
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The lateral error is scaled by the relative heights of the robot and camera. This ratio is 
typically 40 or 50, so a 5 cm camera offset will result in a 1 mm error in position. Note that 
the error applies to everywhere in the playing area, independent of the object location. 
An error in estimating the height of the camera by ΔH will also result in an error in location 
of objects. In this case, the projection of the object position will be 
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Again, given the assumptions in camera position, correcting this position for parallax will 
result in an error in estimating the robot position of 
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Since changing the height of the camera changes the parallax correction scale factor, the 
error will be proportional to the distance from the camera location. There will be no error 
directly below the camera, and the greatest errors will be seen in the corners of the playing 
area. 

 
2.4 Effects on game play 
When considering the effects of location and orientation errors on game play, two situations 
need to be considered. The first is local effects, for example when a robot is close to the ball 
and manoeuvring to shoot the ball. The second is when the robot is far from play, but must 
be brought quickly into play. 
In the first situation, when the objects are relatively close to one another, what is most 
important is the relative location of the objects. Since both objects will be subject to similar 
distortions, they will have similar position errors. However, the difference in position errors 
will result in an error in estimating the angle between the objects (indeed this was how 
angle errors were estimated earlier in this section). While orientation errors may be 
considered of greater importance, these will correlate with the angle errors from estimating 
the relative position, making orientation errors less important for close work. 
In contrast with this, at a distance the orientation errors are of greater importance, because 
shooting a ball or instructing the robot to move rapidly will result in moving in the wrong 
direction when the angle error is large. For slow play, this is less significant, because errors 
can be corrected over a series of successive images as the object is moving. However at high 
speed (speeds of over two metres per second are frequently encountered in robot soccer), 
estimating the angles at the start of a manoeuvre is more critical. 
Consequently, good calibration is critical for successful game play. 

 
3. Standard calibration techniques 
 

In computer vision, the approach of Tsai (Tsai, 1987) or some derivation is commonly used 
to calibrate the relationship between pixels and real-world coordinates. These approaches 
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4. Automatic calibration procedure 
 

The calibration procedure is based on the principles first described in (Bailey, 2002). A three 
stage solution is developed based on the ‘plumb-line’ principle. In the first stage, a parabola 
is fitted to each of the lines on the edge of the field. Without distortion, these should be 
straight lines, so the quadratic component provides data for estimating the lens distortion. A 
single parameter radial distortion model is used, with a closed form solution given for 
determining the lens distortion parameter. In the second stage, homogenous coordinates are 
used to model the perspective transformation. This is based on transforming the lines on the 
edge of the field to their known locations. The final stage uses the 3D information inherent 
in the field to obtain an estimate of the camera location (Bailey & Sen Gupta, 2008). 

 
4.1 Edge detection 
The first step is to find the edge of the playing field. The approach taken will depend on the 
form of the field. Our initial work was based on micro-robots, where the playing field is 
bounded by a short wall. The white edges apparent in Fig. 1 actually represent the inside 
edge of the wall around the playing area, as shown in Fig. 4. In this case, the edge of the 
playing area corresponds to the edge between the white of the wall and the black of the 
playing surface. While detecting the edge between the black and white sounds 
straightforward, it is not always as simple as that. Specular reflections off the black regions 
can severely reduce the contrast in some situations, as can be seen in Fig. 5, particularly in 
the bottom right corner of the image. 
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Fig. 4. The edge of the playing area. 
 
Two 3x3 directional Prewitt edge detection filters are used to detect both the top and bottom 
edges of the walls on all four sides of the playing area. To obtain an accurate estimate of the 
calibration parameters, it is necessary to detect the edges to sub-pixel accuracy. Consider 
first the bottom edge of the wall along the side of the playing area in the top edge of the 
image. Let the response of the filtered image be f[x,y]. Within the top 15% of the image, the 
maximum filtered response is found in each column. Let the maximum in column x be 
located on row ymax,x. A parabola is fitted to the filter responses above and below this 
maximum (perpendicular to the edge), and the edge pixel determined to sub-pixel location 
as (Bailey, 2003): 
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A direct approach of Tsai’s calibration is to have a chequered cloth (as the calibration 
pattern) that is rolled out over the playing area (Baltes, 2000). The corners of the squares on 
the cloth provide a 2D grid of target points for calibration. The cloth must cover as much as 
possible of the field of view of the camera. A limitation of this approach is that the 
calibration is with respect to the cloth, rather than the field. Unless the cloth is positioned 
carefully with respect to the field, this can introduce other errors.  
This limitation may be overcome by directly using landmarks on the playing field as the 
target locations. This approach is probably the most commonly used and is exemplified in 
(Ball et al., 2004) where a sequence of predefined landmarks is manually clicked on within 
the image of the field. Tsai’s calibration method is then used to determine the imaging 
model by matching the known locations with their image counterparts. Such approaches 
based on manually selecting the target points within the image are subject to the accuracy 
and judgement of the person locating the landmarks within the image. Target selection is 
usually limited to the nearest pixel. While selecting more points will generally result in a 
more accurate calibration by averaging the errors from the over-determined system, the 
error minimisation cannot remove systematic errors. Manual landmark selection is also very 
time-consuming. 
The need to locate target points subjectively may be overcome by automating the calibration 
procedure. Egorova (Egorova et al., 2005) uses the bounding box to find the largest object in 
the image, and this is used to initialise the transform. A model of the field is transformed 
using iterative global optimisation to make the image of the field match the transformed 
model. While automatic, this procedure takes five to six seconds using a high end desktop 
computer for the model parameters to converge. 
A slightly different approach is taken by Klancar (Klancar et al., 2004). The distortion 
correction is split into two stages: first the lens distortion is removed, and then the 
perspective distortion parameters are estimated. This approach to lens distortion correction 
is based on the observation that straight lines are invariant under a perspective (or 
projective) transformation. Therefore, any deviation from straightness must be due to lens 
distortion (Brown, 1971; Fryer et al., 1994; Park & Hong, 2001). This is the so-called ‘plumb-
line’ approach, so named because when it was first used by (Brown, 1971), the straight lines 
were literally plumb-lines hung within the image. (Klancar et al., 2004) uses a Hough 
transform to find the major edges of the field. Three points are found along each line: one on 
the centre and one at each end. A hyperbolic sine radial distortion model is used (Pers & 
Kovacic, 2002), with the focal length optimised to make the three target points for each line 
as close to collinear as possible. One limitation of Klancar’s approach is the assumption that 
the centre of the image corresponds with the centre of distortion. However, errors within the 
location of the distortion centre results in tangential distortion terms (Stein, 1997) which are 
not considered with the model. The second stage of Klancar’s algorithm is to use the 
convergence of parallel lines (at the vanishing points) to estimate the perspective 
transformation component. 
None of the approaches explicitly determines the camera location. Since they are all based 
on 2D targets, they can only gain limited information on the camera height, resulting in a 
limited ability to correct for parallax distortion. The limitations of the existing techniques led 
us to develop an automatic method that overcomes these problems by basing the calibration 
on a 3D model. 
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4. Automatic calibration procedure 
 

The calibration procedure is based on the principles first described in (Bailey, 2002). A three 
stage solution is developed based on the ‘plumb-line’ principle. In the first stage, a parabola 
is fitted to each of the lines on the edge of the field. Without distortion, these should be 
straight lines, so the quadratic component provides data for estimating the lens distortion. A 
single parameter radial distortion model is used, with a closed form solution given for 
determining the lens distortion parameter. In the second stage, homogenous coordinates are 
used to model the perspective transformation. This is based on transforming the lines on the 
edge of the field to their known locations. The final stage uses the 3D information inherent 
in the field to obtain an estimate of the camera location (Bailey & Sen Gupta, 2008). 
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The first step is to find the edge of the playing field. The approach taken will depend on the 
form of the field. Our initial work was based on micro-robots, where the playing field is 
bounded by a short wall. The white edges apparent in Fig. 1 actually represent the inside 
edge of the wall around the playing area, as shown in Fig. 4. In this case, the edge of the 
playing area corresponds to the edge between the white of the wall and the black of the 
playing surface. While detecting the edge between the black and white sounds 
straightforward, it is not always as simple as that. Specular reflections off the black regions 
can severely reduce the contrast in some situations, as can be seen in Fig. 5, particularly in 
the bottom right corner of the image. 
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Fig. 4. The edge of the playing area. 
 
Two 3x3 directional Prewitt edge detection filters are used to detect both the top and bottom 
edges of the walls on all four sides of the playing area. To obtain an accurate estimate of the 
calibration parameters, it is necessary to detect the edges to sub-pixel accuracy. Consider 
first the bottom edge of the wall along the side of the playing area in the top edge of the 
image. Let the response of the filtered image be f[x,y]. Within the top 15% of the image, the 
maximum filtered response is found in each column. Let the maximum in column x be 
located on row ymax,x. A parabola is fitted to the filter responses above and below this 
maximum (perpendicular to the edge), and the edge pixel determined to sub-pixel location 
as (Bailey, 2003): 
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A direct approach of Tsai’s calibration is to have a chequered cloth (as the calibration 
pattern) that is rolled out over the playing area (Baltes, 2000). The corners of the squares on 
the cloth provide a 2D grid of target points for calibration. The cloth must cover as much as 
possible of the field of view of the camera. A limitation of this approach is that the 
calibration is with respect to the cloth, rather than the field. Unless the cloth is positioned 
carefully with respect to the field, this can introduce other errors.  
This limitation may be overcome by directly using landmarks on the playing field as the 
target locations. This approach is probably the most commonly used and is exemplified in 
(Ball et al., 2004) where a sequence of predefined landmarks is manually clicked on within 
the image of the field. Tsai’s calibration method is then used to determine the imaging 
model by matching the known locations with their image counterparts. Such approaches 
based on manually selecting the target points within the image are subject to the accuracy 
and judgement of the person locating the landmarks within the image. Target selection is 
usually limited to the nearest pixel. While selecting more points will generally result in a 
more accurate calibration by averaging the errors from the over-determined system, the 
error minimisation cannot remove systematic errors. Manual landmark selection is also very 
time-consuming. 
The need to locate target points subjectively may be overcome by automating the calibration 
procedure. Egorova (Egorova et al., 2005) uses the bounding box to find the largest object in 
the image, and this is used to initialise the transform. A model of the field is transformed 
using iterative global optimisation to make the image of the field match the transformed 
model. While automatic, this procedure takes five to six seconds using a high end desktop 
computer for the model parameters to converge. 
A slightly different approach is taken by Klancar (Klancar et al., 2004). The distortion 
correction is split into two stages: first the lens distortion is removed, and then the 
perspective distortion parameters are estimated. This approach to lens distortion correction 
is based on the observation that straight lines are invariant under a perspective (or 
projective) transformation. Therefore, any deviation from straightness must be due to lens 
distortion (Brown, 1971; Fryer et al., 1994; Park & Hong, 2001). This is the so-called ‘plumb-
line’ approach, so named because when it was first used by (Brown, 1971), the straight lines 
were literally plumb-lines hung within the image. (Klancar et al., 2004) uses a Hough 
transform to find the major edges of the field. Three points are found along each line: one on 
the centre and one at each end. A hyperbolic sine radial distortion model is used (Pers & 
Kovacic, 2002), with the focal length optimised to make the three target points for each line 
as close to collinear as possible. One limitation of Klancar’s approach is the assumption that 
the centre of the image corresponds with the centre of distortion. However, errors within the 
location of the distortion centre results in tangential distortion terms (Stein, 1997) which are 
not considered with the model. The second stage of Klancar’s algorithm is to use the 
convergence of parallel lines (at the vanishing points) to estimate the perspective 
transformation component. 
None of the approaches explicitly determines the camera location. Since they are all based 
on 2D targets, they can only gain limited information on the camera height, resulting in a 
limited ability to correct for parallax distortion. The limitations of the existing techniques led 
us to develop an automatic method that overcomes these problems by basing the calibration 
on a 3D model. 
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the image. The robust fitting procedure automatically removes the pixels in the goal mouth 
from the fit. The results of detecting the edges for the image in Fig. 1 are shown in Fig. 6. 
 

 
Fig. 6. The detected walls from the image in Fig. 1. 

 
4.2 Estimating the distortion centre 
Before correcting for the lens distortion, it is necessary to estimate the centre of distortion. 
With purely radial distortion, lines through the centre will remain straight. Therefore, 
considering the parabola components, a line through the centre of distortion will have no 
curvature (a=0). In general, the curvature of a line will increase the further it is from the 
centre. It has been found that the curvature, a, is approximately proportional to the axis 
intercept, c, when the origin is at the centre of curvature (Bailey, 2002). 
The x centre, x0, maybe determined by considering the vertical lines within the image (the 
left and right ends of the field) and the y centre, y0, from the horizontal lines (the top and 
bottom sides of the field). Consider the horizontal centre first. With just two lines, one at 
each end of the field, the centre of distortion is given by 
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With more than two lines available, this may be generalised by performing a least squares fit 
between the intercept and the curvature: 
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Fig. 5. As a result of lighting and specular reflection, the edge of the playing area may be 
harder to detect. 
 
A parabola is then fitted to all the detected edge points (x,edge[x]) along the length of the 
edge. Let the parabola be   2( )y x ax bx c . The parabola coefficients are determined by 
minimising the squared error 
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22 [ ]

x
E ax bx c edge x  (23) 

The error is minimised by taking partial derivatives of eq. (23) with respect to each of the 
parameters a, b, and c, and solving for when these are equal to zero. This results in the 
following set of simultaneous equations, which are then solved for the parabola coefficients. 
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The resulting parabola may be subject to errors from noisy or misdetected points. The 
accuracy may be improved considerably using robust fitting techniques. After initially 
estimating the parabola, any outliers are removed from the data set, and the parabola 
refitted to the remaining points. Two iterations are used, removing points more than 1 pixel 
from the parabola in the first iteration, and removing those more that 0.5 pixel from the 
parabola in the second iteration. 
A similar process is used with the local minimum of the Prewitt filter to detect the top edge 
of the wall. The process is repeated for the other walls in the bottom, left and right edges of 
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the image. The robust fitting procedure automatically removes the pixels in the goal mouth 
from the fit. The results of detecting the edges for the image in Fig. 1 are shown in Fig. 6. 
 

 
Fig. 6. The detected walls from the image in Fig. 1. 
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considering the parabola components, a line through the centre of distortion will have no 
curvature (a=0). In general, the curvature of a line will increase the further it is from the 
centre. It has been found that the curvature, a, is approximately proportional to the axis 
intercept, c, when the origin is at the centre of curvature (Bailey, 2002). 
The x centre, x0, maybe determined by considering the vertical lines within the image (the 
left and right ends of the field) and the y centre, y0, from the horizontal lines (the top and 
bottom sides of the field). Consider the horizontal centre first. With just two lines, one at 
each end of the field, the centre of distortion is given by 
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With more than two lines available, this may be generalised by performing a least squares fit 
between the intercept and the curvature: 
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harder to detect. 
 
A parabola is then fitted to all the detected edge points (x,edge[x]) along the length of the 
edge. Let the parabola be   2( )y x ax bx c . The parabola coefficients are determined by 
minimising the squared error 

     
22 [ ]

x
E ax bx c edge x  (23) 

The error is minimised by taking partial derivatives of eq. (23) with respect to each of the 
parameters a, b, and c, and solving for when these are equal to zero. This results in the 
following set of simultaneous equations, which are then solved for the parabola coefficients. 
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The resulting parabola may be subject to errors from noisy or misdetected points. The 
accuracy may be improved considerably using robust fitting techniques. After initially 
estimating the parabola, any outliers are removed from the data set, and the parabola 
refitted to the remaining points. Two iterations are used, removing points more than 1 pixel 
from the parabola in the first iteration, and removing those more that 0.5 pixel from the 
parabola in the second iteration. 
A similar process is used with the local minimum of the Prewitt filter to detect the top edge 
of the wall. The process is repeated for the other walls in the bottom, left and right edges of 
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4.4 Estimating the lens distortion parameter 
Since the aim is to transform from distorted image coordinates to undistorted coordinates, 
the reverse transform of eq. (4) is used in this work. Consider first a distorted horizontal 
line. It is represented by the parabola   2

d d dy ax bx c . The goal is to select the distortion 
parameter,  , that converts this to a straight line. Substituting this into eq. (4) gives 
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where the … represents higher order terms. Unfortunately, this is in terms of xd rather than 
xu. If we consider points near the centre of the image (small x) then the higher order terms 
are negligible so 
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or 
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Substituting this into eq. (32) gives 
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Again, assuming points near the centre of the image, and neglecting the higher order terms, 
eq. (35) will be a straight line if the coefficient of the quadratic term is set to zero. Solving 
this for   gives 
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 2(3 3 1)
a

c ac b
 (36) 

Each parabola (in both horizontal and vertical directions) will give separate estimates of  . 
These are simply averaged to get a value of   that works reasonably well for all lines. (Note 
that if there are any lines that pass close to the origin, a weighted average should be used 
because the estimate of   from such lines is subject to numerical error (Bailey, 2002).) 
Setting the quadratic term to zero, and ignoring the higher order terms, each parabola 
becomes a line 
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The same equations may be used to estimate the y position of the centre, y0. 
Once the centre has been estimated, it is necessary to offset the parabolas to make this the 
origin. This involves substituting 
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into the equations for each parabola,   2y ax bx c  to give 
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and similarly for   2x ay by c  with the x and y reversed. 
Shifting the origin changes the parabola coefficients. In particular, the intercept changes, as a 
result of the curvature and slope of the parabolas. Therefore, this step is usually repeated 
two or three times to progressively refine the centre of distortion. The centre relative to the 
original image is then given by the sum of successive offsets. 

 
4.3 Estimating the aspect ratio 
For pure radial distortion, the slopes of the a vs c curve should be the same horizontally and 
vertically. This is because the strength of the distortion depends only on the radius, and not 
on the particular direction. When using an analogue camera and frame grabber, the pixel 
clock of the frame grabber is not synchronised with the pixel clock of the sensor. Any 
difference in these clock frequencies will result in aspect ratio distortion with the image 
stretched or compressed horizontally by the ratio of the clock frequencies. This distortion is 
not usually a problem with digital cameras, where the output pixels directly correspond to 
sensing elements. However, aspect ratio distortion can also occur if the pixel pitch is 
different horizontally and vertically. 
To correct for aspect ratio distortion if necessary, the x axis can be scaled as ˆ /x x R . The 
horizontal and vertical parabolas are affected by this transformation in different ways: 
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and 

    2ˆ x a b cx y y
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 (30) 

respectively. The scale factor, R, is chosen to make the slopes of a vs c to be the same 
horizontally and vertically. Let sx be the slope of a vs c for the horizontal parabolas and sy be 
the slope for the vertical parabolas. The scale factor is then given by 
 

  x yR s s  (31) 
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4.4 Estimating the lens distortion parameter 
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where the … represents higher order terms. Unfortunately, this is in terms of xd rather than 
xu. If we consider points near the centre of the image (small x) then the higher order terms 
are negligible so 
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Substituting this into eq. (32) gives 
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Again, assuming points near the centre of the image, and neglecting the higher order terms, 
eq. (35) will be a straight line if the coefficient of the quadratic term is set to zero. Solving 
this for   gives 
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Each parabola (in both horizontal and vertical directions) will give separate estimates of  . 
These are simply averaged to get a value of   that works reasonably well for all lines. (Note 
that if there are any lines that pass close to the origin, a weighted average should be used 
because the estimate of   from such lines is subject to numerical error (Bailey, 2002).) 
Setting the quadratic term to zero, and ignoring the higher order terms, each parabola 
becomes a line 
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The same equations may be used to estimate the y position of the centre, y0. 
Once the centre has been estimated, it is necessary to offset the parabolas to make this the 
origin. This involves substituting 
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into the equations for each parabola,   2y ax bx c  to give 
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and similarly for   2x ay by c  with the x and y reversed. 
Shifting the origin changes the parabola coefficients. In particular, the intercept changes, as a 
result of the curvature and slope of the parabolas. Therefore, this step is usually repeated 
two or three times to progressively refine the centre of distortion. The centre relative to the 
original image is then given by the sum of successive offsets. 

 
4.3 Estimating the aspect ratio 
For pure radial distortion, the slopes of the a vs c curve should be the same horizontally and 
vertically. This is because the strength of the distortion depends only on the radius, and not 
on the particular direction. When using an analogue camera and frame grabber, the pixel 
clock of the frame grabber is not synchronised with the pixel clock of the sensor. Any 
difference in these clock frequencies will result in aspect ratio distortion with the image 
stretched or compressed horizontally by the ratio of the clock frequencies. This distortion is 
not usually a problem with digital cameras, where the output pixels directly correspond to 
sensing elements. However, aspect ratio distortion can also occur if the pixel pitch is 
different horizontally and vertically. 
To correct for aspect ratio distortion if necessary, the x axis can be scaled as ˆ /x x R . The 
horizontal and vertical parabolas are affected by this transformation in different ways: 
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respectively. The scale factor, R, is chosen to make the slopes of a vs c to be the same 
horizontally and vertically. Let sx be the slope of a vs c for the horizontal parabolas and sy be 
the slope for the vertical parabolas. The scale factor is then given by 
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Similarly, the vertical lines,  x xx m y d , need to be mapped to their known locations at the 
ends of the field, at x=X. 
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For the robot soccer platform, each wall has two edges. The bottom edge of the wall maps to 
the known position on the field. The bottom edge of each wall will therefore contribute two 
equations. The top edge of the wall, however, is subject to parallax, so its absolution position 
in the 2D reference is currently unknown. However, it should be still be horizontal or 
vertical, as represented by the first constraint of eq. (42) or (43) respectively. These 12 
constraints on the coefficients of H can be arranged in matrix form (showing only one set of 
equations for each horizontal and vertical edge): 
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Finding a nontrivial solution to this requires determining the null-space of the 12x9 matrix, 
D. This can be found through singular value decomposition, and selecting the vector 
corresponding to the smallest singular value (Press et al., 1993). The alternative is to solve 
directly using least squares. First, the square error is defined as 

  ˆ ˆ ˆ ˆ( )T T TE DH DH DHH D  (45) 

Then the partial derivative is taken with respect to the coefficients of Ĥ : 
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DTD is now a square 9x9 matrix, and Ĥ  has eight independent unknowns. The simplest 
solution is to fix one of the coefficients, and solve for the rest. Since the camera is 
approximately perpendicular to the playing area, h9 can safely be set to 1. The redundant 
bottom line of DTD can be dropped, and the right hand column of DTD gets transferred to 
the right hand side. The remaining 8x8 system may be solved for h1 to h8. Once solved, the 
elements are rearranged back into a 3x3 matrix for H, and each of the lines is transformed to 
give two sets of parallel lines for the horizontal and vertical edges. 
The result of applying the distortion correction to the input image is shown in Fig. 7. 

 

 

and similarly for the vertical lines. The change in slope of the line at the intercept reflects the 
angle distortion and is of a similar form to eq. (9). Although the result of eq. (37) is based on 
the assumption of points close to the origin, in practise, the results are valid even for quite 
severe distortions (Bailey, 2002). 

 
4.5 Estimating the perspective transformation 
After correcting for lens distortion, the edges of the playing area are straight. However, as a 
result of perspective distortion, opposite edges may not necessarily be parallel. The origin is 
also at the centre of distortion, rather than in more convenient field-centric coordinates. This 
change of coordinates may involve translation and rotation in addition to just a perspective 
map. Therefore the full homogenous transformation of eq. (11) will be used. The forward 
transformation matrix, H, will transform from undistorted to distorted coordinates. To 
correct the distortion, the reverse transformation is required: 

  1
u dP H P  (38) 

The transformation matrix, H, and its inverse H-1, have only 8 degrees of freedom since 
scaling H by a constant will only change the scale factor k, but will leave the transformed 
point unchanged. Each line has two parameters, so will therefore provide two constraints on 
H. Therefore, four lines, one from each side of the playing field, are sufficient to determine 
the perspective transformation. 
The transformation of eq. (38) will transform points rather than lines. The line (from eq. (37)) 
may be represented using homogenous coordinates as 

 
 
      
  

1 0
1

y y

x
m d y  or  0LP  (39) 

where P is a point on the line. The perspective transform maps lines onto lines, therefore a 
point on the distorted line (LdPd=0) will lie on the transformed line (LuPu=0) after correction. 
Substituting into eq. (11) gives 

 u dL L H  (40) 

The horizontal lines,  y yy m x d , need to be mapped to their known location on the sides of 
the playing area, at y=Y. Substituting into eq. (40) gives three equations in the coefficients of 
H: 
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Although there are 3 equations, there are only two independent equations. The first 
equation constrains the transformed line to be horizontal. The last two, taken together, 
specify the vertical position of the line. The two constraint equations are therefore 
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Similarly, the vertical lines,  x xx m y d , need to be mapped to their known locations at the 
ends of the field, at x=X. 
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For the robot soccer platform, each wall has two edges. The bottom edge of the wall maps to 
the known position on the field. The bottom edge of each wall will therefore contribute two 
equations. The top edge of the wall, however, is subject to parallax, so its absolution position 
in the 2D reference is currently unknown. However, it should be still be horizontal or 
vertical, as represented by the first constraint of eq. (42) or (43) respectively. These 12 
constraints on the coefficients of H can be arranged in matrix form (showing only one set of 
equations for each horizontal and vertical edge): 
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Finding a nontrivial solution to this requires determining the null-space of the 12x9 matrix, 
D. This can be found through singular value decomposition, and selecting the vector 
corresponding to the smallest singular value (Press et al., 1993). The alternative is to solve 
directly using least squares. First, the square error is defined as 

  ˆ ˆ ˆ ˆ( )T T TE DH DH DHH D  (45) 

Then the partial derivative is taken with respect to the coefficients of Ĥ : 
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DTD is now a square 9x9 matrix, and Ĥ  has eight independent unknowns. The simplest 
solution is to fix one of the coefficients, and solve for the rest. Since the camera is 
approximately perpendicular to the playing area, h9 can safely be set to 1. The redundant 
bottom line of DTD can be dropped, and the right hand column of DTD gets transferred to 
the right hand side. The remaining 8x8 system may be solved for h1 to h8. Once solved, the 
elements are rearranged back into a 3x3 matrix for H, and each of the lines is transformed to 
give two sets of parallel lines for the horizontal and vertical edges. 
The result of applying the distortion correction to the input image is shown in Fig. 7. 

 

 

and similarly for the vertical lines. The change in slope of the line at the intercept reflects the 
angle distortion and is of a similar form to eq. (9). Although the result of eq. (37) is based on 
the assumption of points close to the origin, in practise, the results are valid even for quite 
severe distortions (Bailey, 2002). 

 
4.5 Estimating the perspective transformation 
After correcting for lens distortion, the edges of the playing area are straight. However, as a 
result of perspective distortion, opposite edges may not necessarily be parallel. The origin is 
also at the centre of distortion, rather than in more convenient field-centric coordinates. This 
change of coordinates may involve translation and rotation in addition to just a perspective 
map. Therefore the full homogenous transformation of eq. (11) will be used. The forward 
transformation matrix, H, will transform from undistorted to distorted coordinates. To 
correct the distortion, the reverse transformation is required: 

  1
u dP H P  (38) 

The transformation matrix, H, and its inverse H-1, have only 8 degrees of freedom since 
scaling H by a constant will only change the scale factor k, but will leave the transformed 
point unchanged. Each line has two parameters, so will therefore provide two constraints on 
H. Therefore, four lines, one from each side of the playing field, are sufficient to determine 
the perspective transformation. 
The transformation of eq. (38) will transform points rather than lines. The line (from eq. (37)) 
may be represented using homogenous coordinates as 
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where P is a point on the line. The perspective transform maps lines onto lines, therefore a 
point on the distorted line (LdPd=0) will lie on the transformed line (LuPu=0) after correction. 
Substituting into eq. (11) gives 

 u dL L H  (40) 

The horizontal lines,  y yy m x d , need to be mapped to their known location on the sides of 
the playing area, at y=Y. Substituting into eq. (40) gives three equations in the coefficients of 
H: 
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Although there are 3 equations, there are only two independent equations. The first 
equation constrains the transformed line to be horizontal. The last two, taken together, 
specify the vertical position of the line. The two constraint equations are therefore 
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The image from the camera can be considered as a projection of every object onto the 
playing field. Having corrected for distortion, the bottom edges of the walls will appear in 
their true locations, and the top edges of the walls are offset by parallax. 
Let the width of the playing area be W and wall height be h. Also let the width of the 
projected side wall faces be T1y and T2y. The height, H, and lateral offset of the camera from 
the centre of the field, Cy, may be determined from similar triangles: 
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Rearranging gives: 
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and similarly for the other wall 
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Equations (48) and (49) can be solved to give the camera location 
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Similar geometrical considerations may be applied along the length of the field to give 
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where L is the length of the playing field and T1x and T2x are the width of the projected end 
walls. 
Equations (50) to (53) give four independent equations for three unknowns. Measurement 
limitations and noise usually result in equations (51) and (53) giving different estimates of 
the camera height. In such situations, it is usual to determine the output values (Cx, Cy, and 
H) that are most consistent with the input data (T1x, T2x, T1y, and T2y). For a given camera 
location, the error between the corresponding input and measurement can be obtained from 
eq. (48) as 
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4.6 Estimating the camera position 
The remaining step is to determine the camera position relative to the field. While in 
principle, this can be obtained from the perspective transform matrix if the focal length and 
sensor size are known, here they will be estimated directly from measurements on the field. 
The basic principle is to back project the apparent positions of the top edges of the walls on 
two sides. These will intersect at the camera location, giving both the height and lateral 
position, as shown in Fig. 8. 
 

 
Fig. 7. The image after correcting for distortion. The blue + corresponds to the centre of 
distortion, and the red + corresponds to the detected camera position. The camera height is 
indicated in the scale on the bottom (10 cm per division). 
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Fig. 8. Geometry for estimating the camera position. 
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and similarly for the other wall 
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Equations (48) and (49) can be solved to give the camera location 
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where L is the length of the playing field and T1x and T2x are the width of the projected end 
walls. 
Equations (50) to (53) give four independent equations for three unknowns. Measurement 
limitations and noise usually result in equations (51) and (53) giving different estimates of 
the camera height. In such situations, it is usual to determine the output values (Cx, Cy, and 
H) that are most consistent with the input data (T1x, T2x, T1y, and T2y). For a given camera 
location, the error between the corresponding input and measurement can be obtained from 
eq. (48) as 
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4.6 Estimating the camera position 
The remaining step is to determine the camera position relative to the field. While in 
principle, this can be obtained from the perspective transform matrix if the focal length and 
sensor size are known, here they will be estimated directly from measurements on the field. 
The basic principle is to back project the apparent positions of the top edges of the walls on 
two sides. These will intersect at the camera location, giving both the height and lateral 
position, as shown in Fig. 8. 
 

 
Fig. 7. The image after correcting for distortion. The blue + corresponds to the centre of 
distortion, and the red + corresponds to the detected camera position. The camera height is 
indicated in the scale on the bottom (10 cm per division). 
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Fig. 8. Geometry for estimating the camera position. 
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The detected position of the camera is overlaid on the undistorted image in Fig. 7. 

 
5. Applying the corrections 
 

While it is possible to apply the distortion correction to the image prior to detecting the 
objects, in practise this is computationally inefficient. Only a relatively small number of 
objects need to be detected, and the distortion is not so severe as to preclude reliable 
detection directly within the distorted image. Therefore, the robots and ball positions are 
detected within the distorted image, with the position (and orientation in the case of the 
robot players) returned in distorted image coordinates. The procedure for correcting the 
image coordinates follows the calibration procedure described in the previous section. 

 
5.1 Correcting object position 
First, the detected feature location (xf,yf) is offset relative to the centre of distortion from eq. 
(27) and corrected for aspect ratio distortion if necessary: 

    0 0( , ) ( ) ,d d f fx y x x R y y  (64) 

The lens distortion is then corrected by applying the radially dependent magnification from 
eq. (4) 

    2( , ) 1 ( , )u u d d dx y r x y  (65) 

This point is then transformed into field-centric coordinates and corrected for perspective 
distortion by applying eq. (38) 
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where H-1 is the inverse of the matrix obtained from solving eq. (46) in fitting the field edges. 
The resulting point is normalised by dividing through the left hand side of eq. (66) by k. 
Finally, the feature point is corrected for parallax error. From similar triangles 
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where hf is the known height of the object and ˆ ˆ( , )f fx y  is the corrected location of the object 
feature point. Equation (67), and its equivalent in the y direction, may be rearranged to give 
the corrected feature location: 
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and similarly for each of the other inputs. The camera location can then be chosen that 
minimises the total squared error 
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This can be found by taking partial derivatives of eq. (55) with respect to each of the camera 
location variables and solving for the result to 0: 
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Similarly 
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The partial derivative with respect to the camera height is a little more complex because H 
appears in the denominator of each of the terms. The partial derivative of the errors across 
the width of the field is 
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This can be simplified by eliminating Cy through substituting eq. (57)  
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Finally, combining the partial derivatives along the length of the field with those across the 
width of the field gives: 
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Solving for H gives 
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Finally, the result from eq. (62) can be substituted into equations (57) and (58) to give the 
lateral position of the camera: 
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The detected position of the camera is overlaid on the undistorted image in Fig. 7. 

 
5. Applying the corrections 
 

While it is possible to apply the distortion correction to the image prior to detecting the 
objects, in practise this is computationally inefficient. Only a relatively small number of 
objects need to be detected, and the distortion is not so severe as to preclude reliable 
detection directly within the distorted image. Therefore, the robots and ball positions are 
detected within the distorted image, with the position (and orientation in the case of the 
robot players) returned in distorted image coordinates. The procedure for correcting the 
image coordinates follows the calibration procedure described in the previous section. 

 
5.1 Correcting object position 
First, the detected feature location (xf,yf) is offset relative to the centre of distortion from eq. 
(27) and corrected for aspect ratio distortion if necessary: 
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The lens distortion is then corrected by applying the radially dependent magnification from 
eq. (4) 
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This point is then transformed into field-centric coordinates and corrected for perspective 
distortion by applying eq. (38) 
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where H-1 is the inverse of the matrix obtained from solving eq. (46) in fitting the field edges. 
The resulting point is normalised by dividing through the left hand side of eq. (66) by k. 
Finally, the feature point is corrected for parallax error. From similar triangles 
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where hf is the known height of the object and ˆ ˆ( , )f fx y  is the corrected location of the object 
feature point. Equation (67), and its equivalent in the y direction, may be rearranged to give 
the corrected feature location: 
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and similarly for each of the other inputs. The camera location can then be chosen that 
minimises the total squared error 
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The partial derivative with respect to the camera height is a little more complex because H 
appears in the denominator of each of the terms. The partial derivative of the errors across 
the width of the field is 
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This can be simplified by eliminating Cy through substituting eq. (57)  
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Finally, combining the partial derivatives along the length of the field with those across the 
width of the field gives: 
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Solving for H gives 
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Finally, the result from eq. (62) can be substituted into equations (57) and (58) to give the 
lateral position of the camera: 
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Fig. 9. The 3-aside field with validation points marked. 
 
The larger height errors are not completely unexpected, because the height is estimated by 
back projecting the relatively small parallax resulting from a low wall. The wall only 
occupied 3 pixels in the image of the small field and approximately 5 pixels in the larger 
field. Measurement of this parallax requires sub-pixel accuracy to gain any meaningful 
results. Any small errors in measuring the wall parallax are amplified to give a large error in 
the estimate of the camera height. The lateral position is not affected by measurement errors 
to the same extent, because it is based on the relative difference in parallax between the two 
sides. 
The cause of the large height error was examined in some detail in (Bailey & Sen Gupta, 
2008). The under-estimate of the height was caused by the measured parallax of the walls 
being larger than expected (although the error was still sub-pixel). Since the parallax 
appears in the denominator of eq. (62), any over-estimate of the parallax will result in an 
under-estimate of the height of the camera. Two factors contributed to this error. First, a 
slight rounding of the profile at the top of the wall combined with specular reflection 
resulted in the boundary between the white and black extending over the top of the wall, 
increasing the apparent width. A second factor, which exacerbates this in Fig. 5, is that the 
position of the lights gave a stronger specular component in the vicinity of the walls. 
The other fields were less affected for the following reasons. Firstly, the lights were 
positioned over the field rather than outside it. The different light angle means that these 
fields were less prone to the specular reflection effects on the top corner of the wall. 
Secondly, the other fields were in a better condition, having been repainted more recently, 
and with less rounding of the top edge of the walls. Consequently, the wall parallax was 
able to be measured more accurately and the resultant errors were less significant. 

 
6.1 Future work 
The next step is to extend the work presented to the larger 11-aside field. These fields have 
two cameras, one over each half of the field. The calibration principles will be the same. The 
biggest difference is that the centreline will form one of the edges of the calibration, and this 
does not have a height associated with it. This will limit the accuracy of the parallax 

 

The first term in eq. (68) is the scale factor that corrects for the height of the object, and the 
second term compensates for the lateral position of the camera as in eq. (19). 

 
5.2 Correcting object orientation 
As outlined in section 2, the distortion will affect the detected orientation of objects within 
the image. The simplest approach to correct the object orientation, θ, is to also transform a 
test point (xt,yt) that is offset a small distance, r, from the object location in the direction 
specified by the orientation: 

        , , cos ,sint t f fx y x y r  (69) 

The offset should be of similar order to the offset used to measure the orientation in the 
distorted image (for example half the width of the robot). The corrected orientation may 
then be determined from the angle between the corrected test point and the corrected object 
location: 
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6. Results and discussion 
 

As the image in Fig. 7 shows, the calibration method is effective at correcting distortion 
around the edge of the field. However, to have confidence that the model is actually 
correcting points anywhere in the playing area, it is necessary to check the transformation at 
a number of points scattered throughout the image. The calibration procedure was tested on 
three fields. The first was a small (150 cm x 130 cm) 3-aside micro-robot playing field, 
captured using a 320x240 analogue camera (Bailey & Sen Gupta, 2004). The second two were 
larger (220 cm x 180 cm) 5-aside fields, captured using a 656x492 digital Firewire camera 
(Bailey & Sen Gupta, 2008). 
On the small field, a set of 76 points was extracted from throughout the playing area using 
the field lines and free kick markers as input, as indicated in Fig. 9. The RMS residual error 
after correcting the validation points was 1.75 mm, which corresponds to about 30% of the 
width of a pixel. The lateral position of the camera was in error by 1.2 cm, which results in a 
negligible parallax error (from eq. (19)). The height of the camera was over-estimated by 
approximately 9 cm. This will give a maximum parallax error in the corners of the playing 
field (from eq. (21)) of approximately 1.1 mm, which is again a fraction of a pixel. 
For the larger fields (shown in Fig. 1 and Fig. 5) both resulted in a significantly improved 
image that appeared to be free from major distortions (see Fig. 7). In both cases, the lateral 
position of the camera was also measured with good accuracy, with a total lateral error of 
0.9 cm and 1.0 cm respectively for the two fields. Again, the consequent parallax error (from 
eq. (19)) is negligible. The error in the height, however, was significantly larger, with an 
under-estimate of 8.6 cm for the image in Fig. 1 and an under-estimate of 33 cm for the 
image in Fig. 5. Even this large height error results in an error of less than 3 mm in the 
corners of the field (from eq. (21)). This is still less than one pixel at the resolution of the 
image, and the error is significantly smaller over the rest of the field. 
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Fig. 9. The 3-aside field with validation points marked. 
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The first term in eq. (68) is the scale factor that corrects for the height of the object, and the 
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5.2 Correcting object orientation 
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6. Results and discussion 
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after correcting the validation points was 1.75 mm, which corresponds to about 30% of the 
width of a pixel. The lateral position of the camera was in error by 1.2 cm, which results in a 
negligible parallax error (from eq. (19)). The height of the camera was over-estimated by 
approximately 9 cm. This will give a maximum parallax error in the corners of the playing 
field (from eq. (21)) of approximately 1.1 mm, which is again a fraction of a pixel. 
For the larger fields (shown in Fig. 1 and Fig. 5) both resulted in a significantly improved 
image that appeared to be free from major distortions (see Fig. 7). In both cases, the lateral 
position of the camera was also measured with good accuracy, with a total lateral error of 
0.9 cm and 1.0 cm respectively for the two fields. Again, the consequent parallax error (from 
eq. (19)) is negligible. The error in the height, however, was significantly larger, with an 
under-estimate of 8.6 cm for the image in Fig. 1 and an under-estimate of 33 cm for the 
image in Fig. 5. Even this large height error results in an error of less than 3 mm in the 
corners of the field (from eq. (21)). This is still less than one pixel at the resolution of the 
image, and the error is significantly smaller over the rest of the field. 
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is harder to measure accurately, because it is back-projecting the short height of the playing 
field walls. On two fields, it was within 8 cm, but on a third field the height was under-
estimated by 33 cm. However, even with this large error, the parallax error introduced in 
estimating the robot position less than one pixel anywhere on the playing field. Accurate 
height estimation requires good lighting, devoid of specular reflections near the walls, and 
for the walls to be in good condition. 
The significant advantage of this calibration procedure over others described in the 
literature is that it is fully automated, and requires no additional setup or user intervention. 
While not quite fast enough to process every image, the procedure is sufficiently fast to 
perform recalibration even during set play (for example while preparing for a free kick) or a 
short timeout. It is also sufficiently accurate to support sub-pixel localisation and 
orientation. 

 
8. Acknowledgements 
 

This research was performed within the Advanced Robotics and Intelligent Control Centre 
(ARICC). The authors would like to acknowledge the financial support of ARICC and the 
School of Electrical and Electronic Engineering at Singapore Polytechnic. 

 
9. References 
 

Bailey, D. & Sen Gupta, G. (2004). Error assessment of robot soccer imaging system, 
Proceedings of Image and Vision Computing New Zealand (IVCNZ'04), pp 119-124, 
Akaroa, New Zealand, 21-23 November, 2004. 

Bailey, D. & Sen Gupta, G. (2008). Automatic estimation of camera position in robot soccer, 
Proceedings of 2008 International Machine Vision and Image Processing Conference 
(IMVIP2008), pp 91-96, Portrush, Northern Ireland, 3-5 September, 2008. 

Bailey, D.G. (2002). A new approach to lens distortion correction, Proceedings of Image and 
Vision Computing New Zealand 2002, pp 59-64, Auckland, New Zealand, 26-28 
November, 2002. 

Bailey, D.G. (2003). Sub-pixel estimation of local extrema, Proceedings of Image and Vision 
Computing New Zealand 2003, pp 414-419, Palmerston North, New Zealand, 26-28 
November, 2003. 

Ball, D.M.; Wyeth, G.F. & Nuske, S. (2004). A global vision system for a robot soccer team, 
Proceedings of 2004 Australasian Conference on Robotics and Automation, pp 1-7, 
Canberra, 6-8 December, 2004. 

Baltes, J. (2000). Practical camera and colour calibration for large rooms, Proceedings of 
RoboCup-99: Robot Soccer World Cup III, pp 148-161, New York, USA, 2000. 

Basu, A. & Licardie, A. (1995). Alternative models for fish-eye lenses. Pattern Recognition 
Letters, vol. 16, no. 4, pp. 433-441. 

Brown, D.C. (1971). Close range camera calibration. Photogrammetric Engineering, vol. 37, no. 
8, pp. 855-866. 

Egorova, A.; Simon, M.; Wiesel, F.; Gloye, A. & Rojas, R. (2005). Plug and play: fast 
automatic geometry and color calibration for cameras tracking robots, Proceedings of 
RoboCup 2004: Robot Soccer World Cup VIII, pp 394-401, Lisbon, Portugal, 2005. 

 

correction data, although in principle the height of three walls should provide sufficient 
data for estimating the camera location. 
A further extension is to the Robocup league, which has no walls. Again two cameras are 
required, one to capture each half of the field, as shown in Fig. 10. The image processing 
algorithms will need to be modified for line detection rather than edge detection, and 
another mechanism found to estimate the camera position. One approach currently being 
experimented with is to place poles of known height in each corner and at each end of the 
centre-line as can be seen in Fig. 10. The parabola based lens and perspective distortion 
correction will be based on the edges of the field and centreline, and the markers on the 
poles detected and back projected to locate the camera. 
 

 
Fig. 10. Larger Robocup field without walls captured from two separate cameras. The poles 
placed in each corner of the field allow calibration of camera position. 

 
7. Conclusion 
 

The new calibration method requires negligible time to execute. Apart from the command to 
perform the calibration, it requires no user intervention, and is able to determine the model 
parameters in a fraction of a second. The model parameters are then used to automatically 
correct both the positions and orientations of the robots as determined from the distorted 
images. It is demonstrated that just capturing data from around the field is sufficient for 
correcting the whole playing area. The residual errors are significantly less than one pixel, 
and are limited by the resolution of the captured images. 
The lateral position of the camera was able to be estimated to within 1 cm accuracy. The 
scaling effect of the parallax correction makes this error negligible. The height of the camera 
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1. Introduction 

1.1 Background 
This work deals with modeling rational player behavior in the simulated robotic soccer 
game. Although we are using the setting for the RoboCup 2D simulated soccer, we want to 
propose a method that is not based on the particular features of this implementation. This 
will result in a more general method that could be equally applicable to 3D soccer and also 
to the soccer video games other than RoboCup.  
The ability by the soccer player making rational decisions about where to move on the field 
without the ball is the critical factor of success both in a real-life and simulated game. With 
the total of 22 soccer players in two teams, normally only one player on each side is 
controlling the ball or trying to get the ball possession. The rest 20 players are doing 
something else; indeed each must be deliberately moving to some place on the field. For an 
average player, this is happening more than 90 per cent of the time. Thus, unlike other 
behaviors dealing with rather rare events such as passing the ball, one should be expecting 
about 90 per cent impact on the whole game from any improvement in player positioning.  
Here we propose the algorithm for determining by the artificial player a reasonably good 
position on the soccer field for himself when the ball is beyond his control. We limit the 
consideration to the offensive positioning, i.e. when the ball is possessed by own team. In the 
offensive situation, the major purpose of co-coordinated moving to some individual position 
on the field by each player without the ball is creating opportunities for receiving passes and 
eventually scoring the opponent goal. Therefore, player positioning is not a standalone task; 
rather, it is part of a coordination mechanism and is closely related to decision making about 
passing the ball and the communication between players.  
In this study, however, we deliberately isolate positioning from the communication and ball 
passing assuming that all these features are developed in a concert. In the early publication, 
one of the co-authors proposed a solution to the ball passing problem with respect to 
multiple optimality criteria, i.e. a Pareto-optimal solution (Kyrylov, 2008). For the purpose 
of optimal offensive positioning, here we are using similar multi-criteria approach.  
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become the World RoboCup winner in 2003. However, from the today standpoint, this 
model could be further improved, as it was using heuristics rather than rigor multi-criteria 
optimization.  
One more group of the improvements to player positioning is a set of methods based on 
learning algorithms (Andou, 1998; Nakashima, Udo, & Ishibuchi, 2003; Kalyanakrishnan, 
Liu, & Stone, 2007). Like the coordination graph, some of these methods do not treat 
positioning as a standalone player skill, which makes theoretical comparisons difficult. 
More difficulties arise while trying to elicit meaningful decision making rules and especially 
address the convergence issue of learned rules to optimal decision making algorithms based 
on explicitly formulated decision criteria. Thus we are leaving methods based on learning 
beyond the scope of this study.  
The main objective of this work is to provide an improved solution for low-level decision 
making about player positioning based on the known tactical principles of the real-life 
soccer played by humans (Beim, 1977; Johnes & Tranter, 1999). Because the recent studies 
addressed the lower control level rather superficially, it looks like our closest prototype is 
still SPAR (Stone, Veloso, & Riley, 1999), the historically first method that was using both 
control levels. On the lower level, this method maximizes the following utility function: 
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where  
P – the desired position for the player in anticipation of a pass;  
wOi, wTi, wB, wG – some non-negative weights;  
n – the number of agents on each team;  
Oi– the current position of each opponent,  i = 1,…, n;  
Tj – the current position of each teammate,  j = 1,…, (n-1);    
B – the current position of the teammate with ball;  
G – the position of the opponent goal;  
dist(A,C) – distance between positions A and C.  

One advantage of this utility function is robustness; the two sums suppress the sensor noise. 
As the authors put it, this method repulses the player without ball from other players and 
encourages advancing to the opponent goal while seeking its best position. This statement 
indeed is reflecting the soccer tactics to some extent.  
There are also apparent shortcomings. From the tactical standpoint, the aggregated criterion 
(1) does not encourage players to deliberately get open for receiving a pass; this can only 
happen by chance. Also the contribution of the remotely located players is exaggerated; 
increasing distance from the closest opponent by say 5 meters has same effect as increasing 
distance by 5 meters for the opponent located on the other end of the field. From the 
mathematical standpoint, the authors clearly indicate that this is a vector optimization 
problem; indeed, each addendum in (1) could stand for a criterion. However, the reduction 
to single-criteria optimization is questionable. Aggregating several criteria in a linear 
combination is indeed theoretically acceptable if all criteria functions and constraints are 
convex (Miettinen, 1998). However, the first two addendums in (1) are multi-modal 
functions of P; hence they are non-convex. So this single-criterion optimization does not 
guarantee that all potentially acceptable player positions will be considered. In other words, 

 

1.2 The Two-Layer Player Positioning Model 
During the last 10 years, RoboCup scholars have addressed the positioning problem in 
different ways. Before overviewing them, first we propose a generic two-level model that 
includes all existing methods for player positioning. Besides providing a common base for 
the comparison of the existing methods, it helps to demonstrate the unique features of our 
approach.  
The first, upper level, determines so-called reference position for the player where he should 
be moving to unless this player is involved in intercepting or kicking the ball. Player 
coordination on this level is addressed only implicitly. The second, lower level, is responsible 
for fine tuning this reference position by transforming it into the target one, i.e. the place on 
the field where the player should be. Good methods thus facilitate coordination with 
teammates. On both levels, either heuristic decision making rules are applied or some 
optimality criteria are used. Such rules and criteria are normally reflecting the algorithm 
designer’s vision of the soccer game. In many cases these rules are acquired from the real 
soccer played by humans. This is different from the decision making rules derived by 
learning algorithms; they do not always have direct counterparts in the body of knowledge 
accumulated by humans about the soccer game.  

 
1.3 Previous Work 
The first ever comprehensive study of the player positioning problem in the simulated 
soccer was presumably made in (Stone, Veloso, & Riley, 1999). In this method called strategic 
positioning by attraction and repulsion (SPAR), the higher-level reference position can be 
regarded as a fixed point in the field assigned to each player with respect to its role in the 
team formation. For each player the lower control level is dealing with the target position 
which is the point on the field where attraction and repulsion factors reach some balance. 
This allowed the player to deviate from its default position within some area in order to 
move to the target position calculated with respect to current situation. This method proved 
to be a good start, as after it was implemented in CMUnited, this simulated soccer team 
became the World RoboCup winner in 1998. Yet later on it was criticized for the limited 
flexibility on the upper control level. More sophisticated method named Situation-Based 
Strategic Positioning and first proposed in 1999 (Reis, Lau, & Oliveira, 2008) has addressed 
these higher-level shortcomings; unsurprisingly, FCPortugal in which it was implemented, 
has beaten CMUnited. This method was based on a set of logical rules that reflected the 
subjective views of the algorithm designers on player positioning.  
The development that followed, did not demonstrate much improvement on the lower 
control level, though. The next very successful team, UvA Trilearn (De Boer & Kok, 2002) 
that has outplayed FCPortugal in several competitions, implemented somewhat simpler 
player positioning method. In our classification, the early version of this method dated 2001-
2002 is completely located on the higher control layer. Indeed, at any time, the reference 
position was determined as a weighted sum of the player home position in the formation 
and current location of the ball. So this position is changing over time and maintains relative 
locations of the players in the formation thus implementing the team strategy. However, this 
method does not take into account fine details such as the opportunity to receive a pass. 
Presumably for this reason it was later improved using so-called coordination graphs (Kok, 
Spaan, & Vlassis, 2003). This lower-level model combines decision making about passing the 
ball and receiving the pass in an elegant way; implemented in UvA Trilearn, it helped to 
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become the World RoboCup winner in 2003. However, from the today standpoint, this 
model could be further improved, as it was using heuristics rather than rigor multi-criteria 
optimization.  
One more group of the improvements to player positioning is a set of methods based on 
learning algorithms (Andou, 1998; Nakashima, Udo, & Ishibuchi, 2003; Kalyanakrishnan, 
Liu, & Stone, 2007). Like the coordination graph, some of these methods do not treat 
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control levels. On the lower level, this method maximizes the following utility function: 
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dist(A,C) – distance between positions A and C.  

One advantage of this utility function is robustness; the two sums suppress the sensor noise. 
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convex (Miettinen, 1998). However, the first two addendums in (1) are multi-modal 
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1.2 The Two-Layer Player Positioning Model 
During the last 10 years, RoboCup scholars have addressed the positioning problem in 
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includes all existing methods for player positioning. Besides providing a common base for 
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Figure 1 illustrates case (a). The yellow player #7 (C) is about to receive the ball (B) passed 
by his teammate #8 (A). The decision maker in question is player #9 (E). He must figure it 
out where to better move to render himself for receiving the ball passed by player #7 if the 
latter decides to do so.  
In this case, an experienced human player without the ball can easily predict the situation 
and estimate time remaining until the ball will be intercepted. So nothing abrupt will likely 
occur while the ball is rolling freely. Thus a human player predicts the situation and plans 
his actions accordingly by determining the target position and moving to it.  
This gives the idea of the time horizon used by the player without ball #9 for predicting the 
situation on the field. Based on this prediction, he determines the good position F and 
concentrates on reaching it. No communication is really necessary, and it does not make 
much sense substantially changing the originally optimized target position while the ball is 
rolling. Only minor corrections to it may be necessary as the world model is updated.  
Thus the prediction time horizon for the positioning problem is the time τ1 needed for the 
ball to cover distance BD.  

 
2.2 Planning Time Horizon 
The planning time horizon is the time interval τ2 available for the player to execute the 
intended action to go to some target position. This execution time is needed to determine the 
spatial constraints for the aspired player movements. It does not make sense for the player 
to go to the areas on the field that require time longer than τ2 for getting there.  
During the execution time τ2 the player must concentrate on reaching good position F 
expecting that the teammate would make a pass once he gets close control of the moving 
ball. Assuming that the ball is passed without any delay, the estimated minimal available 
time for reaching this position is the time needed for the ball to roll along the segment BD 
and then to cover segment DF. This determines the planning time horizon in our model.  

 
2.3 Predicting Player Movements  
For determining the best location of the future ball interception point F it is critical to know 
the anticipated positions of the opponent players and the teammates at time τ1. It is 
reasonable to assume that during this time the behavior of all players is staying persistent. 
While the ball is rolling freely along segment AD in Figure 1, its movement follows the laws 
of physics and is predictable. All players (if they are rational) are acting in the ways that are 
also rather easy to predict if their decision making model is known.  
Therefore, for predicting player movements we are using the prediction horizon τ1 that is 
equal to the time remaining until the ball will be intercepted by a teammate. (If the fastest to 
the ball is the opponent player, the situation changes to defensive; this lies outside the scope 
of this study.) With this approach, once the ball has been kicked, the player without the ball 
estimates the interception point and time τ1. This is the minimal time remaining until the 
ball could be likely kicked in the new direction substantially changing the situation. Because 
the sensor information is imperfect, the time horizon and the target position are updated as 
new information arrives. Still our experiments have shown that these updates are only 
slightly changing the decision thus not affecting the persistent behavior. This can be 
expected, as the player is watching the vicinity of the ball location more frequently.  

 

some options that are making the Pareto set might be left out. This issue could be resolved by 
using the Pareto optimality principle.  
Dynamics is one more general difficulty with optimizing player position on low level. 
Reaching an optimal position takes some time, and the player must be persistent in doing 
so. In our experiments we have found that some random factors in the simulated soccer tend 
to make the computation of the optimal target very unstable from cycle to cycle. A closely 
related problem is choosing the right time horizon for predicting the situation. As for now, 
we have found in the literature neither a solution to this problem nor even a discussion of it 
with respect to player positioning. Thus we would speculate that the reluctance of RoboCup 
scholars to systematically improve player positioning on the lower level could be explained 
by these difficulties.  

 
1.4 The Unique Contribution of This Study 
The unique contribution of this work is in that we (1) investigate and resolve the time 
horizon issue; (2) propose a new set of decision making criteria based on real-life soccer 
tactics; and (3) implement a Pareto-optimal solution to the optimization problem with these 
criteria.  
Section 2 addresses the time horizon issue. Section 3 explains how feasible alternatives for 
decision making cold be generated. Section 4 introduces five optimality criteria and the 
algorithm for finding Pareto-optimal solution. Section 5 provides experimental results and 
presents the conclusions.  

 
2. Predicting the Situation for Player Positioning  

Because the essence of player positioning is planning his actions for some future time 
interval, identifying the time constraints for such planning is critically important. We see 
two such constraints: the prediction time horizon τ1 and the planning time horizon τ2. 

 
2.1 Prediction Time Horizon 
A straightforward approach is just setting some fixed prediction time horizon τ1, say 1 to 3 
seconds, and trying to extrapolate the movements of the players and the ball for this time 
interval. The simplest way is just using linear extrapolations of player positions. However, 
our experiments have shown that this method does not work well. The major problem is in 
that, once the ball is kicked by some player in new direction, the rest players revise their 
previous intentions and change their directions of movement. Neglecting these abrupt 
changes if the next ball kick occurs before the prediction time expires would result in poor 
decisions. On the other hand, forecasting new movements by the players when the ball gets 
under close control by the teammate, although theoretically possible, is impractical because 
of too high computational costs. 
While trying to resolve this issue, it makes sense to see how human players are acting in this 
situation (Beim, 1977; Johnes & Tranter, 1999).  
Because we consider the offensive positioning, the ball must be under the control by some 
teammate. This teammate may be in two different states: (a) chasing the freely rolling ball 
while staying the fastest player to it and thus maintaining the ball possession or (b) keeping 
the ball close to him while being able to pass it at any time.  
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While the ball is rolling freely along segment AD in Figure 1, its movement follows the laws 
of physics and is predictable. All players (if they are rational) are acting in the ways that are 
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Therefore, for predicting player movements we are using the prediction horizon τ1 that is 
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estimates the interception point and time τ1. This is the minimal time remaining until the 
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the sensor information is imperfect, the time horizon and the target position are updated as 
new information arrives. Still our experiments have shown that these updates are only 
slightly changing the decision thus not affecting the persistent behavior. This can be 
expected, as the player is watching the vicinity of the ball location more frequently.  
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Reaching an optimal position takes some time, and the player must be persistent in doing 
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under close control by the teammate, although theoretically possible, is impractical because 
of too high computational costs. 
While trying to resolve this issue, it makes sense to see how human players are acting in this 
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Because we consider the offensive positioning, the ball must be under the control by some 
teammate. This teammate may be in two different states: (a) chasing the freely rolling ball 
while staying the fastest player to it and thus maintaining the ball possession or (b) keeping 
the ball close to him while being able to pass it at any time.  
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The feasible options are drawn from a set of alternative positions in the vicinity of the 
reference position. Because the decision space (xy-plane) is continuous, it contains infinite 
number of such positions. With highly nonlinear and non-convex decision criteria, searching 
such space systematically would be hardly possible. Therefore, we use a discrete 
approximation, with the alternative positions forming on the xy-plane a grid about the 
reference position. To reduce computations, we would like to keep the number of points in 
this grid minimal. The grid step determines the total number of the alternatives to be 
searched. The rule of thumb is setting the step equal to the radius of the player reach for 
kicking the ball. Increasing it might result in lost opportunities. Using a smaller step makes 
sense only if we have enough computational time to further fine tune the balance of 
different optimality criteria (see more about it in the next section).  
In Figure 2 the three areas determining the set of feasible options for the yellow player #9 
are shown. The square with the reference position as its center, defines the responsibility area. 
By staying in it, this player is maintaining the team formation. The circle around the player 
approximates the reachable area, i.e. the set of points on the field that he can reach in time τ2 
or less. The feasible area is intersection of these two areas, i.e. the set of all feasible positions 
for this player.  
Thus the player is only interested in those positions in his responsibility area that could be 
reached in time τ2. This allows eliminating part of the grid that is lying beyond the player 
reach. One more constraint that helps eliminating poor alternatives is the maximal distance 
from the reference position. The alternatives lying outside the field or creating risk of offside 
are also eliminated.  
Figure 3 shows the example situation on the field with the predicted positions of all objects 
at the moment when the ball is intercepted. The head of the black arrow is the anticipated 
interception point. Figure 4 shows the alternative positions for the red player #8. The player 
area of responsibility is filled with small gray points; the reference position being the center 
of this area. The bigger blue points show the reachable positions of which this player must 
choose the best. 

 
4. Criteria for Decision Making and the Optimization Algorithm 

 Each position in the feasible set has its own pros and cons that must be evaluated by the 
intelligent player and the best option must be selected. Thus we arrive to a multi-criteria 
optimization problem. To correctly formalize it, we need to specify the optimality criteria 
and choose the algorithm for finding a balanced solution with respect to these criteria. 

 
4.1 Optimality Criteria  
The decision criteria for choosing the best option should be reflecting the soccer tactics; in 
particular they should be measuring anticipated rewards and risks. We propose slightly 
different criteria sets for attackers, midfielders, and defenders because their tactical roles 
differ (Beim, 1977; Johnes & Tranter, 1999).  
 

For the attackers the criteria set is, as follows. 
 

1. All players must maintain the formation thus implementing the team strategy. So the 
distance between the point in the feasible set and the reference position should be 
minimized.  

 

The model for predicting the situation comprises three components: the ball, the friendly 
and the opponent player movements. The ball movement can be predicted with high 
precision, as the underlying physics is simple; the typical model assumes straight movement 
with the known speed decrement. The movements by teammates can be also predicted with 
precision, as their control algorithms and perceived states of the world to some extent are 
available to the player in question. The fastest teammate to the ball will be intercepting it by 
moving with the maximal speed; so its position can be predicted even more precisely. The 
rest teammates will be moving towards the best positions determined with yet another 
precisely known algorithm which could be used for predicting their positions. However, in 
our method we do not use such a sophisticated approach; in regards of each teammate 
without the ball, we assume that it is just moving with a constant velocity. This velocity is 
estimated by the decision making player using his own world model. Of the opponent 
players, the fastest one will be presumably also chasing the ball by following the trajectory 
that can be predicted fairly precisely. For the rest opponents possible options include 
assuming same positioning algorithm as for the teammates or using the opponent model 
estimated and communicated by the online coach.  
In the case when the ball is kickable by the teammate (i.e. when it is either holding the ball, 
or is closely dribbling, or prepares to pass), we would suggest that τ1 should be set to a small 
constant value τmin which should be determined experimentally.  
 

  
Fig. 1. Yellow player #8 (A) has just passed 
the ball (B) to teammate #7 (C) who is going 
to intercept it in D. Yellow teammate #9 (E) 
must decide where to go. He must determine 
the best point F where he would be able to 
safely receive the ball passed by #7.  

Fig. 2. The intersection of the responsibility 
area and the reachable area for yellow 
player #9 determines his feasible area.  

 
3. Identifying the Feasible Options  

Decision making is always a choice from a set of alternatives. In the discussed problem, the 
player first generates a set of feasible options (i.e. positions on the soccer field) and evaluates 
those using different criteria. Then the multi-criteria algorithm is applied to find the single 
best option by balancing the anticipated risks and rewards.  
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optimality principle allows to eliminate wittingly inappropriate so-called dominated 
alternatives (Miettinen, 1998). These are the points in the feasible set that could be 
outperformed by at least some other point by at least one criterion. So only the non-
dominated alternatives making so-called Pareto set should be searched for the ‘best’ balance 
of all criteria. Balancing requires additional information about the relative importance of 
these criteria, or their weights. If the criteria functions and the feasible set are all convex, 
then the optimal point could be found by minimizing the weighed sum of the criteria 
(assuming that they all must be minimized) (Miettinen, 1998). However, on the xy-plane, 
which is the soccer field, several local maxima for criteria 2, 3, and 4 exist; they all are 
around the predicted locations of opponent players. Therefore, in our case there is no hope 
for such a simple solution as using the weighed sum.  
The way out has been proposed in our recent work (Kyrylov, 2008), where a method for 
searching the balanced optimal point in the finite Pareto set was presented. This method is 
based on the sequential elimination of the poorest alternatives using just one criterion at a 
time. With N alternatives in the Pareto set, it requires N-1 steps. The criterion for the 
elimination on each step is selected randomly with the probability proportional to the 
weight of this criterion. Hence more important criteria are being applied more frequently. 
The sole remaining option after N-1 steps is the result of this optimization. This method 
works for any non-convex and even disconnected Pareto set. Its computational complexity 
is O(N2).  
In this application, we have further simplified the decision making procedure by assuming 
that all criteria have equal importance. Thus instead of randomly selecting the criteria on 
each step of elimination, our procedure is looping through the criteria in the deterministic 
order.  
If the total number of the alternatives is too small, this would result in only near-optimal 
decision. Better balancing of the conflicting criteria is possible with increased N. So we 
propose to estimate the available computational time in current simulation cycle and select 
larger N if time permits. This optimization algorithm is scalable indeed. It is also robust, 
because even with small N the decisions returned by it are still fairly good.  
If this optimization ends in still rather poor option, the player elects just to move towards 
the reference position; making decision to pass the ball or not is left up to the teammate, 
anyway. This teammate may elect to dribble or to pass the ball to some other player whose 
position on the field is better.  
Although we proposed five optimality criteria, for the purpose of illustration we have 
aggregated them all in just two: the Risk, which is combination of criteria 2 and 3, and Gain 
which aggregates criteria 1, 4, and 5. The signs of the individual criteria in these aggregates 
were chosen so that both Risk and -Gain must be minimized. As a result, it is easy to visually 
explore the criteria space because it has only two dimensions.  
Figures 5 and 6 illustrate the configuration of the Pareto set in the decision and criteria 
space, respectively. Of the total of 21 points in the Pareto set, 20 are eliminated one by one in 
the order shown on the labels near each point in Figure 6; the remaining point is the sought 
solution. Note that the Pareto frontier is non-convex.  
The optimal point is reachable and is located at less than the maximal distance of the 
reference position. It is lying on the way towards the opponent goal and far away from the 
predicted positions of the two threatening opponents, yellow #10 and #6. This point is open 
for receiving the pass by red player #8 from the anticipated interception point where red #7 

 

2. All attackers must be open for a direct pass. Thus the angle between the direction to the 
ball interception point and the direction to the opponent located between the evaluated 
position and the interception point must be maximized.  
3. All players must maintain open space. This means that the distance from the evaluated 
point to the closest opponent should be maximized.  
4. The attackers must keep an open path to the opponent goal to create the scoring 
opportunity. So the distance from the line connecting the evaluated point and the goal 
center to the closest opponent (except the goalie) should be maximized. This criterion is only 
used in the vicinity of the opponent goal.  
5. The player must keep as close as possible to the opponent offside line to be able to 
penetrate the defense. So, the player should minimize the x-coordinate distance between the 
point in the feasible set and the offside line (yet not crossing this line).  
 

  
Fig. 3. Red player #5 has passed the ball to 
red #7. Arrows show the predicted positions 
of objects when the ball will be intercepted.  

Fig. 4. The area of responsibility for red 
player #8 (gray dots) and the reachable 
positions (dark dots). 

 
Note that each criterion appears to have equal tactical importance; this observation will be 
used while discussing the optimization procedure below.  
Criteria for midfielders and defenders differ in that they do not contain criteria 4 and 5 that 
encourage the opponent defense penetration. Instead, these players should be creating 
opportunities for launching the attack. This is achieved by minimizing the opponent player 
presence between the evaluated position and the direction to the opponent side of the field.  

 
4.2 Optimization Algorithm  
All proposed criteria are conflicting, as it is hardly possible to optimize all them 
simultaneously; a reasonable balance must be sought instead. This situation is well known 
in the literature on systems analysis and economics; a special paradigm called the Pareto 
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optimality principle allows to eliminate wittingly inappropriate so-called dominated 
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explore the criteria space because it has only two dimensions.  
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for receiving the pass by red player #8 from the anticipated interception point where red #7 
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goals are lying on x-coordinate axis, the coordinates of the reference position for i-th player 
are calculated as follows:  
 

xi = w*xhomei + (1-w)*xball + Δxi, 
yi = w*xhomei + (1-w)*yball,   (2) 

 
where w is the weight (0<w<1), (xhomei, yhomei) and (xball, yball) are the fixed home and the 
current ball positions respectively, Δxi is the fixed individual adjustment of x-coordinate 
whose sign differs for the offensive and defensive situations and the player role in the team 
formation. Our improving was in introducing the shift Δxi in this method.  
Because players in the control team were moving to the reference positions without any fine 
tuning, ball passing opportunities were occurring as a matter of chance. In the experimental 
team, rather, players were creating these opportunities on purpose.  
The team performance was measured by the game score difference. Figure 7 shows the 
histogram based on 100 games each 10 minutes long. 
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Fig. 7. A histogram of the score difference in 100 games. 
 
In this experiment only one game has ended in a tie; in all the rest 99 games the 
experimental team won. The mean and the standard deviation of the score difference are 
5.20 and 2.14, respectively. By approximating with Gaussian distribution, we get 0.9925 
probability of not losing the game. The probability to have the score difference greater than 
1 is 0.975 and greater than 2 is 0.933. This gives the idea of the potential contribution of the 
low-level position optimization. With the smaller proportion of the time when the ball is 
rolling freely, this contribution will decrease. So teams favoring ball passing would likely 
benefit from our method more than teams that prefer dribbling.  
The experimental results demonstrate that, by locally adjusting their positions using the 
proposed method, players substantially contribute to the simulated soccer team 
performance by scoring on the average about five extra goals than the opponent team that 
does not have this feature. This confirms that optimized player positioning in the simulated 
soccer is the critical factor of success.  
Although this method has been developed for simulated soccer, we did not rely much on 
the specifics of the simulation league. Nor have we built our method upon the specifics of 
the two dimensions. Therefore, we believe that the main ideas presented in this work could 

 

is about to arrive faster that his opponent yellow #11. This is indeed a well-balanced 
solution to the positioning problem for red player #8. With non-aggregated five criteria we 
can only expect even better decisions.  
 

 

  
Fig. 5. The Pareto set for red player #8 
(bigger dots) and the optimal solution.  

Fig. 6. The criteria space. Numbers at the points
in the Pareto set show the elimination order. Note 
that this set is not convex.  

 
5. Experimental Results and Conclusion 

We have conducted experiments with the purpose to estimate the sole contribution of the 
proposed method for the lower-level optimized player positioning compared with only 
strategic, higher-level positioning.  
Measuring the player performance using existing RoboCup teams is difficult because new 
features always require careful fine tuning with the existing ones. For this reason, we 
decided to compare two very basic simulated soccer teams. The only difference was in that 
the experimental team had player positioning on two levels and the control team just on one 
level. Players in both teams had rather good direct ball passing and goal scoring skills and 
no dribbling or holding the ball at all. Thus any player, once gaining the control of the ball, 
was forced to immediately pass it to some teammate. In this setting, the ball was rolling 
freely more than 95 per cent of the time, thus providing ideal conditions for evaluating the 
proposed method.  
To further isolate the effects of imperfect sensors, we decided to use Tao of Soccer, the 
simplified soccer simulator with complete information about the world; it is available as the 
open source project (Zhan, 2009). Using the RoboCup simulator would require prohibitively 
long running time to sort out the effects of improved player positioning among many 
ambiguous factors.  
The higher-level player positioning was implemented similar to used in UvA Trilearn (De 
Boer, & Kok, 2002); this method proved to be reasonably good indeed. Assuming that both 
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Fig. 7. A histogram of the score difference in 100 games. 
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be reused with minor modifications in the 3D simulated soccer and in other RoboCup 
leagues. These ideas could be also reused by video games developers. Besides soccer, our 
general approach is applicable to different sports games.  
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