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Preface

Evolution of global technologies has prompted increasing complexity of applications
developed in both, the industry and the scientific research fields. These complexities
are generally attributed to nonlinearities, poorly defined dynamics and absence of
apriori information about the systems. Imprecision, uncertainties and vagueness in
information about the system are also playing vital roles in enhancing the complexity
of application. During the last five decades researchers had concentrated their efforts
on providing simple and easy algorithms using different methodologies to cope
with the increasing complexity of the system. The concept of fuzzy sets had been
proposed in 1965 to address the issues of application complexities arising due to
nonlinearities, poorly defined dynamics, absence of apriori information, imprecision,
uncertainties and vague description of the system. After the proposition of fuzzy set
theory, this field has witnessed an explosion of its application in diverse multi-
discipline areas like engineering, medicine, management, behavioral science etc. The
application of fuzzy sets has widen the horizon of technologies, such as fuzzification
of pixel intensity values and fuzzy clustering on image processing, fuzzy clustering
on classification, decision making, identification and fault detection, fuzzy
controllers to map expert knowledge into control systems, fuzzy modeling
combining expert knowledge, fuzzy optimization to solve design problems etc. A
very interesting characteristic of the fuzzy systems is their capability to handle
numeric and linguistic information in the same framework. This characteristic made
these systems very useful to handle expert tasks. Making use of these characteristic
fuzzy systems are applied to artificial intelligence for representing the knowledge of
experts or acquired through learning process. Additionally, fuzzy systems provide a
rich and robust method of building systems that include multiple conflicting,
cooperating, and collaborating knowledge.

While several books are available today that address the mathematical and
philosophical foundations specific to a particular application of fuzzy logic, none,
unfortunately, provides the new practitioner, with capabilities and practical
information about diverse inter-disciplinary fuzzy system applications. This book is an
attempt to accrue the researches performed by the prominent researchers,
geographically scattered on the globe, on diverse inter disciplinary field of engineering
and management using Fuzzy Inference System (FIS). The book is spread over twenty
two chapters carved up in seven sections covering a wide range of applications.
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Section I, consists of single chapter that caters theoretical aspects of FIS. Chapter 1
deals with an introductive study about Fuzzy Logic, its differences with the other
many-valued calculi and relationships with the complex sciences.

Section II deals FIS applications to management related problems by enveloping
chapters 2 to 4. Chapter 2 describes the main features a fuzzy expert system for
supporting risk management activities termed as RA_X FMADM (Fuzzy Multiple
Attribute Decision Making) model. The support of a proactive risk management is
achieved by assessing potential factors that contribute for occupational accident
occurrence and by guiding on the adoption of safety measures. In its current stage a
prototype was implemented for test and validation purposes. Chapter 3 introduces a
new fuzzy approach to perform a more applicable risk analysis in real world
applications. The introduced method is applied to two different problems. The first
application is to determine the multi-purpose criticalities of activities. Whereas, second
application deal with simultaneous task scheduling and path planning of rescue
robots. Chapter 4 explores the potentials of the hybrid approach with the FIS to handle
uncertainties in the decision making obtained from the human experts. To reduce the
size of complete fuzzy rule base, because of large number of fuzzy term sets and
antecedents, a rough—fuzzy approach is adopted in this chapter to form a concise
fuzzy rule base with an application to reason the student performance.

Section III accumulates chapters 5 to 10 to commemorate FIS application to mechanical
and industrial engineering problems. Chapter 5 presents Adaptive Neuro-Fuzzy
Inference System (ANFIS) based modeling and various grip force control schemes of
an intelligent robotic gripper. These schemes have been tested using simulation
studies and obtained results were compared. Chapter 6 accommodates various fuzzy
logic control schemes for mechatronics and automation problem like quarter car
suspension system, rotary crane system automation, point to point position control,
mobile autonomous robot system. Chapter 7 describes a FIS based method for the
analysis of vibrations in electric machines. Chapter 8 proposes a hybrid intelligent
method based on FIS to diagnose incipient and compound faults of large-scale and
complex mechanical equipments like rotating machinery. Chapter 9 suggests studies
on noise and its effects on industrial cognitive task performance by developing a
neuro-fuzzy model for the prediction of cognitive task efficiency as a function of noise
level, cognitive task type and age. Chapter 10 presents practical applications of FIS
based data processing for detection of rare data in industrial applications that are
capable to outperform the widely adopted traditional methods.

Section IV encompasses chapters 11 to 14 and elaborates FIS application to image
processing and cognition problems. Chapter 11 describes application of FIS to image
classification in the industrial field through several examples to demonstrate
applicability of the FISs in industrial field because of their flexibility and the
simplicity. Chapter 12 explores the superiority of FIS over the Sobel and Laplacian-of-
Gaussian (LoG) operators for edge detection on some gray images. Chapter 13
presents Type-2 FIS for edge detection of gray scale images and compares the result
with Type-1 FIS and magnitude gradient methods. Chapter 14 proposes a robust
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analysis system embedding neuron-fuzzy prediction scheme together with support
vector machine in feature extraction for brain-computer interface (BCI) application.

Section V composed of chapters 15 to 17 to describe FIS application to power system
engineering problem. Chapter 15 proposes a novel ANFIS based method for
identifying various fault types, fault location and power restoration plan in power
distribution network and evaluates the performance of proposed approach on a 47
buses practical system. Chapter 16 investigates the use of multi ANFIS to study the
design of Short-Term Load Forecasting (STLF) systems for the east of Iran. The results
show that temperature and the features of 2, 7 and 14 day ago have an important role
in load forecast. Chapter 17 analyses the use of FIS in modeling the energy demand,
improving the prediction performance and adapting the prediction to the real time
effects in a specific electric network after analyzing its demand characteristics.

Section VI constitutes chapters 18 to 20 for highlighting the FIS application to system
modeling and control problems. Chapter 18 explains the three-step structure designing
of fuzzy knowledge based controllers, i.e., fuzzification, inference and defuzzification
using a trivial, academic example involving temperature control. Chapter 19 presents
an evolutionary fuzzy hybrid system for control application by proposing the
strategies for membership function generation using three different evolutionary
algorithms namely modified genetic algorithms (MGA), particle swarm optimization
(PSO) and hybrid particle swarm optimization (HPSO). Performance of these three
different evolutionary algorithms are evaluated and compared. Chapter 20 proposes
self-constructing Fuzzy Cerebellar Model Articulation Controllers (SC-FCMAC) and
parametric FCMAC (P-FCMAC) as improvements in FCMAC, which demonstrates
state-of-the art in the field of fuzzy inference systems for system modeling and control.

Section VII accommodates chapters 21 and 22 as FIS application to civil engineering
problem. Chapter 21 proposes FIS based Bridge Management System (BMS)
comprised of a Diagnosis Synthesis (DIASYN) tool that is a fuzzy rule-based inference
system for bridge damage diagnosis and prediction, an adaptive neuro-fuzzy
inference system for bridge risk assessment, a neuro-fuzzy hybrid system for condition
state evaluation of existing reinforced concrete bridges, a fuzzy concrete bridge deck
condition rating method and a two stage method for structural damage identification
using hybrid of ANFIS and practice swarm optimization (PSO). Chapter 22 propounds
ANFIS and Artificial Neural Network (ANN) models for prediction of shear strength
of ferro-cement members and concrete beams reinforced with fiber reinforced polymer
(FRP) bars. The results of these models have been compared with experimental and
available methods results. The comparison shows that ANFIS and ANN have the
ability to predict the shear strength of ferro-cement members and the shear strength of
concrete beams reinforced with FRP with a high degree of accuracy.

Professor (Dr.) Mohammad Fazle Azeem,

Department of Electronics and Communication Engineering,
PA College of Engineering,

India
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Fuzzy Logic, Knowledge and Natural Language

Gaetano Licata
Universita degli Studi di Palermo
Italy

1. Introduction

This is an introductive study on what Fuzzy Logic is, on the difference between Fuzzy Logic
and the other many-valued calculi and on the possible relationship between Fuzzy Logic
and the complex sciences. Fuzzy Logic is nowadays a very popular logic methodology.
Different kinds of applications in cybernetics, in software programming and its growing use
in medicine seems to make Fuzzy Logic, according to someone, the “new” logic of science
and technology. In his enthusiastic panegyric of Fuzzy Logic, Kosko (1993) argues that after
thirty years from the birth of this calculus, it is time to declare the new era of Fuzzy Logic
and to forget the old era of classical logic. I think that this point of view is too much
simplistic. However, it is true that Fuzzy Logic and many valued-logics are connected with
a new ontology. Quantum physics and biology of complexity push the research in the
direction of a new and more complex concept of logical formalization. The ontological
vagueness must be connected to the logical vagueness, the undetermined development of
some natural phenomena must be treated with many-valued logic. The importance and
usefulness of many-valued logic in science will be showed by two examples: i) the
unforeseeability in biology (theory of Prigogine), ii) the birth of quantum mechanics and the
employment of probabilistic logic in the interpretation of the wave-function. Kosko affirms
that Fuzzy Logic is the solution to the fact that science proposes a linear image of a non-
linear world and quotes the Heisenberg’s indeterminacy principle. Moreover Kosko
proposes a fuzzy alternative to the probabilistic interpretation of the equation of
Schrédinger. I think that Fuzzy Logic is an important device to face the new ontology of
complexity, but this does not entail that Fuzzy Logic is the solution to all the scientific
problems. It is useful to understand why Fuzzy Logic created this illusion and which can be
its real place in scientific methodology.

One of the most important argument employed by Kosko to underline the superiority of
Fuzzy Logic (against classical and probabilistic logic) is its similarity with natural language
(henceforth NL) and natural thinking. The relaxations of the pretences of logical truth, in
classical sense, seem to give Fuzzy Logic the character of natural thinking, with its
imprecision and its approximation, and also with its richness. In my work I will argue that
Fuzzy Logic is a very useful device to treat natural phenomena and quantities in a logical
way, and that Fuzzy Logic is a very versatile many-valued logic because the number of truth
values can vary from few to infinite, at will of the user. Nevertheless, I will argue also that
Fuzzy Logic is not the key of the formalization of NL, and that the phenomena of vagueness
and the relaxations of classical logical truth, which Fuzzy Logic can treat, are only one
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aspect of NL. Natural Language/Thinking has a lot of aspects that a logical calculus cannot
have. Being the source of Fuzzy Logic - and of all possible logical calculi -, NL gives to
Fuzzy Logic some power. Our task here is to study the nature of this power. From this point
of view, it is clear that the enthusiastic judgement on Fuzzy Logic, given by Kosko, should
be reconsidered.

As third point of my work, I will focus the position of Fuzzy Logic in the context of the many-
valued logics. Fuzzy Logic has two important characteristic which make it very versatile and
very useful in technological employments: 1) the user can choose the number of truth-values
from few to infinite; 2) the process of fuzzification and defuzzification requires a double kind
of truth values: the “hedges” and the percent values. In the process of fuzzification the
quantities to employ in the calculus must be considered as “scalar”. This can be done creating
a table of correspondence between the intensity of a phenomenon and the percent values. The
application of fuzzy calculus to clinical diagnosis, with the fuzzification of biological
parameters (the signs, the symptoms and the laboratory tests) is a good example of
fuzzification of quantitative phenomena (cf. Licata, 2010). The correspondence with percent
values is aimed to establish the hedges which marks the passage from a fuzzy set to another.
The hedges correspond to the critical values of the quantities, those who drives the decisions of
the system’s user (human or artificial). Thus Fuzzy Logic has the aspect of a complex
polyvalent calculus which is clearly aimed to applicative and, in particular, “engineering”
solutions. From a theoretical point of view, the debate has evidenced that Fuzzy Logic is a
good device to treat the linguistic vagueness, as distinct from the uncertainty (Benzi, 1997). In
technical sense the “uncertainty” is the effect of an incomplete information with respect to a
subjective prevision. The uncertainty is usually treated with the probabilistic logic, but some
scholar (those who follows Kosko, 1993) thinks that uncertainty and casualness are aspects
derived from vagueness. Fuzzy Logic, according to them, is the best way to give a
mathematical account of the uncertain reasoning. With regard to this problem, I think that it is
not strange to find similarities and new connections between methods which are studied to
treat similar aspects of knowledge; this happens also because distinctions like
uncertainty / vagueness or subjective/objective are often linguistic distinctions. Thus the study
of Fuzzy Logic, in the context of Natural Language, is a good method to say what is in general
Fuzzy Logic and what are its best employments.

2. Importance and usefulness of Fuzzy Logic in sciences: A classification of
sciences on the basis of complexity

More and more the science of today face uncertainty, vagueness and phenomena which
traditional methodologies cannot study adequately. With respect to classical ontology, an
ontology of complexity is, in the last years, the object of sciences. The birth of many-valued
logic is marked by the idea that classical bivalent logic has been the soul of the old scientific
ontology, while the new calculi with many truth-values should be the basis of the complex
ontology. In this sense, the father of classical logic and of classical ontology, Aristotle, is
considered an outdated thinker (Kosko, 1993). Which is the place of Fuzzy Logic in the
context of many-valued calculi? Is it true that the Aristotelian bivalence is an outdated logic?
Fuzzy Logic is a very useful device to treat natural phenomena and quantities in logical
way, it is a very versatile many-valued system because the number of truth values can vary
from few to infinite, at will of the user. Moreover the study of probabilistic logic, and of its
applications, is very important to understand Fuzzy Logic. Indeed many theorists of
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probability (following de Finetti, 1989) think that Fuzzy Logic is useless because all the
problems treated by Fuzzy Logic can be solved by calculus of probability. On the other
hand, Kosko thinks that probabilistic logic was born for the fuzzy nature of things, and that
probabilistic logic can be reduced to Fuzzy Logic. In this chapter I will try to study the
relationship between sciences and logical systems. In particular I will underline how the
birth of an ontology of complexity is in correspondence with a logic of complexity. The
starting point of the analysis, and the element which binds logical systems and sciences, can
be the nomologic-deductive model of scientific explanation. I will employ this famous
model of explanation (and of prediction) as a structure in which it is possible to change the
different logical systems, on the basis of the different scientific ontologies considered. With
the examples of the biology of complexity and of quantum mechanics, I will show that the
scientific indeterminism is the natural field of many-valued logics. It is exactly in the
discussion of these problems that we will find the place of many-valued logics in the context
of formalized languages, and the place of Fuzzy Logic in the context of many-valued logics.
The nomologic-deductive explanation of a phenomenon proposed by Popper (1935) was
applied by Hempel (1942) to history. An event E is explained, from a causal point of view, if
it is possible to deduce logically it from two kind of premises: a) the general scientific laws
(L1, Lo, ..., Ly), which regard the development of the event E as belonging to a class, and b)
the initial conditions (C;, Cy, ..., Cy), which are specific aspects of E in connection with the
general laws. In the scheme of Hempel

Ly, Ly, ..., Lu (general laws)
C1, Cy, ..., Cy (initial conditions) }Explanans

(logical deduction)
E (event to explain) Eplanandum

Fig. 1. The nomologic-deductive model of scientific explanation.

Popper proposes the following example. We have a causal explanation of “the breaking of a
thread which is charged of a weight” (Explanandum), if we have two kind of premises: the
proposition “A thread breaks when it is charged of a weight that is heavier than the weight
which defines the resistance of the thread”, and this has the form of a general law (L;); and
propositions which are specific of the singular event like “The weight which defines the
resistance of this thread is x” (C;) and “The thread has been charged with a weight of 2x”
(Cy). Clearly this example regards a deterministic event. It can be studied with the
methodologies of macroscopic physics (Galilean and Newtonian physics). On the basis of
explanations similar to the scheme of Fig. 1, it is possible to make predictions which are, in
principle, absolutely true. E.g. It is absolutely true that, if the thread of the previous example
is charged with a weight of 0.5x, the thread will not break; or it is absolutely true that, on the
basis of laws of Keplero, in 365 days and 6 hours the earth will be in the same position, with
respect to the sun, of today. Buzzoni (2008) proposes an example of a probabilistic version of
the nomologic-deductive model of Fig. 1. If the scientific laws, which regard the event E, are
statistic and not deterministic, the scheme can be

Ly, Ly, ..., Ly, (statistic laws)
C1, Gy, ..., Cy (initial conditions) Explanans

(inductive-statistic inference)

E (event to explain) Eplanandum

Fig. 2. The probabilistic version of the nomologic-deductive model.
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We can explain that a person P was infected by measles (Explanandum), affirming, as general
probabilistic law, that “The probability to be infected by measles is high when a person is
exposed to contagion” (L;); and, as initial condition, that “The person P has been exposed to
contagion”. In this case the event E is not a (absolutely true) logical consequence of the
premises: the explanans furnishes to the explanandum only a certain degree of probability. An
eventual prediction, based upon this kind of explanation, would be probable and not true.

These two examples of scientific explanation show the difference between natural sciences
(macroscopic physics, classical chemistry) and human sciences (history, economics, politics,
psychology). An intermediate case of complexity between natural sciences and human
sciences could be the biology and similar sciences!: the complexity of biological phenomena
cannot be well represented by classical logic. In the prevision of a macro-physical
phenomenon it is possible to employ a two-valued logic, because knowing the physical laws
and the initial conditions it is possible to make previsions with an absolute certainty. On the
other hand, in the prevision of a biological phenomenon it is impossible to have an absolute
certainty. At the degree of complexity of biological sciences rises the need to employ
probabilistic logic. The high number of variables, the complexity of processes and the high
number of possible ways give rise to the problem of unforeseeability.

Prigogine’s theory and complexity in biology. Prigogine introduced in 1967 the concept of
“dissipative structure” to describe some special chemical systems. Later the concept of
dissipative structure was employed to describe the living organisms. In Prigogine’s theory
(1967, 1971, 1980), the dissipative structures are in condition of stability when they are far from
thermic equilibrium; in this condition they are also able to evolve. When the flux of energy and
matter, which goes through them, grows up, they can go through new phases of instability
and transform in new, more complex, structures. Dissipative structures receive matter from
outside; the instabilities and the jumps to new forms of organization are the result of
fluctuations which are amplified by the positive feedback loops (reinforcement feedback
loops). The critical points of instability, the jumps, are also called “bifurcation points”, because
the system can choose between different ways of evolution, out of the normal way. In an
artificial machine the structure and the components are fix and immutable, on the other hand,
in a living organism structure and components change continuously. A continue flux of matter
goes through living organisms: every cell decomposes and synthesizes chemical structures
while eliminating the rejects. In living organism there are always development and evolution.
The cell can be considered a very complex kind of dissipative structure, while a very simple
example of dissipative structure is the drain whirlpool. The forces which find balance in a
whirlpool are mechanic and the most important is the gravity, while the forces which operate
in a cell are chemical and the description of these forces is enormously more complex than the
description of a whirlpool. The energetic processes of the cell are the catalytic cycles which act
as feedback loops. The catalytic cycles (Eigen, 1971) are very important in metabolic processes,
they can act as auto-balancing feedback loops and as reinforcement feedback loops. The auto-
balancing feedback loops maintain the stability in the metabolism of the organism, the
reinforcement feedback loops can push the organism more and more far from equilibrium,

1 The case of medicine is particular, because in some aspects it can be considered a biological science
(e.g. from the point of view of the development of a pathological phenomenon), while in other aspects
(e.g. in psychiatry, or for the influence of consciousness in the development of some diseases) it can be
considered a human science.
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until the point of instability: this is the “bifurcation” point. The bifurcation points can give rise
to new forms of order: they are the keys of the growing up and of the evolution of living
organisms, because they are radical and unexpected transformations in which the system’s
behavior takes a new direction. The figure 2 shows how a system changes the trajectory of its
behavior: the arrow f; represents the development of the system before the bifurcation point B.
The arrow f» represents a new unexpected direction in the behavior of the system after B. The
broken arrow represents the hypothetical direction of the behavior of the system if B would

have not happened.
f2

Fig. 3. The bifurcation point in the evolution of a dissipative structure.

According to Prigogine, in the point of instability the system can take different ways (f2, f>-,
...). The way that actually will be taken (f2) depends on the history of the system and on the
casual fluctuations of the system’s environment, which happen in the moment of instability.
In the case of living organisms this is very interesting, because a living organism is always a
registration of its past and this past always influences its development. Moreover the life of
organisms always depends on their environment. In the point of bifurcation the dissipative
structure is very sensitive to the minimal fluctuations of the environment, because the point
of bifurcation is a “crisis” of the system, in which the rules of the system can be modified.
The smallest casual events can orientate the choice of the future behavior of the system.
Given that all the living organisms live in environments which continuously fluctuate, and
given that it is impossible to know which fluctuations will happen in the moment of
maximum instability, it is impossible to foresee the future way of the system. Thus
Prigogine theorizes the unforeseeability in principle of the system in the point of bifurcation.

Many-valued logics and probabilistic logic are clearly more useful than classical logic in the
explanation, in the description and in the prediction of a biological phenomenon. In the
human sciences the complexity reaches an higher degree, with respect to biology, because
human sciences study the phenomena in which operate a multiplicity of biological subjects
who has a mind. The superior complexity of this degree is given by the unforeseeability of
groups. If the development of phenomena which regard a single subject is unforeseeable for
the complexity of biological processes and for the influence that the consciousness of the
subject has in the processes, then the phenomena which regard groups of biological subjects,
and groups of minds, entail an unforeseeability of superior degree. Sciences like economy,
politics and history (the so called human sciences) study phenomena in which the behavior
of the group is the result of the behavior of the single biological subjects, and the result of
the influences between subjects. On the basis of these distinctions, we can consider three
kinds of phenomena: A) Macro-physical and chemical phenomena; B) Biological
phenomena, C) Group phenomena. To each kind of phenomenon a different kind of logical
system can correspond, with a different degree of complexity. It's clear that the number of
truth-values and the possibility to vary the number of truth-values mark the different
degree of complexity. The degrees of logical complexity will be: I) truth-false; II) truth-false
+ a fix number of truth values (simple polyvalence); III) truth-false + a variable number of
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truth values (a multiple system which contains subsystems with different numbers of truth-
values: complex polyvalence). In this way we find a place for Fuzzy Logic in the context of
many-valued systems. With respect to simple many-valued logical systems with a fix
number of truth-values, Fuzzy Logic give the possibility to vary the number of truth-values
and to build multiple logical systems for the treatment of different aspects of the

phenomenon. Thus we can build the following table:

Levels of . Foreseeability of Kind of Logical system
. Science .
complexity phenomenon explanation employed
1° level of Class1ca1' Foreseeability, Nomologic- . .
) macroscopic ; Classical bivalent
complexity . Always true or deductive .
Physics, fal lanation Logic
classical Chemistry ase expranatio
Biologic sciences Probabilistic- Polyvalent
2° level of (biol & istol Un-foreseeability Nomologic- Logics
complexity © Ogr};’at?c;)) O8Y: |of single subjects deducitve (Probabilistic
5 explanation logic)
. Different MANY™ | Different many-
Human sciences valued logics valued logics
3°level of | (history, sociology, |Un-foreseeability| (Fuzzy Logic)in (Fuzzy L t(i;)in
complexity psicology, of groups the Nomologic- uzzy “Ogic
: . a single
economics) deducitve
. phenomenon
explanation

Table 1. Increasing complexity of sciences and the adequate logical systems for their
methodologies.

I think that this table can receive some critique, nonetheless it is possible that it tells
something right. For instance, molecular biology is a border science between the first and
the second level of complexity, because chemical reactions can be treated as phenomena of
first level with a bivalent approach, while biological phenomena must be treated as
phenomena of second level with a polyvalent approach. Also medicine is a border science,
because it contains (biological) phenomena of second level, but it can be considered a
science of third level for the influence that the consciousness has in the development of
pathologic phenomena.

In the twentieth century the quantum physics theory has demonstrated that simple
phenomena are not the basis of complex phenomena, and that the more you go in the
microcosm to find the “elements” of reality, the more you find complexity. The theorists of
quantum mechanics treated the complexity of quantum interaction employing many-valued
logics. The passage from classical particles to waves corresponds to the passage from two-
valued logic to many-valued logics. It is very interesting, to recall the birth of quantum
physics, that the employment of probabilistic logic marks this birth, and that many-valued
systems and fuzzy logic are connected to quantum paradigm.

Quantum physics and many-valued logics. Formulated at the beginning of twentieth century,
undulatory mechanics theorizes that the behavior of the smallest constituent of matter can
be described trough waves of frequency (1) and lenght (). In the hypothesis of undulatory
mechanics, variables of corpusculary kind are connected to variables of undulatory kind.
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The photon, the quantum of light, is connected to the electromagnetic wave with energy E
and quantity of motion p, which are given by the equations £= Av and p = A/ A The
fundamental hypothesis of undulatory mechanics, proposed by de Broglie in 1924, is that
each particle is connected to a wave described by these equations. The law of propagation of
these waves of “matter” was found by Schrédinger, who in analogy with classical
mechanics formulated the right wave equation. The energy of a classic particle is a function
of position and of velocity, thus Born affirmed that the probability to find a particle of mass m
in the position x at the instant t was expressed by the wave function ¥(x, £) which satisfies
the Schroédinger’s equation

L 1
h5e = "2max2 T/ w

Where the field of forces around the particle derives from the potential V(x) and h is a
variant of the Plank’s constant h, h = h/2mn. The hypothesis of de Broglie, and the
Schrodinger’s equation, mark the birth of quantum mechanics. Undulatory mechanics
permits to calculate the energetic levels of atoms and the spectral terms. In this way, the old
theory of quanta based on classical principles, unable to interpret the spectrum of black
body, the photoelectric effect and the atomic spectra was surpassed. Born gave to the wave-
function the following probabilistic interpretation, an interpretation which was refused by
Schrodinger. In a one-particle-system, with a wave function (r; ?), the probability to find a
particle in the volume dv, centered around the point r1, is

WX(r,t)y(r,t)do )

where ¢ is the conjugated complex of . In the same years Heisenberg theorized the
mechanics of matrices, in which a dynamic variable is represented by a matrix Q. The
equation of motion of mechanics of matrices is

LdQ 3
ih—== QH — HQ ®)

Where H is the matrix obtained from the classic Hamiltonian function, through the
substitution of classic dynamic variables with the correspondent Heisenberg’s matrices. The
second member QH — HQ is the commutator, and it is commonly written [Q,H]. Quantum
mechanics derives from the acknowledgement of the equivalence between the undulatory
mechanics and the mechanics of matrices. In quantum mechanics the status of a physical
system is represented by a vector of Hilbert’s space. Dynamic variables are represented by
linear operators in the Hilbert’s space. The evolution of a physical system can be described
in two ways. In the first way, proposed by Schrodinger, the operators are fixed, while the
vector of status evolves in time following the equation

4]
; — 4
zhatzp_Hzp )

Where i represents the vector of the status and H is the operator of energy. In the second
way, proposed by Heisenberg, the vector of status is fixed while the operators evolve in time
following the equation
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ihQ' = [Q H] ©)

Where (Y’ is the derivate respect to time of the operator Q. Over these two ways, it is possible
to give an intermediate representation of the evolution of a physical system in which both the
vector of status and the operators evolve in time. It is a postulate of quantum mechanics that
the operators of position and of impulse of a particle satisfy the relation of commutation

[QP]=ih (©)

Thus the position and the impulse cannot be measured simultaneously with arbitrary
precision. This is the principle of indetermination enounced by Heisenberg. The measure of
a dynamic variable Q gives a determined and exact result q only when the vector ¢, the
vector of the status of the system, satisfies the equation Qi = qi. In this case ¢ is an auto-
status of Q, which corresponds to the auto-value q. If the system is not in an auto-status of
the dynamic variable measured, it is impossible to predict the result of the measure, it is
only possible to assign the probability to obtain a determinate value q. For this statistic
character of quantum mechanics some physicists, like Einstein, believed that this theory is
not complete. Kosko (1993: 67) writes that the operator i represents the matter’s wave in an
infinitesimally little volume dV; Born interpreted the square of the absolute value of the
wave, | §/]2, as a measure of probability. Thus the infinitesimal quantity | #|2 dV measures
the probability that a particle of matter is in the infinitesimally little region dV. This entails
that all the infinitesimal particles are casual point. On the other hand, the fuzzy thinking
considers | ]2 dV as the measure of how much the particle is in the region dV. According to
this point of view, the particles are to some extent in all the regions of the space: hence the
particles are deterministic clouds. Telling that the quantum particles, in fuzzy thinking, are
“deterministic” clouds, Kosko means that it is precisely determinable the measure of the
quantity of matter in the volume dV; as we will see, fuzzy thinking is always connected to
the precision. However, the adjective “deterministic” is too much employed to describe the
old scientific paradigm, thus I prefer to say that, in this anti-probabilistic interpretation,
quantum particles are fuzzy clouds.

Thus it is clear that, in the table 1, the first level of complexity does not contain the sciences
which study the most fundamental elements of reality, or the “atoms” of the ancient science.
The classification of the table 1 regards only the methodology and the kind of phenomenon
considered by a science, not the onfological level (more or less fundamental) of the
phenomena studied by a science. In quantum physics, which study the subatomic particles,
we find the unforeseeability and the uncertainty that, at the level of macroscopic chemistry
and of macroscopic physics, is substituted by foreseeability and bivalence. Thus quantum
mechanics could be a science of second or third level of complexity in the table 1. In the
classical physics of Galileo and Newton the phenomena were reduced to the properties of
material and rigid bodies. From 1925, quantum mechanics showed that, at subatomic level,
material bodies dissolve in undulatory schemas of probability. Subatomic particles are not
understood as rigid but very little entities, they are instead relationships or interconnections
between processes which can be only theoretically distinguished. The schemas of
probability (or fuzziness) are not probabilities of material objects (electrons, quarks,
neutrins, etc.), but probabilities of interconnections between events. Capra (1996: 41) writes
that “when we move our attention from macroscopic objects to the atoms and to subatomic
particles, Nature does not show isolated bricks, but it appears as a complex weft of relations
between parts of an unified everything”. The father of the idea of vague (fuzzy) sets, M. Black,
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was an expertise of quantum mechanics. And the studies of Lukasiewicz on many-valued
logic, from 1920, were soon connected with the development of quantum physics. In 1936
Birkhoff and von Neumann wrote a famous essay on the logic of quantum mechanics. The fact
that the Schrodinger’s wave function i was interpreted in a probabilistic way, and the fact that
the father of the idea of vague/fuzzy sets was an expertise of quantum mechanics, are very
important for two reasons: they show us that i) a many-valued logic system is much more
adequate to quantum physics than classical logic and that ii) a scientific theory becomes much
more clear if we find an adequate logic system to explain the phenomena considered by it.
Thus it is clear why it is useful to build and to improve the table 1.

Mathematic has been, especially in the last four centuries, the language of science; if logics is
another useful point of view to understand natural phenomena, then Fuzzy Logic is a very
good instrument to build explanations, even it is not the solution of so many problems as
Kosko believes.

3. Fuzzy Logic is not the key of the formalization of Natural Language

Fuzzy Logic is not the key of a complete formalization of NL. The phenomena of vagueness
and the relaxations of classical logical truth are only an aspect of NL that Fuzzy Logic is able
to treat. In the essay Vagueness: An Excercise in Logical Analysis (1937), the work in which was
proposed for first time the idea of vague sets, Black distinguished three kinds of imprecision
in NL: the generality, the ambiguity and the vagueness. The generality is the power of a
word to refer to a lot of things which can be very different each other. The ambiguity is the
possibility that a linguistic expression has many different meanings. The vagueness is the
absence of precise confines in the reference of a lot of adjectives and common names of
human language, e.g. “table”, “house”, “tall”, “rich”, “strong”, “young”, etc. More precisely,
vagueness is an approximate relation between a common name or a quantitative adjective?
and the objects of the world which can be referred by this name or predicated of this
adjective. Fuzzy Logic has been developed to treat in a formal way the linguistic vagueness.

The successes of Fuzzy Logic in the field of engineering (in the automatic and self-regulating
processes of cybernetics) and the birth of fuzzy sets theory from the study of linguistic
vagueness (cf. Black 1937, Zadeh 1965) empowered the idea that Fuzzy Logic can give
solution to the problems that the bivalent logic leaves unsolved in artificial intelligence
(henceforth AI). Kosko (1993) proposes the idea that an artificial system will be a good
imitation of a natural system, like a brain, only when the artificial system will be able to
learn, to get experience and to change itself without the intervention of a human
programmer. I think that this is correct, but I believe that it is not enough to put Fuzzy Logic
into a dynamic system to solve the problems of Al Instead Kosko (cf. 1993: 185-190)
hypothesizes that the employment of Fuzzy Logic is the key to give the common sense to a
system. I think that this is not correct. The common sense is the result of so many
experiences and so many complex processes of our knowledge, in social interaction, that it is
not enough to substitute bivalent logic with Fuzzy Logic to obtain a system which operates
on the basis of common sense. Moreover it is important to remember that classical logic is
however the soul of logic, and Zadeh does not think that there is a great difference between
classical and Fuzzy Logic.

2 With the expression , quantitative adjective” I mean an adjective which refers to qualities which have
variable intensities, i.e. qualities which can be predicated of the subject more or less.
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The faith in Fuzzy Logic, with respect to the problems of Al, created the illusion that Fuzzy
Logic could be the key of the formalization of NL. But, also admitting that Fuzzy Logic is the
best method to formalize all kinds of linguistic vagueness, the vagueness is only one of the
many aspects of NL that classical logic cannot treat. A calculus would reproduce a good part
of the richness of NL only having, at least, 1) a sufficient meta-linguistic power, 2) the ability
to interpret the metaphors and 3) the devices to calculate all the variables of the pragmatic
context of the enunciation. The first problem is solvable with a very complicate syntax and
the large employment of the set theory (cf. the use of Universal Algebra in Montague, 1974).
With regard to the second problem, there are a lot of theories on the treatment of metaphor,
but none of them seems to be adequate to reach the objective of a “formal” interpretation.
The third problem is instead very far from a solution. The pragmatics studies of physical,
cultural and situational context of linguistic expressions show only that the pragmatics is
fundamental for semantics: the Wittgenstein’s theory of linguistic games (1953) is the best
evidence of this fact. With regard to pragmatics, today it is clear that it is impossible that an
artificial cognitive system could process semantically sentences, if this system is not also
capable of perception and action (cf. Marconi, 1997). The problem of vagueness is important
in semantics, but I think that the solutions of the problems 1), 2) and 3) are more important
and more structural to reach a good automatic treatment of NL. A good automatic treatment
of NL does not necessarily require a rigorous logical formalization of NL. With regard to the
formalization of NL, I believe that Tarski (1931) has demonstrated that it is, in principle, an
impossible task; formalized languages are always founded on NL and their semantic
richness is always a parasitical part of the semantic richness of NL. Thus the objective of the
research in NLP (Natural Language Processing) and Al can be only: I) the automatic
production of artificial sentences which human speakers can easily understand, and II) a
sufficiently correct interpretation of sentences of NL. In a static system, which is not able to
program itself, I) and II) will be realized on the basis of a formalized language, NL’, which is
semantically rich enough to be similar to NL, but the semantic richness of NL" is however
founded on NL. In a dynamic system, projected in an advanced technological environment,
are conceivable imitations of natural phenomena like “the extensibility of the meaning of the
words”, “the change of meaning of words along time” and other kinds of “rule changing
creativity” or of “metaphorical attitude”, on the basis of the auto-programming activity of
the system. Also in dynamic systems, like the hypothetical neural nets, the substitution of
bivalent logic with Fuzzy Logic is a good improvement, but it is not the key of the solution
of all problems. The concept of dynamic system, understood as a system which learns and
changes on the basis of experience is very important, but we are still very far form a concrete
realization of a system like this, and the treatability of semantic vagueness through Fuzzy
Logic is only a little solution of this task. Now it is clear how much is far from truth who
thinks that Fuzzy Logic is the key of formalization of NL.

4. The position of Fuzzy Logic in the context of the many-valued logics

Often Kosko affirms, in his book (1993), that “fuzzy logic is a polyvalent logic”. This is true,
but this proposition hides the fact that fuzzy logic is a special kind of polyvalent logic: fuzzy
logic is a polyvalent logic which is always based upon another many-valued calculus. Benzi
(1997: 133) proposes a mathematical relationship between Fuzzy Logic and many-valued
logics. A fuzzy logic calculus is a logic in which the truth-values are fuzzy subsets of the set of truth-
values of a non fuzzy many-valued logic. Thus, a simple many-valued logic has a fix number of
truth values (3,4, ..., n), while a Fuzzy Logic has a free number of truth values: it will be the
user who will choose, each time, how many truth values he wants to employ. The user will
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find the truth-values of the fuzzy system inside the evaluation set of the many-valued calculus,
which is the basis of the fuzzy system. This freedom in the choice, of how many truth-values
are to employ, makes Fuzzy Logic a very dynamic device to treat the complex phenomena.

Definitions. Fuzzy Logic is a logic built over a polyvalent logic. The FL system was proposed by
Zadeh in 1975. The basis of FL is the system Ly of Lukasiewicz. Ly is a many-valued logic in
which the set of truth values contains all the real numbers of the interval [0,1]. FL admits, as
truth values, “linguistic” truth values which belong to a set T of infinite cardinality: T = {True
= {Very True, Not very True, More or less True, Not True, ...}, False = {Very False, Not very
False, More or less False, not False, ....}, ... }. Each linguistic truth-value of FL is a fuzzy subset
of the set T of the infinite numeric truth values of Lyi1. The employment of linguistic truth-
values permits to formulate vague answers to vague questions. A concrete example permits to
understand what is a fuzzy truth. To the question “Is John YOUNG?”, I can answer “It is Very
True that John is YOUNG”. As we see in this example, FL works with vague sentences, i.e.
with sentences which contain vague or fuzzy predicates. As in the case of truth values, the
fuzzy predicates are fuzzy subsets of the universe of discussion X. The universe of discussion
is a classical (non fuzzy) set which contains e.g. ages, temperatures, velocities and all kind of
adjectival quantities which can have a numerical translation. In the case of our example the
universe of discussion is the “age”. The set A (“age”) contains finite numeric values [0,120].
Inside the classical set A it is possible to define the linguistic variables (YOUNG, OLD, ...) as
fuzzy subsets. A = {YOUNG = {Very YOUNG, Not very YOUNG, More or less YOUNG, Not
YOUNG,.. .}, OLD = {Very OLD, Not very OLD, More or less OLD, Not OLD,.. .}, ...}. Given
that inside the set A = {0,120}, a subset of values which can be considered internal to the vague
concept of “young” is e.g. {0,35}, the employment of modifiers (Very ..., Not very..., More or
less..., etc.) makes fuzzy the subset YOUNG.

Membership function. The membership function of the elements of A establish how much each
element belongs to the fuzzy subset YOUNGS3. The membership function pyounc (an) = [X]
of the element a, establishes that the age a, belongs to the fuzzy set YOUNG at the degree X,
which is a real number of the interval [0,1]. The interval [0,1] is called “Evaluation set”. Let’s
make some examples. The membership degree of the age “20” to the fuzzy set YOUNG is
0,80. In symbols this is written as puyounc (20) = [0,80]. The membership degree of the age
“30” to the fuzzy set YOUNG is 0,50. In symbols this is pyounc (30) = [0,50]. If we write the
membership degree of each age of the fuzzy set YOUNG we will obtain a bend.

1

0.75

0.5

0.25

Fuzzy measure

0
Ages 0‘3‘6‘9‘12‘15‘18‘21‘24‘27‘30‘33‘35

Fig. 4. Diagram of the fuzzy set YOUNG.

3 At the end of this paragraph I will give a mathematical and graphic explanation of the membership
function.
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The bend gives an idea of the fuzzy membership of the elements to a fuzzy set.

Modifiers. The Zadeh’s modifiers of FL are arithmetical operators on the value of the
membership function of the primary terms. In this way it is possible to obtain secondary
terms. If the primary term is “YOUNG”, the secondary terms will be “Very YOUNG”, “Not
very YOUNG”, “More or less YOUNG”, “Not YOUNG”, etc. For the application of the
modifiers it is necessary to give an average value to the fuzzy set YOUNG. Let’s suppose
that the membership value of the average element of YOUNG is pyounc. The modifier “Not”
will define the value “Not YOUNG” in this way:

HNot YOUNG = 1— lyouncg @)

The modifier “Very” will define the value “Very YOUNG” in this way:

Wery YOUNG = (HYOUNG)?2 ®)

The modifier “More or less” will define the value “More or less YOUNG” in this way:

HUMore or less YOUNG = (HYOUNG)UZ (9)

The Zadeh’s modifiers give a concrete idea of what is a fuzzy set, because they are the
linguistic translation of the degree of membership of the elements. Their mathematical
definition is necessary for their employment in the calculus.

In a calculus it is possible to introduce a lot of different universes discourse: “age”,
“strenght”, “temperature”, “tallness”, etc. A fuzzy system can treat vague sentences like
“Maria is rich enough” or “The fever of Bill is very high”, or more complicated sentences
like “It is not very true that an high fever is dangerous for life”. In this way it is possible to
build a logical system, which can be employed to translate the vague sentences of natural
language in a formal calculus, and it is possible to make formal demonstrations about a
scientific phenomenon. It is clear that the fuzziness of the sentence can be transferred from
the predicate to the truth value. The sentence “John is Not very YOUNG” is synonym of the
sentence “It is Not very True that John is YOUNG”. Now it is clear how is possible to have,
in a logical system, “linguistic” truth-values as fuzzy sets. These truth-values must be the
subsets of a classical set: the set of truth-values of a simple many valued logic.

In (Licata 2007) and (Licata 2010) I demonstrated that it is possible to obtain a great
advantage employing Fuzzy Logic in the clinical diagnosis of a concrete clinical case. In
those works the linguistic variables were the so called “hedges”, i.e. sets of values which are
in correspondence to the numerical values of the universe of discourse. So, remaining in the
example of the “age”, the set A = {0,120} can be split into five subsets: A = {VERY YOUNG,
YOUNG, ADULT, OLD, VERY OLD}. The 120 values of A are distributed in this five sets.
VERY YOUNG = {0,18}; YOUNG = {19,35}; ADULT = {36,55}; OLD = {56,75}; VERY OLD =
{76,120}. These five sets are fuzzy sets because I consider that each value belongs to a subset
of A more or less, following a fuzzy membership function. I mean that, e.g., the element “70”
has a higher degree of membership than the element “60” to the set OLD; or that the
element “2” has a higher degree of membership than the element “10” to the set VERY
YOUNG. With respect to Zadeh’'s FL, this is another way to create a correspondence
between linguistic variables and fuzzy values. The unchanged matter is that, even if we
work with vague predicates, this vagueness has however a precise reference to scalar
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values. Moreover, when the phenomenon we want to treat has no a scalar shape, we must
give to this phenomenon a scalar shape following its intensity, to put this datum in a fuzzy
inference. When, in my works on clinical diagnosis, I put the “pain” or the “liver
enlargement” in fuzzy inferences I had to give to these factors a scalar shape, employing
percent values. Thus I created tables of correspondence between “linguistic” and “numeric”
intensities with the aid of bends (as in Fig. 1): a pain with value “20%” was “Light”, a pain
with value “50%” was “Mild”; a liver enlargement with value “15%” was “Little”, a liver
enlargement with value “85%” was “Very big”. The employment of these tables in the
premises of the diagnostic inferences gave, as result, intensity values for the diseases found
in the patient; e.g. I obtained conclusions like “the patient suffers from a “‘moderate-severe’
Congestive Heart Failure (80%) and from a “‘moderate” Congestive Hepatopathy (50%)”. The
great precision and richness of this new kind of diagnosis is the advantage of the use of
Fuzzy Logic in clinical diagnosis. Anyway, It is important to notice here that the
correspondence between linguistic and numerical values is what permits the processes of
fuzzification and defuzzification. The fuzzification is the transformation of a numerical
value in a linguistic value, the defuzzification is the reverse. It is clear that Zadeh’'s FL
system doesn’t need diagrams of correspondence, or fuzzification-defuzzification processes,
because the linguistic variables (for predicates and for truth-values) represent fuzzy sets
through the modifiers. However, also in FL system (as in all fuzzy systems) we find a
precise correspondence between numerical and linguistic values. This happens because
fuzzy sets can be theorized only as subsets of a classical set X, and the possibility to use
linguistic vague predicates is given by the reference to a great number, or an infinite number
of values into the classical set X. Thus, the “formal” vagueness of Fuzzy Logic is only the
result of a great numerical precision.

An “indicator function” or a “characteristic function” is a function defined on a set X that
indicates the membership of an element x to a subset A of X. The indicator function is a
function pa: X— {0,1}. It is defined as pa (x) =1if x € Aand pa (x) =0if x ¢ A . In the
classical set theory the characteristic function of the elements of the subset A is assessed in
binary terms according to a crisp condition: an element either belongs (1) or does not belong
(0) to the subset. By contrast, fuzzy set theory permits a gradual membership of the elements
of X (universe of discourse) to the subset B of X. Thus, with a generalization of the indicator
function of classical sets, we obtain the membership function of a fuzzy set:

pg : X— [0,1] (10)

The membership function indicates the degree of membership of an element x to the fuzzy
subset B, its value is from 0 to 1. Let’s consider the braces as containing the elements 0 and 1,
while the square parentheses as containing the finite/infinite interval from 0 to 1. The
generalization of the indicator function corresponds to an extension of the valuation set of B:
the elements of the valuation set of a classical subset A of X are 0 and 1, those of the
valuation set of a fuzzy subset B of X are all the real numbers in the interval between 0 and
1. For an element x, the value pp (x) is called “membership degree of x to the fuzzy set B”,
which is a subset of X. The universe X is never a fuzzy set, so we can write:

Vx eX, ux(x) =1 (11)

As the fuzzy set theory needs the classical set theory as its basis, in the same way, the
fundament of the logic, also of polyvalent logic, is however the bivalence.
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X

Fig. 5. A fuzzy set is always a subset of a classical set.

In conclusion, it seems that the dispute between bivalent and polyvalent logic proposed by
Kosko is not a real opposition. The vagueness, the becoming of world and the plenty of
points of view request polyvalence, but the Aristotelian bivalence is however fundamental
in our knowledge. A lot of circumstances in our life require the bivalence. Often our
decisions are choices between two alternatives, and the alternative true/false is one of the
most fundamental rule of our language (Wittgenstein, 1953). As Quine (1960) underlines, the
learning of a foreign language has at its basis the “yes” and the “no”, as answers to
sentences. Kosko, instead, affirms that the advent of Fuzzy Logic is a real revolution in
science and in philosophy, also from a metaphysical point of view. When he prefers the
Buddah principle of “A A non A” to the Aristotle principle “A v non A”, he is meaning that
the world can be understood only if we forget the principle of non contradiction, because
always the objects of the world have in the same time opposite determinations. On the other
hand, Zadeh does not think that Fuzzy Logic is so in contrast with classical logic. Zadeh and
Bellman writes (1977: 109): “Although fuzzy logic represents a significant departure from
the conventional approaches to the formalization of human reasoning, it constitutes - so far
at least - an extension rather than a total abandonment of the currently held views on
meaning, truth and inference”. Fuzzy logic is just an extension of standard Boolean logic: if
we keep the fuzzy values at their extremes of 1 (completely true), and 0 (completely false),
the laws of classical logic will be valid. In this sense it is possible to formulate a new
principle which considers the importance of bivalence and, in the same time, permits to
accept the polyvalence, the Aristotle-and-Buddah principle:

(A Anon A) and (Avnon A)

In the Aristotle-and-Buddah principle I employed the conjunction “and” of natural
language, and not the conjunction A of a formalized language, because only the natural
language has the power to maintain the conjunction between two principles which express
different metaphysical systems. In the spirit of Aristotle-and-Buddah principle, bivalence
can be considered a polarization of polyvalence, but bivalence is also the fundament of
polyvalence: the evidences are that i) bivalence was born as foundation of logic while
polyvalence is only a recent result, and that ii) Zadeh (1965) was able to theorize the fuzzy
sets only because he considered them as subsets of a classical set. Thus it is clear that
Aristotle’s thought and bivalence are not outdated themes of philosophy.
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5. Probabilistic and Fuzzy Logic in distinct sides of knowledge

I think that the fuzzy interpretation, proposed by Kosko, of the wave-function |#{2 in
Schrodinger’s equation is very interesting. Indeed it seems to me that Schrédinger’s
equation regards the quantity and the quantum distribution of matter, and not the
probability to find the particle in the region dV. However, in other fields of science it is not
useful to try to reduce probabilistic logic to Fuzzy Logic or to treat the problems of
probability with Fuzzy Logic. It is also wrong to reduce Fuzzy Logic to probabilistic logic.
These two kinds of calculus have different fields of employment, different aims and give
different informations about phenomena. An evidence is that probabilistic diagnosis and
fuzzy diagnosis give different kinds of information about the health of the patient. In
particular: probabilistic diagnosis drives in the choice of the possible diseases which could
cause the symptoms, while fuzzy diagnosis gives the exact quantification of the strength of
diseases. They are both useful in the study and in the cure of pathology but they do different
tasks (cf. Licata, 2007). It is usual in literature to distinguish probabilistic logic from fuzzy
logic, telling that the first is a way to formalize the “uncertainty” while the second is a
method to treat “vagueness”. In technical sense, uncertainty is the incompleteness of
information, while vagueness is the absence of precise confines in the reference of
quantitative adjectives, common names, etc. to objects of world (see §3). Nevertheless, some
authors employed Fuzzy Logic to treat uncertainty (in the sense of incompleteness of
information) and many theorists of probability think that probabilistic logic is a good way to
treat vagueness. In general, it is clear that vagueness and uncertainty (in technical sense) can
be theorized as two distinct areas of knowledge, studied by distinct methods. Given that
uncertainty is understood as incompleteness of information, while vagueness regards an
indefinite relationship between words and objects, it is possible to say that uncertainty and
probabilistic logic fall in the area of “subjective knowledge”, while vagueness and Fuzzy
Logic fall in the area of “objective knowledge”.
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1. Introduction

Risk management for work accidents and occupational diseases is of utmost importance
considering the high toll paid each year in human life, human suffering and the social and
economical costs resulting from work accidents and work-related disorders. According to
European Agency for Safety and Health at Work every year 5,720 people die in the
European Union (EU) as a consequence of work-related accidents (EASHW, 2010). The same
Agency points that the International Labour Organisation estimates that an additional
159,500 workers die every year from occupational diseases in the EU. Taking both figures
into consideration, it is estimated that every three-and-a-half minutes somebody in the EU
dies from work-related causes. EUROSTAT performed the Labour Force Survey 2007
regarding the situation on accidents at work and work-related health problems for the 27 EU
Member States (EU-27). The main findings were (Eurostat, 2009):

o 3.2% of workers in the EU-27 had an accident at work during a one year period, which
corresponds to almost 7 million workers;

o 8.6% of workers in the EU-27 experienced a work-related health problem in the past 12
months, which corresponds to 20 million persons;

e 40% of workers in the EU-27, i.e. 80 million workers, were exposed to factors that can
adversely affect physical health; and

o 27% of workers, i.e. 56 million workers, were exposed to factors that can adversely
affect mental well-being.

The same source notes that among workers who had an accident, 73% reported lost work
days after the most recent accident, and 22% reported time off that lasted at least one month;
hence, due to an accident at work, 0.7% of all workers in the EU-27 took sick leave for at
least one month.

Within the context of their general obligations, employers have to take the necessary measures
to prevent workers from exposure to occupational risks. This is a quite basic principle in the
law of many countries. For instance, within the European Community, such principle was
established by the Council Directive of 12 June 1989 on the introduction of measures to
encourage improvements in the safety and health of workers at work (Directive 89/391/EEC -
the Framework Directive), and then adopted by Member States’” national legislations.
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For this purpose employers must perform risk assessment regarding safety and health at
work, including those facing groups of workers exposed to particular risks, and decide on
protective measures to take and, if necessary, on protective equipment to use. Risk
assessment is according to (BSI, 2007), the process of evaluating the risk(s) arising from a
hazard(s), taking into account the adequacy of any existing controls, and deciding whether
or not the risk is acceptable. According to OSHA an acceptable risk is a risk that has been
reduced to a level that can be tolerated by the organization having regard to its legal
obligations and its own occupational health and safety (OHS) policy (BSI, 2007).

In a work situation a hazard is, according to (BSI, 2007), a source, situation or act with a
potential for harm in terms of human injury or ill health or a combination of these, whereas
risk is defined by the same standard as a combination of the likelihood of an occurrence of a
hazardous event or exposure(s) and the severity of injury or ill health that can be caused by
the event or exposure(s).

Risk assessment should be integrated in a more comprehensive approach, designated as risk
management, which includes also the process of performing the reduction of risks to an
acceptable level. This can be achieved through the implementation of safety measures or
safety controls considering the following hierarchy: engineering controls to eliminate the
risk, to substitute the source of risk or at least to diminish the risk;
organizational/administrative controls to diminish the workers exposure time or to
sign/warn risks to workers and; as a last measure, the implementation of personnel
protective equipment usage. A key aspect in risk management is that it should be carried
out with an active participation/involvement of the entire workforce.

2. Risk management

Risk management is an iterative and cyclic process whose main aim is to eliminate or at least
to reduce the risks according to the ALARP (as low as reasonably practicable) principle.
Following the methodology PDCA (Plan-Do-Check-Act) risk management is a systematic
process that includes the examination of all characteristics of the work performed by the
worker, namely, the workplace, the equipment/machines, materials, work
methods/practices and work environment; aiming at identifying what could go wrong, i.e.
finding what can cause injury or harm to workers; and deciding on proper safety control
measures to prevent work accidents and occupational diseases and implement them (i.e.
risk control).

Performing risk management entails several phases, which are illustrated in Figure 1.
Considering a work system under analysis, the first phase is the collection of data, usually
denoted as Risk Analysis, i.e identification of hazards present in the workplace and work
environment as well as the exposed workers, and identification of potential consequences of
the recognized hazards - risks, i.e. the potential causes of injury to workers, either a work
accident or an occupational disease. This is followed by the Risk Assessment phase, which
includes the risk evaluation, the ranking of the evaluated risks and their classification in
acceptable or unacceptable. At the end of this phase the unacceptable safety and health risk
situations are identified. The last phase is Risk Control that includes designing/planning
safety control measures to eliminate or at least to reduce risks to ALARP, followed by the
implementation of safety control measures. This should be done using the following
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hierarchy order, first prevention measures and after protection measures (NSW, 2011)
(Harms-Ringdahl, L., 2001). The safety control measures to be implemented should be based
on the current technical knowledge, and good practices. Part of the risks could be
transferred to insurance companies. In EU is mandatory that employers have an insurance
coverage for work accidents for each worker. This way part of the risk is transferred to the
insurance companies. It is very important that employers know where the risks are in their
organizations and control them to avoid putting at risk the employees, customers and the
organization itself.

Work
System L

Identification of hazards

L]

Identification of risks

Risk Analysis

Risk Assessment

Risk Evaluation

L]

Risk Ranking

Risk Control

Y

Safety control measures
implementation

Risk Classification
Is Risk acceptable?

A4

Risk Transfer

Y

Acceptable Risk

Fig. 1. Phases of the risk management process (Nunes, I. L., 2010b)

Further, in EU is a legal requirement that information and training courses are provided to
workers, since workers must know the risks they are exposed to.

The standard risk assessment approach, for different risks (e.g., falls, electrical shock, burn,
burying due to trench collapse, crushing) is based in the evaluation of the risk level, which
results from the combination of two estimated parameters. One is the likelihood or
probability of an occurrence of a hazardous event or exposure(s); and the other is severity of
injury or ill health that can be caused by such event or exposure(s). These estimations are
based on data regarding the presence of the hazards or risk factors in the workplace and the
adequacy of the control measures implemented (prevention and protection measures).
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The estimations of these parameters usually involve imprecise or vague data, incomplete
information or lack of historical data that can be used to produce statistics. This is the reason
why the introduction of methodologies based on fuzzy logic concepts can improve risk
assessment methods.

Another important aspect in risk management is that there is no single cause (or simple
sequence), but rather an interaction of multiple causes that directly and indirectly
contribute to an occupational accident, the so-called cumulative act effects (Reason, J.,
1997). The Reason model for the study of accident causation lies on the fact that most
accidents can be traced to one or more of four levels of failure: organizational influences,
unsafe supervision, preconditions for unsafe acts, and the unsafe acts themselves. The
organization's defenses against these failures are modelled as a series of barriers. The
barriers could be physical or organizational. The model considers active failures (unsafe
acts that can be directly linked to an accident) and latent failures (contributory factors in
the work system that may have been hidden for days, weeks, or months until they finally
contributed to the accident) (Reason, J., 1997).

Therefore, is important to include organizational and individual factors in the risk
management process. This is also in accordance with more holistic views, recognized by
several authors, that consider also a host of other factors (e.g., individual, psychosocial) that
can contribute to the risk (EC, 2009), (EASHW, 2002).

3. The RA_X expert system

Construction industry is one of the activities more affected by work accidents. According to
European Agency for Safety and Health at Work around 1,300 workers are killed each year,
equivalent to 13 employees out of every 100,000 — more than twice the average of other
sectors (EASHW, 2010). As a result of its particular characteristics (e.g., projects performed
only once, poor working conditions, some tasks involve particular risks to the safety and
health of workers, emigrant workers, low literacy, low safety culture) construction industry
has special legislation concerning the workers protection, because temporary or mobile
construction sites create conditions prone to expose workers to particularly high levels of
risk. Temporary or mobile construction sites means any construction site at which building
or civil engineering works are carried out, which include repair and maintenance activities.
In Europe the Framework Directive is complemented by the Council Directive 92/57/EEC
of 24 June 1992 that addresses minimum safety and health requirements at temporary or
mobile construction sites designed to guarantee a better OHS standard for workers.

Despite a steady and steep decline in the accident rates in the construction industry they
remain unacceptably high, both in Europe (EASHW, 2010) and in the US (NASC, 2008). One
contribution for the lowering of such accident rates could be making available tools that
support the risk management activities in a simple and easy way, since there is still a lack of
practical tools to support these activities. This shortfall leads to the existence of a big gap
between the available health and safety knowledge and the one that is applied. Using
computer-based methods could be an interesting approach to support risk assessment. The
possible reasons for the lack of computer aided support tools are twofold. On one hand, the
conventional software programming, based on Boolean approaches, have trouble in dealing
with the inherent complexity and vagueness of the data and knowledge used in the risk
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assessment processes. On the other hand there are no steady and Universal rules to use for
the assessment (e.g., action and threshold limit values) and the advice (e.g., regulations).
These challenges call for solutions that are innovative in terms of methodologies, flexible in
terms of tailoring to a specific regional context, and adaptive to deal with new or emerging
risks and regulations.

The motivation for the development of the Risk Analysis Expert System (RA_X) was to
make use of some emergent instruments offered by the Artificial Intelligence toolbox,
namely the use of fuzzy logics in the development of a fuzzy expert system. Fuzzy Logics
has been used to handle uncertainty in human-centred systems (e.g., ergonomics, safety,
occupational stress) analysis, as a way to deal with complex, imprecise, uncertain and vague
data. The literature review performed by (Nunes, I. L., 2010a) characterizes and discusses
some examples of such applications.

Expert Systems (ES), also called knowledge-based systems, are computer programs that aim
to achieve the same level of accuracy as human experts when dealing with complex, ill-
structured specific domain problems so that they can be used by non-experts to obtain
answers, solve problems or get decision support within such domains (Turban, E. et al,,
2004). The strength of these systems lies in their ability to put expert knowledge to practical
use when an expert is not available. Expert systems make knowledge more widely available
and help overcome the problem of translating knowledge into practical, useful results. ES
architecture contains four basic components: (a) a specialized Knowledge Base that stores
the relevant knowledge about the domain of expertise; (b) an Inference Engine, which is
used to reason about specific problems, for example using production rules or multiple-
attribute decision-making models; (c) a working memory, which records facts about the real
world; and (d) an interface that allows user-system interaction, as depicted in Figure 2.

A Fuzzy Expert System is an ES that uses Fuzzy Logic in its reasoning/inference process
and/or knowledge representation scheme. For more information about Expert Systems see,
for instance, (Turban, E. et al., 2010), (Gupta, J. N. D. et al., 2006), (Turban, E. et al., 2004).

The main objective of RA_X is assisting the risk management process, which is key for the
promotion of safety and health at work, by identifying, assessing and controlling
occupational risks and advising on the application of corrective or preventive actions. One
requirement for this system is the adoption of a flexible framework that can be easily
customized to the particular needs and specificities of groups of users (e.g., particular fields
of activity, different national/regional legislation and standards). The underlying concept
was first presented in (Nunes, I. L., 2005) and the proof of concept for the risk assessment
phase was presented in (Monteiro, T., 2006).

In (Nunes, I. L., 2005) it was described the Fuzzy Multiple Attribute Decision Making
(FMADM) model developed by the author for the evaluation of risk factors. This model was
applied in two different risk assessment contexts, for ergonomic analysis and for risk
analysis for work accidents. The ergonomic analysis FMADM model was used in the
ERGO_X fuzzy expert system prototype and in the subsequent implementation of the FAST
ERGO_X fuzzy expert system. To learn more about ERGO_X and FAST ERGO_X see, for
instance, (Nunes, I. L., 2006a, b, 2007, 2009). This article offers a view of the current state of
evolution of the FMADM model for the risk analysis for work accidents that was introduced
in (Nunes, I. L., 2005) used for the development of the RA_X fuzzy expert system and
presents an example applied to the risk management in the construction industry.
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Fig. 2. Basic architecture of an Expert System

Considering the risk management context, as a very brief summary one can say that the
FMADM model is used to compute the possibility of occurrence of Cases that are defined in
the expert system. “Cases” are what, in classical Risk Analysis terminology, is referred as
Risks (e.g., falls, electrical shock, burn, burying due to trench collapse, crushing). A given
Case is assumed to be possible to occur based on the evaluation of a set of contributing
“Factors”. In the RA_X analysis model, three types of Factors are considered: “Hazard”,
“Safety Control Factors” and “Potentiating Factors”. The main objective of the “Hazard”
and the “Potentiating Factors” is to characterize the risk factors present on a specific work
situation; and the “Safety Control Factors” purpose is to characterize the adequacy of the
safety measures implemented in the workplace. Each Factor is evaluated based on a set of
relevant “Attributes” that characterize in detail the work situation.

The concept and the analysis model was implemented in the RA_X, which is a fuzzy expert
system prototype designed to support risk management for work accidents. This tool can
facilitate the practical application of risk management at company level, targeting especially
SMEs. The main objectives of the RA_X are the identification and assessment of exposure to
occupational risks and the advice on measures to implement in order to control risks, i.e., to
eliminate or, at least, to reduce the potential of the occupational risks for accident causation.
The system also allows monitoring the evolution of risks over time, by performing trend
analysis through the comparison of different risk assessment results regarding the same
work situation.

3.1 General structure

RA_X lies in a FMADM model that calculates the risk level for each specific Case (i.e. Risk)
based on three main factors: the Hazard itself, the effectiveness of the Safety Control
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measures set in the workplace, and the presence of a number of other factors, collectively
referred as Potentiating Factors.

These main factors are assessed based on Attributes that characterize one particular work
situation. Attribute’s raw data can be of objective or subjective nature, depending if it is
quantitative data obtained from measurements (e.g., height of a scaffold, depth of a trench,
voltage of a power line) or qualitative data obtained from opinions of experts (e.g.,
adequacy, periodicity, acceptability). Figure 3 shows a schematic representation of the RA_X
assessment model. The process depicted in the figure will be repeated as many times as the
number of Cases to analyze (which may be the total number of cases in the Knowledge Base,
or a user selected subset of those).

In this approach it is considered that the data collection phase (depicted inside the boxes in
the left hand side of Figure 3) includes the gathering of raw data and their pre-processing
(i.e., fuzzification and aggregation) in order to generate the fuzzy attributes that will be used
as inputs in the subsequent phase (the risk assessment). Usually each risk results from a
single specific hazard but its triggering is affected by different types of safety control
measures and potentiating factors. Therefore, for each Case defined in the Knowledge Base
the model considers one Hazard fuzzy attribute, and several Safety Control Factors and
Potentiating Factors fuzzy attributes.

The risk assessment phase is depicted in the right hand side of Figure 3, illustrating the
inference process that uses the attributes as criteria for the Fuzzy Rules that emulate the
reasoning process used by human risk analysis experts (note that these fuzzy rules are
translated into the FMADM model as discussed in subsection 3.3). The fuzzy evaluation
result is defuzzified and presented in a more intelligible way to the users, for instance using
sentences in natural language.

Figure 3 illustrates also the type of entities stored in the Knowledge Base (e.g., Fuzzy Sets,
Fuzzy Rules) and their use in these two phases. The fuzzification of the raw data is done
using continuous fuzzy sets (1) for the objective data, and linguistic variables or discrete
fuzzy sets ((2)) for the subjective data. The objective and subjective attributes resulting from
the fuzzification are aggregated using fuzzy aggregation operators (3)) (e.g., fuzzy t-norm
and fuzzy t-conorms) generating a unique fuzzy attribute that reflects both sources of data.
The fuzzy attributes characterizing the hazards, the safety controls measures and the
potentiating factors present in the workplace are aggregated according to fuzzy rules ((4))
that evaluate the risk. Finally the fuzzy result is defuzzified using linguistic variables ((5)) to
generate conclusions expressed as natural language sentences. In addition, the conclusions
can be explained to users.

The advice phase, also depicted in the right hand side of Figure 3, is performed after the
conclusion of the risk assessment and is based on an inference process that uses rules ((4))
contained in the knowledge base, which identify potential risk control solutions and
prioritize them according to the factors that were assessed as more critical in the previous
phase.

Hence, building up the RA_X Knowledge Base according to the above described model
required the elicitation and representation of knowledge in the risk management domain,
which involved the following activities:
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Enumeration of Cases;

Identification of the Factors that contribute to each specific Case;

Identification of the Attributes to use in the assessment of each Factor;

Identification of Measurements to use as data for an Objective Attribute (quantitative)
related to an Attribute;

Identification of Opinions to use as data for a Subjective Attribute (qualitative) related
to an Attribute;

- Definition of continuous Fuzzy Sets used for the fuzzification of Objective Attributes;
- Definition of Linguistic Variables used for the fuzzification of Subjective Attributes;

- Definition of Generic Recommendations related to Cases;
- Definition of Specific Recommendations related with Attributes.

The knowledge acquisition is a manual process based on data available on literature, on
information collected from experts and on legislation. The initial knowledge acquisition
activities for the RA_X were mainly focused on the Construction industry.
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Fig. 3. Schematic representation of the risk assessment model for a Case

3.2 Data collection phase

The data collection is the phase of the process where the risk analysis raw data is gathered
and pre-processed (i.e., fuzzified and aggregated) in order to generate the fuzzy attributes
that will be used as inputs in the subsequent phase (the risk assessment).
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As mentioned before, on a specific risk assessment situation the fuzzy attributes
characterizing the three main factors of a particular Case can result from the combination of
objective and subjective attributes that relate, respectively, to objective and subjective data.
Objective data is typically a quantitative value that can be measured (e.g., the height in
meters at which a worker operates), therefore in this model it will be designated as
“measurement”. Subjective data is a qualitative estimate made by an analyst (e.g., “very
high”, “high”, “and low”) and therefore in this model it will be designated as “opinion”.

Using the FST principles it is possible to evaluate the degree of membership to some high-
level concept based on observed data. Consider, for example, the evaluation of the risk of
injury associated with falls from height based on the continuous membership function
presented in Figure 4, where the input is a measured height. A low degree of membership to
the “falls from height” risk concept (i.e., values close to 0) means the height is safe; while a
high degree of membership (i.e., values close to 1) means the risk is unacceptable.

A

1 -

Risk Degree
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Fig. 4. Fuzzy set for the evaluation of the risk of falls from height

The representation of continuous fuzzy sets in the Knowledge Base is done using a
parametric method that was discussed in (Nunes, L. L., 2007).

The fuzzification of opinions can use Linguistic Variables (LV). In this approach, due to
considerations regarding the numerical efficiency of the computational process, the LV
terms were assumed as discrete fuzzy sets. Consider, as an example, the LV “inadequacy”
presented in Figure 5, which can be used to evaluate the inadequacy of the protection
provided in a workplace, by the Safety Control measures implemented (Nunes, I. L., 2007).
An effective protection can be classified using the term “very adequate” (i.e., a membership
degree of 0), while an inexistent protection can be classified as “very inadequate” (i.e.,
membership degree of 1).

The result of the aggregation of the existing objective and subjective attributes is a fuzzy
value assigned to the corresponding attribute. In the present model the aggregation of



30 Fuzzy Inference System — Theory and Applications

opinions and measurements is done using the OWA operator (Yager, R. R., 1988). With this
operator it is possible to assign weights to the different input data sources. This is
particularly useful when the sources of information have different levels of reliability. In this
case the inputs from more reliable sources have a bigger weight than the ones coming from
less reliable sources.
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Fig. 5. Linguistic variable “inadequacy” used to evaluate “protection inadequacy”

3.3 Risk assessment phase
3.3.1 Fuzzy inference process

The risk assessment is the phase where the fuzzy attributes related to a Case are processed
according to fuzzy rules evaluating the degree of risk present in the workplace. At the end
of this phase the fuzzy evaluation result is defuzzified to produce the output to present to
the users. The reasoning process used is discussed in this section as well as its FMADM
mathematical counterpart.

The main assumption of this fuzzy risk assessment model is that if a hazard is present in a
workplace and there is a lack of adequate safety control measures and there are some
potentiating factors then there is risk for accident. This can be expressed by the following
generic rule:

IF hazard exists AND
safety control is inadequate AND (R1)
potentiating factors exist

THEN risk exists

The fuzzy approach allows the use of fuzzy operators to numerically aggregate the different
fuzzy attributes that characterize the criteria of the rule and assess the degree of truth of the
conclusion. Considering the variety of fuzzy operators the ANDs expressed in the rule can
be formulated using different intersection operators, according to desired aggregation
behaviour. Therefore, rule [R1] can be translated into a mathematical formula such as:
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Hr = (@ ) * g (E1)
Where:

Uy is the Fuzzy membership degree that reflects the risk level;

un is the Fuzzy membership degree that reflects the hazard level for a specific risk;

Uy is the Fuzzy membership degree that reflects the inadequacy level of the safety control
measures set in place to prevent a specific risk;

Uy is the Fuzzy membership degree that reflects the level of the potentiating factors for a
specific risk;

a represents a Fuzzy Intersection aggregation operator that produces a normalized fuzzy
value, i.e., in the interval [0, 1]

* represents a Fuzzy Intersection aggregation operator that produces a normalized fuzzy
value, i.e., in the interval [0, 1]

Each criteria of the rule (the left side terms of the IF-THEN) can be the result of previous
rules of an inference chain. For instance, considering that the protection provided by the
safety control measures can be achieved through collective and personnel protection means
the evaluation of the criteria “safety control is inadequate” can result from the use of the
following rule:

IF collective protection is inadequate AND
personnel protection is inadequate (R2)
THEN safety control is inadequate

As before this rule can be translated into a mathematical formula, such as:

Hp = Uep N Hip (E2)
Where:

Uy is the Fuzzy membership degree that reflects the inadequacy of the safety control
measures set in place to prevent a specific risk;

Ue is the Fuzzy membership degree that reflects the inadequacy of the collective protection
measures set in place to protect a specific risk;

Uip is the Fuzzy membership degree that reflects the inadequacy of the personnel protection
measures set in place to protect a specific risk;

A represents a Fuzzy Intersection aggregation operator that produces a normalized fuzzy
value, i.e., in the interval [0, 1]

Another example relates with the evaluation of the potentiating factors. These factors (e.g., work
activity, and environmental, psychosocial and individual factors) do not represent risk by
themselves but potentiate and may intensify the negative impact of a hazard. In this case the
evaluation of the criteria “potentiating factors exist” can result from the use of the following rule:

IF work activity is inadequate OR
environmental factors are inadequate OR
psychosocial factors are inadequate OR (R3)
individual factors are inadequate

THEN potentiating factors exist
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Naturally such inference chains can have multiple layers that address the information
regarding a specific concept with difference levels of detail (i.e., complexity, vagueness and
relevance). An example of the next level of the inference chain rules is the evaluation of the
criteria “work activity is inadequate”. One should note that this evaluation is risk
dependent. Considering, for instance, the criteria to assess the “work activity” potentiating
factor regarding the risk of “falls from height”, the following rule could be used:

IF type of floor/tidiness is inadequate OR
manual materials handling exists OR
use of tools exists OR
handling of suspended loads exists

THEN work activity is inadequate

(R4)

This type of rule can be assessed numerically considering the respective membership
degrees using a generic assessment formula such as:

Ky = U7=1 Ky (E3)

Where:

Hpf, is the Fuzzy membership degree that reflects the inadequacy level of i potentiating

factor for a specific risk;
1 is the Fuzzy membership degree that reflects the inadequacy level of the j# factor

contributing to the i" potentiating factor for a specific risk;
U represents a Fuzzy Union aggregation operator that produces a normalized fuzzy value,
i.e., in the interval [0, 1]

3.3.2 Fuzzy operators selection

The selection of the aggregation operators was based on the eight selection criteria proposed
by (Zimmermann, H.-J.,, 2001) mentioned above. Table 1 synthesizes the main fuzzy
operators used in the RA_X, and also the value of the parameters adopted for the parametric
operators.

Equ;tlon Fuzzy Operator Parameter
Dubois and Lals
E1 a Prade Uagp = maxin g @)’ ael0,1] a=09
Intersection Har b,
Algebraic
* — -
El product Hap = Ha-HUB
E2 A Min Kang = Mmin (i, up) -
U Dubois and | pu, 5
E3 Prade _ Hatip — papp —min(l —a', s, u) a'=0.6
. = ; ,a'e[0,1]
Union max(1l —py, 1 —ug, a)

Table 1. Fuzzy operators adopted in the RA_X model
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The Dubois and Prade Intersection operator is an operator with compensation which is
controlled by the o parameter. This operator was selected to aggregate two main factors,
Hazard and lack of adequate Safety Control. The result of this aggregation reflects the
extension of the Hazard that is not mitigated by the Safety Control (Prevention and
Protection) measures implemented.

The Algebraic Product was selected to combine the result of the above aggregation with the
Potentiating factors. The rationale behind this selection is that there is an identical
contribution of both terms to the risk level.

The Min operator is used in the aggregation of data regarding the levels of Collective and
Personnel Protection. This operator was selected because it reflects the lack of protection
that is still present in the workplace after combining all the types of protective measures set
in place.

The Dubois and Prade Union operator is an operator with compensation which is controlled
by the o' parameter. This operator is used twice. It is used first to aggregate the Attributes
that characterize each Potentiating factor, and a second time to aggregate the results of all
individual Potentiating factors, producing a global result. The use of this operator allows the
simulation of the synergistic effect resulting from the simultaneous presence of several
Potentiating factors.

3.3.3 Defuzzification process

The risk assessment results are presented as crisp risk levels which are obtained through a
defuzzification process that uses a VL like the one presented in Figure 6. Note that the
definition of the defuzzification fuzzy sets has to consider the relationship between the
results distribution in the [0, 1] domain and the linguistic evaluation categories. Since the
evaluation process uses product operators and the terms in the interval [0, 1], the evaluation
results tend to be shifted to zero; therefore, the width of the fuzzy sets that reflect each
linguistic term varies to accommodate this characteristic of the evaluation process. For a
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Fig. 6. Linguistic variable “risk level” used to defuzzify the risk assessment results
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given fuzzy risk level the linguistic term is selected from the fuzzy set with higher
membership degree. For instance, a risk level of 0.5 has a membership degree of 0.2 to
“Medium” and 0.8 to “High”, consequently the qualifier to use will be “High”.

The selected qualifier is used for building a sentence in natural language that presents the
result to the user, using the generic format:

The risk of [descriptor of risk] is [qualifier]

For instance, a result from a risk assessment can be “The risk of electrical shock is very
high”.

3.3.4 Explanation process

The system can also offer explanations about the results presented. This is done using a
backward chain inference process that identifies, ranks and presents the attributes that have
high values (above a specified threshold) and that more significantly contributed to the
computed level of risk. The explanations use the following generic format:

“The risk of [descriptor of risk] is [qualifier] because:
The [attribute;] is [qualifier] (fuzzy value)
The [attribute;] is [qualifier] (fuzzy value)

”

The [attribute,] is [qualifier] (fuzzy value)

Where the detailed explanations are sorted in decreasing order of the respective attributes
fuzzy value.

3.3.5 Advice phase

The advice phase is performed after the conclusion of the risk assessment, and offers
recommendations about safety measures adequate to control the risk for situations where
the risk level is Medium or higher. The recommendations can be generic and specific.
Generic recommendations refer to advice (i.e., legislation, guidelines, best practice) relating
to a type of risk in general (e.g., risk of falls from height); while specific recommendations
refer to advice that addresses a specific type of attribute that contributes to the risk (e.g.,
collective protection installed in site).

The generic recommendations use the following format:

“Regarding the risk of [descriptor of risk] consider the following advice
Generic Recommendation;

Generic Recommendation,,”

The selection of the specific recommendations is performed using a backward chaining
inference process based on the risk assessment fuzzy rules. This process identifies and ranks
the key attributes that contributed to the risk assessment result (i.e., the attributes with high
membership values), and provides recommendations in this order.

The specific recommendations use the following format:
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“Regarding the [attributel] of the risk of [descriptor of risk] consider the following advice
Specific Recommendationl

Specific Recommendationn”

4. Application example

In this section it will be demonstrated the use of the RA_X fuzzy model in support of risk
management. The example presented analyzes a construction work activity, which is
pouring concrete into the forms of the structure of a building. Since the activity is performed
on a platform located several meters in the air, the risk analysis presented regards the risk of
“falls from height”.

Risk Hazard Attributes
e  Work at height e Height
Safety Control Factors  Attributes

e  Collective e Safety barriers e Safe Access
Protection
(Physical)
e Collective - e Techniques
. ¢  Supervision
Protection . S ity Signs/ Warni and
(Organizational) ccurity Sighs/ Yvarhngs Procedures
* Persom@el e Harness/Lifeline
Protection
Potentiating Factors Attributes
e Type of floor/Tidiness
e  Manual materials
Falls handling e Interaction with
from e Work Activity e  Use of power/heavy other work
height tools activities
¢ Handling suspended
loads
. * Wl,n d e  Vibration
e  Environmental e Rain o
e Illumination
Factors e Cold
. e Dust
e Noise
e  Psychosocial e  Work pace
Factors e  Extra Work *  Stress
e Safety
e Hearing behaviour
e Individual Factors e Vision e Typeof
e Alcohol consumption footwear

e  Safety training

Table 2. Example of main factors and attributes considered in the assessment
of the risk “falls from height”
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As explained before, the risk assessment is based on attributes related with three
categories of main factors (hazard, safety control factors and potentiating factors). Table 2
illustrates the main factors and examples of corresponding attributes for assessing the risk
of “falls from height”. For example, “Work at height” is the Hazard and “Height” is the
attribute required for this analysis. The list of attributes is used during the data collection
phase to ask for the relevant input data for the risk analysis. If the user doesn’t provide
data to some attribute the model considers that this attribute is in such a state that is not
contributing to the risk.

Table 3 synthesizes the application of the RA_X model. The collected input data is shown in
column “Raw Data”.

Fuzzy
Fuzzy Risk
Attribute Raw Attribute Aggregated Le\.,d
Data Values (Crisp
Value .
Risk
Level)
Hazard
Work at height |Height | 4m | 1 | 1
Safety Control
Individual Harness/ Life line Inadequate 0.75
. - - 0.75
Collective Barrier Inexistent 1
Potentiating Factors
Ezg f /(?lfi diness Inadequate 0.75 0.72
Work Activity Uso of 0.75 (High)
power/heavy tools Very adequate 0
Environmental [llumination Adequate 0.25 0.25 095
Factors
Safety behaviour | Little adequate 0.5
Individual Type of footwear | Very adequate 0 0.83
Safety training Inadequate 0.75

Table 3. RA_X application example in the assessment of the risk “falls from height” for an
activity of pouring concrete

In this case the Height was obtained by measurement and the other data are opinions. The
fuzzification of the data was done using the membership function presented in Figure 4 for
the Height, and the Linguistic Variable “inadequacy” (Figure 5) for the remaining subjective
data (refer to subsection 3.2), and the results of the fuzzification process are presented in
column “Fuzzy Attribute Value”. The results of the partial fuzzy inference processes are
shown in column “Aggregated Values” (refer to subsection 3.3). Finally, the fuzzy risk level
and the corresponding crisp level, obtained by defuzzification (see Figure 6) are presented
in column “Fuzzy Risk Level (Crisp Risk Level)” (refer to subsection 3.3.3).

In short, the risk assessment based on the RA_X model is that there is a high risk of falls
from height for an activity where the workers operate at a height of 4 m, the best protection
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offered is deemed as inadequate and the more relevant potentiating factors are the
inadequate type of floor and safety training. The output of this assessment is done using a
sentence in natural language, such as:

“The risk of falls from height is High”

As mentioned before the system can offer explanations about the results presented. The
explanation regarding this risk assessment would adopt the following format:

“The risk of falls from height is High because:

The Height is very inadequate (1)

The Harness/Life line is inadequate (0.75)

The Type of floor/Tidiness is inadequate (0.75)
The Safety training is inadequate (0.75)”

Regarding advice the RA_X can offer generic and specific recommendations that can be
customized to the regional specificity of the users. Generic recommendations to the risk of
falls from height include multimedia documents or internet links to, for instance,
regulations, guidelines, best practices or software tools (e.g., European Directive
2001/45/EC (EU, 2001), European norms for protection against falls from heights (CEN,
2008), OSHA'’s Guidelines for the Prevention of Falls (OSHA, 1998), (OSHA, 2010c), OSHA
Construction eTool (OSHA, 2010a), HSE’s Interactive Guide (HSE, 2010)). Specific
recommendations include the same type of references, but addressing the individual issues
that emerged as contributing significantly to the risk. In the present example, the
recommendations would address themes like improving personnel protection (e.g., (BSI,
2005)), collective protection (e.g. (NASC, 2008)), type of working floor (e.g. (OSHA, 2010b))
or safety training (e.g. (HSE, 2008)).

5. Conclusion

Fuzzy Logics has been used to handle uncertainty in human-centred systems (e.g.,
ergonomics, safety, occupational stress) analysis, as a way to deal with complex, imprecise,
uncertain and vague data.

This chapter presented the main features of the RA_X FMADM model, which was
developed to implement a fuzzy expert system for supporting risk management activities.
In the current stage a prototype was implemented for test and validation purposes. The
support of a proactive risk management is achieved by assessing potential factors that
contribute for occupational accident occurrence and by guiding on the adoption of safety
measures.

The RA_X is meant to be a flexible and easy to use system, which can process both objective
and subjective input data and provide risk assessment and advice for a broad variety of
occupational activities. The results are offered using natural language. The system also
provides means to perform trend analysis supporting the follow-up and monitoring of risks
in work situations.

Following a quite simple Knowledge Engineering process, the Knowledge Base of the RA_X
expert system can be updated to incorporate new risks, broadening the scope of application,
and can be customized to different national realities accommodating, for instance, to



38 Fuzzy Inference System — Theory and Applications

different legal frameworks or level of action requirements, which affect the assessment
process and/or the advice offered.

The advantages of this fuzzy system compared with traditional methodologies based on the
estimation of two parameters (probability and severity) are obvious. First, the system is
more thorough on the risk assessment, considering a wider range of factors, contributing to
the implementation of a holistic approach to the assessment of risks, namely by including
organizational and individual factors. Another important advantage is the fact that the
methodology used allows the combination of objective and subjective data in a coherent
way. Finally, it supports the full cycle of the risk management process (including hazard
identification, risk assessment, advice on risk control and monitoring support), which is key
for the promotion of safety and health at work.

The RA_X system is ongoing tests and evaluations by experts that are representative of the
expected typical users of this new approach.

A future step is the web implementation of the RA_X system so that the most updated set of
knowledge can be remotely accessed, which allows also exploiting the benefits offered by
mobile devices, such as Tablets or iPads.
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1. Introduction

The Critical Path Method (CPM) and its development to probabilistic environment, the
Program Evaluation and Review Technique (PERT), are the most common tools for
predicting and managing different short time or long time projects. However, one of the
main difficulties in using mathematical models in real world applications is the vagueness
and uncertainty of data and parameters such as activity durations and risky conditions. The
constructed network for project management (as a mathematical model) is an aid for control
of project implementation with deterministic time durations. However, realization of this
approach is difficult in the situation where most of activities will be executed for the first
time. One solution offered for this difficulty is the assignment of probabilistic values for
estimated durations of activities. In PERT, three estimations called pessimistic, most likely
and optimistic values are assigned for each activity. Then the mean duration and its
standard deviation are calculated by

a+4m+b
D=——1—
; 1)
and
Uﬁb—u o
- @

Where a, m and b are the optimistic, most likely and pessimistic values respectively. D is the
expected (weighted mean) duration of activity and o is the standard deviation of the three
values (Kerzner, 2009). The project duration (sum of durations of critical path) is estimated
by using the estimated durations of activities. Also, the probability of finishing the project
before a predicted time (by using PERT) is calculated based on the standard deviations
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without considering other real world factors such as probability of impacts on project (such
as inflation or stagnation) , impact threat and ability to retaliate. Hence a new approach
based on fuzzy inference system and fuzzy decision making is introduced to have more
realistic procedure for project management in real world applications. Fuzzy set is
introduced by Zadeh in 1965 (Zadeh, 1965). Different applications of fuzzy sets are studied
by researches in different fields (Jamshidi et al., 1993). T. J. Ross has published an interesting
book on fuzzy sets theory and its applications in engineering (Ross, 2010). Several papers
are also published on applications of fuzzy sets in project management (Chanas et al., 2002;
Shipley et al, 1997). M. F. Shipley et al. have used the fuzzy logic approach for determining
probabilistic fuzzy expected values in a project management application (Shipley et al,
1996). An extension of their method is introduced and used for determination of expected
values for estimated delays of activities in (Khanmohammadi et al., 2001). The procedure
introduced here deals with defining multi-purpose criticalities for activities where some
other features such as probability of impact, impact threat and ability to retaliate are
considered as criticality factors of activities in project management process. In this way the
risky situations (vulnerabilities) of activities are calculated using a fuzzy inference system
which will be used for calculating the risky situation for each activity as a main criticality
factor.

Considerable quantitative models have been introduced in literature to calculate the level
of risk; which is simply defined as the rate of threat or future deficit of any system
imposed by controllable or uncontrollable variables (Chavas, 2004; Doherty, 2000). Several
factors such as probability of occurrence, impact threat and ability to retaliate are
introduced as affecting factors on the risk. Then it is tried to find the mathematical
relation between affecting factors and the value (level) of the risk (Li & Liao, 2007; McNeil
et al., 2005). The concept of risk is considerably wide. It can contain strategic, financial,
operational or any other type of risk.

The concept of fuzzy risky conditions for activities is introduced in sections 2 and 3. In
section 4 the concept of Multi-Critical PERT by considering risky levels for activities is
introduced and a typical project network is considered as a case study for analyzing the
effect of imposing the risky level of activities to criticality. The results are compared to
classic PERT by means of Mont Carlo simulation using random variables. Another typical
example, project management of rescue robot that provides preliminary processes for
helping injured people before the arrival of rescue teams, is studied in section 5. Analysis of
obtained results and conclusions are presented in section 6.

2. Classic and fuzzy risk analysis

Fig. 1 shows a classic and simple model of risk analysis. It consists of two factors: Impact
threat and ability to retaliate. In this model the risk value is classified in four groups. Each
group represents a risky condition for the system (organization, project, activity ...). Fig. 2
shows the points (situations) with identical risky levels. The distributions of points with the
identical risks (contours of different levels) are also presented in Fig. 2. Points O and +
represent the risky situations for two systems with ability to retaliate and impact threats of
(1,8) and (4.9,5.1) respectively.
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Fig. 1. Risky situations classified in 4 levels
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Fig. 2. Different levels of situations (contours of Fig. 1.)
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This model is very simple, but it has some structural drawbacks. For example the system +
which is in Defenseless situation will change to entirely different condition (Endangered),
point (*), with infinity small deviation in ability to retaliate. Also because of its geometrical
structure, this model suffers from the lack of considering additional parameters for risk
analysis. Another method which has gained more attraction in the risk analysis literature is
the model presented by Eq. (3), based on the linear combination of ability to retaliate and
impact threat.

Risk = (ability to retaliate) x (impact threat) (3)

Fig. 3 represents the continuous increasing surface (risk levels) generated by means of Eq.
(3). Two particular levels are shown by the cutting planes K1 and K2. Positions O, + and *
are also presented in this figure. Fig. 4 shows some contours of risky surface. As it is seen,
by using this model any small change in the values of impact threat and ability to retaliate
will cause a very small deviation on the risky level of system. This model is more realistic
than the one presented by Figs. 1 and 2. However, it also has its limitations for real world
applications because it simplifies the complicated relation between different factors to a
linear relation.
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Fig. 3. Continuous surface for risk levels

To have a more applicable model, we can formulate our problem as an input output system

by:
R=F (X) )

Where X is the set of input variables which affect the level of the risk, R is the level of the
risk and F(.) is a nonlinear function (Kreinovich et al., 2000).
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The problem here is to find an appropriate model by which the level of risk of the system
can be determined in complex situations where there is no access to all data, or the historical
data is useless. This problem may be solved by using Fuzzy inference system.

Impact Threat

Ability to Retaliate

Fig. 4. Some contours of Fig. 3.

3. Fuzzy model

Fuzzy inference systems (FIS) are rule-based systems with concepts and operations
associated with fuzzy set theory and fuzzy logic (Mendel, 2001; Ross, 2010). These systems
map an input space to an output state; therefore, they allow constructing structures that can
be used to generate responses (outputs) to certain stimulations (inputs), based on stored
knowledge on how the responses and stimulations are related. The knowledge is stored in
the form of a rule base, i.e. a set of rules that express the relations between inputs and the
expected outputs of the system. Sometimes this knowledge is obtained by eliciting
information from specialists. These systems are known as fuzzy expert systems (Takacs,
2004). Another common denomination for FIS is fuzzy control systems (see for example
(Mendel, 2001)).

FIS are usually divided in two categories (Mendel, 2001; Takagi & Sugeno, 1985): multiple
input, multiple output (MIMO) systems, where the system returns several outputs based on
the inputs it receives; and multiple input, single output (MISO) systems, where only one
output is returned from multiple inputs. Since MIMO systems can be decomposed into a set
of MISO systems working in parallel, all that follows will be exposed from a MISO point of
view (Mamdani & Assilian, 1999). In our risk analysis model a fuzzy inference system is
introduced for calculating the risky situations of systems by considering different factors
such as probability, impact threat and ability to retaliate (Cho et al., 2002; Nguene & Finger,
2007). Fig. 5 shows the block diagram of a multi input single output fuzzy risk analysis
system for the mentioned factors (Carr & Tah, 2001).
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Probability FIS

Impact Risk (Vulnerability)

Ability to retaliate

Fig. 5. Block diagram of fuzzy inference system for risk analysis

In this work the following Bell shape membership function is used to determine the fuzzy
values of inputs for determining the risky levels of activities by FIS.

1

B 1+d(x—c)? ©)

Ha(x)

Where pa(x) is the membership of variable x in fuzzy value A, c is the median of the fuzzy
value and d is the shape parameter. Fig. 6 shows the bell shape membership functions for
different fuzzy verbal values.
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Fig. 6. Membership functions of different fuzzy verbal values vs: Very Small, sm: Small, md:
Medium, bg: Big, vb: Very Big

The reason for implementing bell shape membership function is that because of its
smoothness (comparing Triangular memberships), and simple formula (comparing
Gaussian memberships) it is more appropriate for getting qualitative data from experts.

This model is implemented to the simple model of risk analysis, presented in section 2, to have
an idea on the main difference between the classic and fuzzy risky levels. Fig. 7 shows the
surface and counters of risky levels of organizations +, and O for 50% probability of impact.
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Fig. 7. (a) Risky surface and (b) Counters of the simple example by using fuzzy inference
system

As it is seen in Fig. 7, organization + which is in appropriately Defenseless situation will
change to appropriately Endangered situation, point (*), with infinity small deviations in
ability to retaliate and in impact threat, which is more realistic comparing to the classic one.
To have an idea on utilization of risk management on criticality of activities besides other
criticality criteria, the multi critical PERT is introduced in section 4.
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4. Multi critical PERT by considering risky levels

The multi critical PERT uses the data presented by table 1 to define the multi-purpose
criticality of activities.

| Activity | a [ m | b | V][ PFA | RLA | SFA | SCA | COR | MPC |
Table 1. Data used by Multi-Critical PERT

The procedure for using these data to calculate the multi-purpose criticalities of activities is
as follows:

Algorithm

Step 1. Perform classic PERT to calculate Durations of activities D, variances V, Earliest
Start Times ES, Latest Finish times LF, Free slack times FS and Total slack times TS,
where scheduled times ST may be imposed to different events.

Step 2. Calculate the Duration Range of activities DR=LF-ES.

Step 3. Calculate the Probability of Finishing each Activity PFA in duration range DR, by
considering duration D and standard deviation o =~/V .

PFA = p(D < DR) 6)

Step 4. Use the fuzzy inference system to calculate the Risky Level of each Activity RLA by
using the fuzzy values of probability of impact pr, impact treat im, and ability to
retaliate ar.

The following experimental data gathered from experts are fed to ANFIS (Artificial Neural
Fuzzy Inference System) in MATLAB and 14 appropriate FIS rules (Fig. 8) are generated by
means of “genfis3” for the case study.

Probability=[1.512.8.41.7.8.2.2.7.5511.6.1.3 4]

Impact=[1005552708893101010821026.8]

Ability to retaliate =[41055233527553210084681]

Risky level =[7.5013051042.504.525010.53000]

Step 5. Normalize the free slack times of activities by dividing them to their maximum
value. Calculate the Severity of Free slack times of Activities SFA based on
durations of activities by:

SFA = 1- normalized FS (7)

Step 6. Normalize the total slack times of activities by dividing them to their maximum
value. Calculate the Severity of Criticalities of Activities SCA based on durations of
activities by:

SCA =1- normalized TS (8)

Step 7. Perform CPM to calculate total slacks of activities where RLAs are used instead of
durations for activities to calculate the criticalities based on risky levels (COR).
Normalize CORs by dividing them to their maximum value.

Step 8. Use V, SFA, SCA, PFA, RLA and COR as criteria with corresponding weighs W;
(defined by experts), to calculate Multi-Purpose Criticalities (MPC) of activities,
where for each activity:
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MPC=w,; xV +w, x PFA+w; x RLA+w, x SFA + w5 x SCA + wg x COR )

Step 9. Classify activities based on MPCs.
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Fig. 8. Rule base generated by ANFIS

Fig. 9 shows the network representation of a typical project. The data for activities is
represented in table 2.

Fig. 9. Network representation of typical project

To compare the efficiency of multi critical PERT with the classic one, 1000 tests are
performed using Mont Carlo simulation by generating uniform distributed random
numbers r to be used in Equations (10) and (11). For each activity, two costs of impact are
calculated where:

a. SCA is considered as a factor of criticality (Expense_on_SCA), by using Eq. (10)

Expense_on_SCA=max {0,r-SCA} (10)
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b. MPC is considered as a factor of criticality (Expense_on_MPC), by using Eq. (11)

Expense_on_MPC=max {0,r-MPC} (11)
Activity |Durations |V DR PFA RLA SFA SCA COR |MPC
a |m |b [Stepl |Step2 |Step3 |[Step4 |Step5 |Step6 |Step7 |Step8
W1=0.3 W2=0.7 | W3=0.9 | W4=0.5 | W5=0.9 | W=0.7

1-2 2 |3 |4 |0.3906 |3.0000|0.5003 |0.0071 |0.00 0.00 0.0000 |0.1503
1-3 1|3 |4 |0.8789 |4.8333 0.9842 |0.5840 |0.00 0.80 0.4691 |0.8806
2-4 1|3 |5 |1.5625 |3.0000 [0.5003 |1.0000 |0.00 0.00 0.0000 |0.5356
3-5 112 |3 |0.3906 |4.0000 |1.000 |0.0006 |0.00 0.80 1.0000 |0.8054
3-6 2 |5 |7 |24414 |7.33330.9458 |0.0024 |1.00 1.00 0.4691 |1.0000
4-6 314 |6 08789 |4.1667 |0.5003 |0.0008 |0.00 0.00 0.0000 |0.1704
4-7 3 14 |5 ]0.3906 |4.5000 |0.7887 |0.0787 |0.00 0.20 0.4421 |0.4310
5-7 114 |5 |1.5625 |5.6667 |0.9458 |0.0000 |0.60 0.80 1.0000 |0.9560
6-8 2 |5 |6 |1.5625 |4.6667 |0.5003 |0.4829 |0.00 0.00 0.0000 0.3628
7-8 314 |7 |15625 |4.8333|0.6559 |0.0077 |0.40 0.20 0.4421 |0.4633

Table 2. Activities with appropriate data generated in different steps

Considering that the expense of each unit of impact is 1000$, the mean values of the

obtained expenses for 1000 iterations are
Mean value of Expense_on_SCA = 2720.3 $
Mean value of Expense_on_MPC =1356.3 $

It means that in real world applications, with probabilistic and non precise situations for
finishing activities, if we consider MPC as the criticality of activities our project

managements will be more realistic causing less expenses.
Fig. 10 represents the two Expenses, for 1000 tests.
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A Fuzzy Approach for Risk Analysis with Application in Project Management 51

As another interesting application, a heuristic method for simultaneous rescue robot path-
planning and mission scheduling is introduced based on Graphic Evaluation and Review
Technique (GERT) (Alan & Pritsker, 1966), along with multi criteria decision making and
artificial potential fields path-planning.

5. Rescue robot path planning

Consider some groups of injured people who are trapped in a disastrous situation. These
people are categorized into several groups based on the severity of their situation. A rescue
robot, whose ultimate objective is to reach injured groups and provide preliminary aid for
them through a path with minimum risk, has to perform certain tasks on its way towards
targets before the arrival of rescue team. A decision value is assigned to each target based on
the whole degree of satisfaction of the criteria and duties of the robot in the way toward the
target, and the importance of rescuing each group based on their category and the number
of injured people. The resulted decision value defines the strength of the attractive potential
field of each target. Dangerous environmental parameters are defined as obstacles whose
risk determines the strength of the repulsive potential field of each obstacle. Moreover,
negative and positive energies are assigned to the targets and obstacles respectively. These
energies vary with respect to different environmental factors.

5.1 Potential feld path planning

The potential field method has been studied extensively for mobile robot path planning
(Latombe, 1990). The basic idea behind the potential field method is to define an artificial
potential field (energy) in the robot’s workspace in which the robot is attracted to its goal
position and is repulsed away from the obstacles (Alsultan & Aliyu, 1996; Khanmohammadi
& Soltani, 2011). Despite the problems in architecture of potential field such as local minima
and oscillation in narrow passages, this method is particularly attractive because of its
mathematical elegance and simplicity (Casper & Yanco, 2002; Chadwick, 2005; Tadokoro et
al, 2000). For simplicity, we assume that the robot is of point mass and moves in a two-
dimensional (2-D) workspace. Its position in the workspace is denoted by q = [x y]T. The
most commonly used attractive potential Uy and the corresponding attractive force Fay
takes the form:

1 m
uatt(q) = E §p (qgoal ’q) (12)
Futt ==V uatt = g(qgaul - ‘7)

Where € is a positive scaling factor, p (qgoaq) = || qgoal - q|| is the distance between the robot
q and the goal qgoal, and m =1 or 2. For m = 1, the attractive potential is conic in shape and
the resulting attractive force has constant amplitude except at the goal, where U is
singular. For m = 2, the attractive potential is parabolic in shape. Also, the attractive force
converges linearly toward zero as the robot approaches the goal.

One commonly used repulsive potential function and the corresponding repulsive force is
given by:
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1 1 1 .
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Where 1 is a positive scaling factor, p (q,qobs) denotes the minimal distance from the robot q
to the obstacle, qobs denotes the point on the obstacle such that the distance between this
point and the robot is minimal between the obstacle and the robot, and po is a positive
constant denoting the distance of influence of the obstacle. The total force applied to the
robot is the sum of the attractive force and the repulsive force which determines the motion
of the robot (Jacoff et al., 2000).

Fiotar = Fa +F, (14)

otal — rep

5.2 Graphic evaluation and review technique

In fact GERT is a generalized form of PERT, where the probability of occurrence of activities
of the project is taken into consideration. In other words in PERT, either an activity occurs
(probability=1) or it does not occur (probability=0); however, in GERT the probability of
occurrence of each activity can be a real number between zero and one. GERT approach
addresses the majority of the limitations associated with PERT/CPM technique and allows
loops between tasks. The fundamental drawback associated with the GERT technique is that
a complex program (such as Monte Carlo simulation) is required to model the GERT system.

5.3 Proposed methodology

Given the graph representing the sequence of activities in a disastrous situation, the first
step is to obtain necessary information for making decision. The mentioned information
consists of: a) parameters affecting the decision making, which are mostly predefined and
weighted, and b) estimating approximate durations of activities which may occur during the
mission. The mentioned parameters are categorized in two main classes; one of them deals
with the degree of satisfaction of the criteria defined in tasks of the robot, and the other one
is concerned with importance of targets. These parameters are listed in table 3.

Having gained the necessary data via a questionnaire of experts, PERT algorithm is used for
the process of durations of activities. The resulted output is a part of the data needed for
Multiple Criteria Decision Making (MCDM) analysis which consists of: standard deviation,
free slack and total slack for activities, and the probability of occurrence of activities before a
certain time.

The outputs of PERT and the degree of satisfaction of criteria defined for intermediate
actions of robot, along with the importance of each criterion are given to MCDM algorithm
as inputs. MCDM makes a decision and assigns a decision value for each activity. These
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values are treated as the virtual durations of activities and are given to CPM. It is obvious
that output Es (Earliest starts representing the decision indexes of missions) of CPM can be
interpreted as the degree of fulfillment of the activities leading to a certain event. By
comparing the E; of the last events of several missions, we can deduce which mission fulfills
our criteria better than the other ones.

Human factors Environmental parameters | Parameters Concerning the
robot
H1 Capacity for E1 Prevention of air R1  Destruction of
reducing the life positioning in the accessories
risk of the rescue surroundings
team
H2 Rescuing and E2  Prevention R2  Annihilation of the
preventing destruction of path robot
personal damage to for the rescue team
the injured person
E3  Prevention of fire R3  Repairable damage
danger in the to the robot
peripheries

R4  Damage negligible
for the robot to be
able to continue its
task

Table 3. Main criteria for choosing the path

The ultimate objective of rescue mission is to help the injured people. The injured situations
are divided into four groups: endangered, vulnerable, defenseless and prepared. To
compare different groups of injured people four criteria are considered (refer to Table 6).
The weights of criteria along with the degree of satisfaction of different criteria are given to
MCDM algorithm and a decision value is calculated for each group of injured people as
targets. In fact  (the positive scaling factor for attractive force) for each target is calculated
as follows:

& = norm (Es) + norm (ADV)) (15)

Where norm is normalization operator and ADV; is the Attraction Decision Value of the ith
target.

Considering environmental situation and defining certain criteria for degree of danger of
each obstacle, a similar approach is possible for determining the scaling factor 7 of the
repulsive force. The degree of satisfaction of each criterion is fed into MCDM and the
resulting decision value equals the positive scaling factor of repulsive force:

n; = norm (RDVj) (16)
Where RDYV; is the Repulsive Decision Value of the ith obstacle.

Having obtained the corresponding strength of the attractive and repulsive potential field,
the path planning algorithm is established and the optimal path with respect to least time,
least risk and most help to injured people is achieved.
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5.4 Case study and simulation

Assume that two groups of injured people with different number of people and different
categories of injuring are identified. One of the groups is located near a gas station, where
people are endangered by the threat of explosion and the other group is next to a building
and is threatened by the collision risk of the building. The rescue robot must choose one of
the groups as the priority of its mission. Also it is expected that the rescue robot
accomplishes several intermediate tasks such as searching for any injured person isolated
from other members of identified group, taking picture of the surroundings and sending it
to the rescue team, sensing the environmental factors that can signify explosion, etc. Fig. 11
demonstrates the GERT network for rescue mission.

The list of activities for the network represented in Fig. 11, are listed in table 4. The criteria
for intermediate actions of robot in choosing the path are listed in Table 5.

The three optimistic, most likely and pessimistic values for the duration of each activity and
the fulfillment of the main criteria (by performing each activity) which are listed in Table 5
are estimated based on the experts’ opinions. In this table H, E and R indicate parameters
concerning human, environment and the robot, respectively (Khanmohammadi &
Soltani, 2011).

Durations of activities (first column of Table 5) are given to the PERT algorithm and
standard deviation, free slack and total slack for activities, and the probability of performing
activities in the range DR are obtained as the outputs of PERT. The output of the PERT and
the degree of the satisfaction of the criteria by intermediate actions (Hi, Ha, Ei1, Eo, E3, Ry, Ry,
R3 and R4 columns) are fed to MCDM algorithm which yields a decision value for each
activity. These decision values are treated as the virtual durations of activities and comprise
the inputs of the CPM algorithm. Since there is the possibility of obtaining negative decision
values, to avoid assigning negative inputs to CPM, the values are normalized in the range
[1,10]. Es in the output of the CPM represents the degree of satisfaction of each activity in
each network (mission index). The following values are obtained for the networks of the gas
station (target 1) and building (target 2), respectively.

Eq=52.9434, E,= 27.0122.

As defined in the previous section, a set of criteria is defined for the injured people to be
able to distinguish which group of injured people are more at risk. These criteria are
described in Table 6.

The degree of satisfaction of these criteria along with the weight (importance) related to
each criterions are the inputs of MCDM and the decision value for each target is the value
assigned to ADV;.

Similar to the procedure above, a set of criteria is defined for the degree of danger of the
obstacles based on the environmental situation. Consider three kinds of obstacles consisting:
Risk of fire, Risk of electric shock and Risk of building collision. Table 7 summarizes the
factors involved.

Similar to obtaining ADVs, RDVs (Repulsive Decision Values) are simply obtained by using
MCDM algorithm on the importance of each criterion and the degree of satisfaction of them
for each obstacle. For comparison purpose, consider two scenarios with different
environmental situations and different groups of troubled people.
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Activity Description Activity | Description
0-2 Building 2-4 Applying the sensor to detect
poisonous gas
4-6 Gas detected 6-8 Evaluating the probability of
explosion by
means of thermal sensors
8-10 Possibility of explosion present |10-26 Signaling warning to the rescue
team for
possibility of explosion
8-12 No Possibility for explosion 12-14 Considering the data of the sensor
for CO2
and respiration
14-18 Human life detected 18-20 Providing the living person with
oxygen
20-24 Dummy activity 18-24 Signaling assistance message to
the rescue team
18-22 Signaling warning to the rescue |22-24 Dummy activity
team to wear
gas masks
24-26 Aggregated tasks 14-16 No Human life detected
16-26 Signaling warning to the rescue |4-26 No dangerous gas detected
team to wear
gas masks
26-80 e 2-28 Applying the sensor to detect CO2
28-36 No CO2 detected 28-30 CO2 detected
30-32 Signaling assistance message to |32-34 Dummy activity
the rescue team
30-34 Providing the living person 34-36 |-
with oxygen
36-80  |-----—--- 2-38 Noise detection
38-46 No Noise detected 38-40 Noise detected
40-42 Providing the living person 42-44 Dummy activity
with oxygen
40-44 Signaling assistance message to |44-46 | -----—----
the rescue team
46-80 |- 2-48 Applying the sensor to measure
temperature
48-60 Low temperature 60-62 Signaling message to the rescue
team to evaluate
the place for possible
conflagration
48-50 High temperature 50-54 Signaling assistance message to

the rescue team
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Activity Description Activity | Description
50-52 Applying the extinguisher 52-54 Dummy activity
54-62 e 48-56 Extremely high temperature
56-62 Applying the extinguisher 62-80 |-
2-64 Detecting bumpy plains 64-76 No Roughness detected
64-66 Roughness detected 66-68 Considering the data of the sensor
of CO2 and
Respiration
68-70 No alive Human detected 70-72 Leveling the path
72-74 Dummy activity 70-74 Signaling message to the rescue
team
responsible for leveling the path
7476 |- 68-76 Human life detected
76-80 ama 2-78 Taking photos of the
surroundings
78-80 Sending the photos
0-1 Gas Station 1-3 Taking photos of the
surroundings
1-5 Detecting the temperature of the|5-7 Moving to the point with highest
surroundings temperature
with sensor
7-33 Using nitrogen to cool down the | 7-13 Applying the extinguisher
surroundings
13-33 Dummy activity 7-9 Applying the sensor to detect gas
leakage
9-11 gas leakage detected 11-15 Signaling warning to the rescue
team
15-29 Dummy activity 11-17 Using nitrogen to cool down the
surroundings
17-29 Dummy activity 11-29 Applying the extinguisher
11-19 Applying the sensor to detect | 19-27 No CO2 detected
CcO2
19-21 CO2 detected 21-23 Providing the living person with
oxygen
23-25 Dummy activity 21-25 Signaling assistance message to
the rescue team
25-27 e 27-29 |-
29-31 e 31-33 |-
9-31 e 3-33 Sending photos

* Activities with the dashed lines in the description do not signify any specific activity. They represent
the priority considered in making decision

Table 4. List of activities for Network of Fig. 11.
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* Values other than durations of activities are normalized in the range [0,1]

Table 5. Durations of activities and satisfaction levels of criteria by performing each activi
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Fig. 11. Network of project activities

Category and Number of the troubled people Exposure to dangerous situation
e Category of the troubled people: e  Adjacency of the danger
endangered, defenseless, vulnerable,
prepared

e Number of the people in each category
Health status of the injured people

Table 6. Criteria for calculating the priority values of injured groups

Type of the obstacle Criteria and factors involved

e Fire - Temperature - existence of flammable material in the
¢ Building collision vicinity - rainy/dry weather

e  Electric shock - Humidity - fundamental robustness of building -

possibility of building collision
- Humidity - rainy/dry weather

Table 7. Criteria for measuring the danger level of obstacles

Scenario 1

groupl: 25 people near gas station comprised of 15 endangered (injured) 5 vulnerable, 5
defenseless

group2: 15 people near a building with possibility of collision comprised of 4 injured and
11 defenseless.
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The introduced procedure has been run twice, once for hot and dry and once for cold and
rainy weather. Results are illustrated in Fig. 12. Priority is given to the first target (groupl
near gas station) by robot. As it is seen in Fig. 12(a), the rescue robot tries to get as far as
possible from the power electric station when it is rainy and it gets a shorter path (near
electric power station) in dry conditions, Fig. 12(b).

Scenario 2

groupl: 15 people near gas station comprised of 15 endangered (injured), 5 vulnerable, 5
defenseless

group2: 25 people near a damaged building with possibility of collision comprised of 4
injured and 11 defenseless.

We have considered the mentioned environmental conditions and the results are illustrated
in Fig. 12.

The priority is given to the second target (group2 near damaged building) by rescue robot.
In case one, when it is cold and rainy, the possibility of explosion is low, so the robot gets
closer to the gas station, Fig. 13(a). But when it is hot, robot tries to be far from the gas
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Fig. 12. Generated path for the first scenario: (a) cold and rainy condition, (b) hot and dry
condition
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station where there is the risk of explosion, Fig. 13(b). The simulation results show the fact
that the introduced algorithm is flexible in terms of the environmental conditions and the
factors involved in targets.

To further illustrate the conceptual basis of the utilized potential field, a 3D representation
of the risk potential function and the corresponding optimal path are represented in Fig. 14.
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Fig. 14. Artificial potential field and the obtained path with minimum risk

6. Conclusion

A new fuzzy approach is introduced to perform a more applicable risk analysis in real
world applications. This procedure is used to determine the multi-purpose criticalities of
activities where six main factors V, SFA, SCA, PFA, RLA and COR are considered as
criticality indexes. A fuzzy inference system with three inputs: probability of impact,
impact treat, and ability to retaliate is used to calculate the values of RLA for activities. The
output of FIS represents the risky level of each activity. The decision values obtained by
classic multi criteria decision making problem are then considered as criticality indexes of
activities. The obtained results are compared to classic PERT, from the view point of impact
expenses, by using the Mont Carlo method. It has been shown that by considering the
multipurpose criticalities (instead of total slacks) a considerable amount of expenses caused
by different impacts may be saved. The introduced method is applied to simultaneous task
scheduling and path planning of rescue robots. Simulation results show that project
management technique along with risk analysis by means of artificial potential field path
planning is an efficient tool which may be used for rescue mission scheduling by intelligent
robots. The algorithm is flexible in terms of environmental situation and the effective factors
in risk analysis. In fact the proposed method merges the path planning methods with rescue
mission scheduling.
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1. Introduction

A fuzzy inference system employing fuzzy if then rules able to model the qualitative aspects of
human expertise and reasoning processes without employing precise quantitative analyses.
This is due to the fact that the problem in acquiring knowledge from human experts is that
much of the information is uncertain, inconsistent, vague and incomplete (Khoo and Zhai,
2001; Tsaganou et al., 2002; San Pedro and Burstein, 2003; Yang et al., 2005). The drawbacks of
FIS are that a lot of trial and error effort need to be taken into account in order to define the
best fitted membership functions (Taylan and Karagozoglu, 2009) and no standard methods
exist for transforming human knowledge or experience into the rule base (Jang, 1993).

Evaluation and reasoning of student’s learning achievement is the process of determining
the performance levels of individual students in relation to educational objectives (Saleh and
Kim, 2009). Although Fuzzy inference system is a potential technique to reason the student’s
performance, as well as to present his/her knowledge status (Nedic et al., 2002; Xu et al.,
2002; Kosba et al. 2003), it is a challenge when more than one factor involve in determining
the student’s performance or knowledge status (Yusof et. al, 2009). Hence, the reasoning of
the student’s performance for multiple factors is difficult. This issue is critical considering
that the human experts” knowledge is insufficient to analyze all possible conditions as the
information gained is always incomplete, inconsistent, and vague.

Addressing these matters, this work proposes a Neuro-Fuzzy Inference System (ANFIS),
which combines fuzzy inference system and neural network, in order to produce a complete
fuzzy rule base system (Jang, 1993). The fuzzy system represents knowledge in an
interpretable manner, while the neural networks have the learning ability platform to
optimize its parameters. Hence, ANFIS has the capability to perform parameter-learning
rather than structural learning (Lin and Lu, 1996). ANFIS is expected to recognize other
decisions that are previously not complete, in both the antecedents and consequent parts of
the fuzzy rules. Unfortunately, too many fuzzy rules will result in a large computation time
and space (Jamshidi, 2001). Therefore, reduction of knowledge is possible to be applied to
determine the selection of important attributes that can be used to represent the decision
system (Chen, 1999) based on the theory of rough sets. Fig. 1 shows the proposed fuzzy
inference system.
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Fig. 1. The proposed Fuzzy Inference System

This chapter is divided into six sections. Section 1 is the introduction and the problem
statements. Section 2 discusses about the student modeling and learning criteria. Section 3
presents the Human Expert Fuzzy Inference System model that defines the data
representation and the rule base acquired from the human experts. Section 4 describes the
ANFIS approach to form a complete fuzzy rule base to solve the problem of incomplete and
vague decisions made by human. Section 5 presents the proposed Rough-Fuzzy approach to
determine important attributes and refine the fuzzy rule base into a concise fuzzy rule base.
Finally, section 6 presents the conclusions of the work.

2. Student modeling and the learning criteria

Student model represents the knowledge about the student’s behavior and learning
performance. In this work, student’s performance are classified into three categories, named
as Has Mastered (HM), Moderately Mastered (MM), and Not Mastered (NM). The
conditions that determine the decision made about the student’s performance is also depend
on the criteria set by the human expert. There are four input conditions namely, the score (S),
time (T), attempts (A), and helps (H) in which each of the input condition is represented by
three term sets with values (Norazah, 2005).

a. Score (S) is the average scoring, x;, which gains from each question of a learning unit
and the term sets is represented by low (S1), moderate (Sz), and high (Ss). It can be found
by dividing the total marks for a set of given questions by the total number of questions
(Q) in the set, as shown in equation (1).

_Xm 1)
Q

X1
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Where :
m; is marks from each question
Q is total number the question in the set

b. Time (T) is the average duration, x,, taken by a student to answer the each question of a
learning unit and with three term sets: fast (T1), average (T2), and slow (T3). The average
of time (x2) is obtained by dividing the total time to answer a set of given questions by
the total number of questions, see equation (2).

_ 3T )
Q

X2

Where :
Q is total number of questions
T; is the time spent to answer the i-th question

Measurement of time can be done by using the distribution method. Fig. 2 shows the T-score
distribution, in which the mean is 50 and the standard deviation is 10.

é [S‘j Fast

B Medium

Slow

\ Z

1
20 50 60 SkerT

Fig. 2. T-score distribution for time taken to answer question

The time taken to answer each question (T;) can be calculated by using the equation (3).

10(X; — Xi)

- + 50 3
oG ©)

100

Where :
T is the time spent to answer the i-th question
X; is the time spent by the student

X; is mean score for the time spent distribution
0; is the standard deviation for the i-th question

The numbered "10" is distance value of standard deviation from mean, while numbered "50"
is value of mean. T-score is divided by 100 so that able to get the value in the range 0 to 1.

c. Attempt (A) is the average number of tries , x3, for a given learning unit, in which it is
counted after student give a wrong answer for the first attempt and the question will
repeat again for student to answer until correct. The term sets involve: a few (A1), average
(A2), and many (As). The average of attempt (x3) is calculated as equation (4). Dividing
the total number of tries to answer a set of given questions by the total number of
questions in the set.
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Q

x, = 2zl (4)
Q

Where :

Q is total number of questions

The number of attempt (t;) is determined by calculating the number of attempts made (a;) to
answer a given question and dividing it by the maximum number of attempts (P;) allowed
for the question.

= 5)

Where :

a; is the number of attempts made to answer a given question

P; is the maximum number of attempts allowed for the question

d. Help (H) is the average amount of help, x4, of a learning unit where it able to help
student by giving some hints or notes to answer the question. The term sets involve:
little (Hz1), average (Hz),and needed (Hs).

The average amount of help (x4) is calculated as equation (6), by dividing the total amount
of help accessed by a student in answering a set of given questions by the total number of
questions in the set.

_ZEih ©
Q

X4
Where :

Q is the total number of questions
h; is the total amount of help accessed by a student

The amount of help (h;) is found by calculating the number of help (I;) links that a student
accessed while answering a given question and dividing it by the maximum number of help
links (Hpqy) provided for a given question.

- )

Hmax

The output consequent of the student model is the student’s performance and can be
represented as has mastered (P1), moderately mastered (P;) and not mastered (P3) for the output.
A student is classified as has mastered in a particular learning unit, when the student earns
high scores (i.e. greater than 75%) with below 40% of time spent, not exceeding 25% of
number of tries needed and number of helps. Besides that, a student is classified as
moderately mastered when the student earns a moderate score, with moderate time spent,
tries more than once, and number of help needed. For example, a moderate score would be
rated in between 35% and 75%, time spent between 40% and 60%, tries between 25% and
75%, and help between 25% and 75%. Furthermore, a student is classified as not mastered
when the student has a low score with a lot of time, many tries and many help needed.
However, in acquiring knowledge from the human experts is that, they cannot decide on all
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possible students learning performance. Bases on a survey done by Norazah (2005), there
are only 18 decisions about the student’s behavior are formed with certainty from seven
subject matter experts; and these decisions are considered as the acceptable rules. All other
decisions that are not certain and have conflicts are being discarded from the rules.

Criteria item Has Mastered Moderately Mastered Not Mastered
y >75 752y 225 y<25
Value Label Value Label Value Label
Scores (S) x1275%  High 75% 2 x1235% Md  x1<35% Low
Time (T) x2 <40 Fast 60 > x; > 40 Avg x2 > 60 Slow
Attempt (A) x3<25% A Few 75% 2 x3225% Avg  x3>75% Many
Help (H) x4<25%  Little 75% 2 x4225% Avg  x4>75% Needed

Table 1. The criteria for the student’s performance

3. Human expert Fuzzy Inference System

Human expert’s FIS uses a collection of fuzzy membership functions and rules to reason
about student’s performance. FIS consists of a fuzzification interface, a rule base, a database,
a decision-making unit, and finally a defuzzification interface.

To compute the output of this fuzzy inference system given the inputs, four steps has to be
followed (Norazah, 2005):

a. Compare the input variables with the membership functions on the antecedent part to

obtain the membership values of each linguistic label. This step is called fuzzification.

Combine the membership values on the premise part to get firing strength of each rule.

Generate the qualified consequents or each rule depending on the firing strength.

d. Aggregate the qualified consequents to produce a crisp output. This step is called
defuzzification.

oo

3.1 Fuzzification

In the fuzzification stage, the input and output of the fuzzy inference system are
determined. Table 2 and Table 3 exhibit examples of the four input and one output

Fuzzy input variable Fuzzy linguistic terms Numerical range (normalized)
Score (S) {Low, [0.14, 0.0]
Moderate, [0.12, 0.55]
High} [0.14, 1.0]
Time (T) {Fast, [0.15, 0.0]
Average, [0.08, 0.5]
Slow} [0.15,1.0]
Attempt (A) {A few, [0.12, 0.0]
Average, [0.12, 0.5]
Many} [0.12,1.0]
Help (H) {Little, [0.12, 0.0]
Average, [0.12, 0.5]
Needed} [0.12,1.0]

Table 2. The input variables of the Fuzzy Inference System
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variables, in which each of the variables consists of three term values and labels as discussed
in Section 2. The fuzzy output follows the zero-order Sugeno style inference, in which the
output value of each fuzzy rule is a constant (Sivanandam et al., 2007). Fig. 3 shows the four
inputs and one single output for the Human Expert FIS.

Fuzzy output variable Fuzzy linguistic terms Numerical range(normalized)
Performance (P) {Not Mastered, 0.0
Moderately Mastered, 0.5
Has Mastered} 1.0

Table 3. The output variables of the Fuzzy Inference System

\.,\ SPSugenos
T flu)
.-—“’/

(sugeno)

O :

Fig. 3. Four inputs and single output for the Human Expert FIS

The membership function of the input is expressed by a Gaussian function specified by two
parameters {g, ¢}, and the membership value is derived by the formula in Fig. 4.

0.75

0.51

0.25

Fig. 4. Gaussian shape function gaussian(x; 2,5)

gaussian(x; g,c) = exp (— [XZ_UC]Z) (8)

Where :
c represents the membership function’s center
o0 determines the membership function’s width
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3.2 Creating fuzzy rules

Fuzzy rules are a collection of linguistic statements that describe how the fuzzy inference
system should make a decision regarding classifying an input or controlling an output. Fig.
5 presents the four inputs and one output reasoning of the student’s performance procedure
for zero order Sugeno fuzzy model. Each input has its own membership function.
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Fig. 5. Fuzzy reasoning procedures for Human Expert FIS model of Student’s Performance

R; have four input variables and one output variable as shown below:
Ri: IF Sis puis AND Tis i AND A is u;3 AND H is uiy THEN P is w;

The rule R; is the i-th rule in the fuzzy rule base system, the u; is the membership function of
the antecedent part of the i-th rule for each input variable and wj; is the weight of the
consequent of each rule. For example, for inputl is score and the membership function can
classified as low, moderate or high. If score is high and time is fast and attempt is a few and help
is little then student performance is has mastered. This process of taking input such as score and
processing it through membership functions to determine the “high” score is called
fuzzification. Based on the human experts’ experience and knowledge about the students’
performance, 18 initial rules that are certain have been constructed as shown in Table 4.

3.3 Combining outputs into an output distribution

The outputs of all of the fuzzy rules must now be combined to obtain one fuzzy output
distribution. The output membership functions on the right-hand side of the figure are
combined using the fuzzy operator AND to obtain the output distribution shown on the
lower right corner of the Fig. 5. For a zero-order Sugeno model, the output level z is a
constant. The output level z; of each rule is weighted by the firing strength w; of the rule (Lin
and Lu, 1996). For example, for an N rule with input 1 = x and input 2 = y, the firing strength
is as shown in equation (9).

w; = F1(x) N Fa(y) ©)
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Where:
Frand F:are the membership functions for input 1 and 2, respectively

Rule S T A H P
1 High Fast A few Little Has Mastered
2 High Fast A few Average Moderately Mastered
3 High Fast A few Needed Moderately Mastered
4 High Fast Average Little Moderately Mastered
5 High Fast Average Average Moderately Mastered
6 High Fast Average Needed Moderately Mastered
7 High Fast Many Little Not Mastered
8 High Fast Many Average Not Mastered
9 High Fast Many Needed Not Mastered
10 High Average A few Little Has Mastered
11 High Average A few Average Moderately Mastered
12 High Average Many Needed Not Mastered
13 High Slow A few Little Has Mastered
14 High Slow Many Needed Not Mastered
15 Moderate Fast A few Little Moderately Mastered
16 Moderate  Average  Average Average Moderately Mastered
17 Moderate Average Many Needed Not Mastered
18 Low X X X Not Mastered

Table 4. Initial fuzzy rules determine by human experts

3.4 Defuzzification of output distribution

The input for the defuzzification process is a fuzzy set and the output is a single number
crispness recovered from fuzziness. Given a fuzzy set that encompasses a range of output
values, we need to return one number, thereby moving from a fuzzy set to a crisp output.
The final output of the system is the weighted average of all rule outputs, computed as in
equation (10).

I.V_ W.Z.
Final Output = Liz1 WiZi (10)

Finally, all the outputs of datasets for reasoning of the student’s performance in the human
expert FIS have been recorded.

Next section describes the ANFIS approach to form a complete fuzzy rule base to solve the
problem of incomplete and vague decisions made by human.

4. Development of Adaptive Neuro-Fuzzy Inference System (ANFIS)

Basically, fuzzy rules and fuzzy reasoning are the backbone of fuzzy inference systems,
which are the most important modeling tools based on fuzzy sets (Jang et al., 1997). Fuzzy
reasoning is an inference procedure that derives conclusions from the set of fuzzy If-Then



A Concise Fuzzy Rule Base to Reason Student Performance Based on Rough-Fuzzy Approach 71

rules and known facts. The ANFIS model is proposed to form a complete fuzzy rule bases so
that all possible input conditions of the fuzzy rules are being generated.

It is necessary to take into consideration the scarcity of data and the style of input space
partitions. For example, for a single input problem, usually 10 data points are necessary to
come up with a good model (Jang et al., 1997). Details on ANFIS model structure will be
described in section 4.1.

4.1 ANFIS model structure

The ANFIS model structure consists of four nodes for input layer, the nodes of hidden layer
and one node for output layer as presented in Fig. 6. The input layer represents the
antecedent part of the fuzzy rule, which is the student’s learning behavior such as the scores
(S) earned, the time (T) spent, the attempts (A), and helps (H); the output layer represents
the consequent part of the rule, i.e. the student’s performance (P). The size of the hidden
layer is determined experimentally.

In this work, the ANFIS model is trained with 18 fuzzy rules obtained from the human
expert. These rules are considered as the rules that are certain. After that, 81 potential fuzzy
rules are used for testing the network that represent the 3 x 3 x 3 x 3 rule antecedents.

Layer1 Layer2 Layer 3 Layer 4 Layer 5 Layer &

input fuzzification rules normalization defuzzification  output

Fig. 6. ANFIS model structure

From the Fig. 6, every nodes of the same layer have similar functions. Layer 1 is the input
layer and the neurons in this layer simply pass external crisp signals to Layer 2.
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y = usi(S)
v = up ()

(11)
v = (4

v = s (H)
Where:
Msi (S), wri(T), ai(A), wpri (H) are the input
Si, Ti, A, H; are the linguistic value
yl.(l) is the output of input neuron i in Layer 1
Layer 2 is the fuzzification layer. Neurons in this layer perform fuzzification. In this student
model, fuzzification neurons have a Gaussian function. A Gaussian function, which has a
Gaussian shape, is specified as:

@)_ ..
@ = o~ Ciggty? 12
Where:
x®

yi(z) is the output of neuron i in Layer 2

c represents the membership function’s center
o0 determines the membership function’s width

is the input

Layer 3 is the rule layer. Each neuron in this layer corresponds to a single to a single Sugeno
type fuzzy rule. A rule neuron receives inputs from the respective fuzzification neurons and
calculates the firing strength of the rule it represents. In an ANFIS, the conjunction of the
rule antecedents is evaluated by the operator product (Negnevitsky, 2005). Each node
output represents the firing strength of a rule. Thus, the output of neuron i in Layer 3 is
obtain as,

¥ = W = pusi(S) x i (T) x pag(A) x pyg(H) i = 1,2 (13)

Layer 4 is the normalization layer. Each neuron in this layer receives inputs from all neurons
in the rule layer and calculates the normalized firing strength of a given rule. The
normalized firing strength is the ratio of the firing strength of a given rule to the sum of
firing strengths of all rules. It represents the contribution of a given rule to the final result.

Wi
y = w = L (14)
wy +w, +ws +wy

Layer 5 is the defuzzification layer. Each neuron in this layer is connected to the respective
normalization neuron and also receives initial input S, T, A, and H. A defuzzification neuron

calculates the weighted consequent value of a given rule as,

v = Wf; = wi(a;S + b;T + ¢;NT + d;NH + e;) (15)
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Where:
w, is the output of the Layer 4

yl-(s) is the output of defuzzification neuron i in Layer 5
{a;, by, c;, d;, e;} is a set of consequent parameter of rule i

Layer 6 is represented by a single summation neuron. This neuron calculates the sum of
outputs of all defuzzification neurons and produces the overall ANFIS output (y).

yi(G) = overall output = Zszi = Ziwif (16)
- Xiwi

4.2 Training with different training datasets

The preparation of the input patterns for training the ANFIS involves the conversion of the
linguistic terms of the fuzzy rules into numeric values. Initially, there are 44 rules that are
the certain and consistent rules, which are obtained from the human experts. The total
number of input patterns for the training datasets is 44 rather than 18, because the “x’
symbol used in rule-18 in Table 4 should be represented by all possible linguistic terms for
the respective antecedents.

The increments of the training datasets are very important until the ANFIS model had
provided the best result and reasonably able to classify all of the student performance. Due
to insufficient training data problem, the increments of 10 training patterns were proposed.
Therefore, besides the 44 input patterns for training, this research also proposes 54, 64 and
69 trained ANFIS model.

In order to determine the best ANFIS model, ten tests had been carried out for each model
and calculate their mean square errors (MSE). The error is the difference between the
training data output value, and the output of the ANFIS corresponding to the same training
data input value. The ANFIS model with the lowest mean square errors is being chosen for
the next experiment.

4.3 Results and discussion on ANFIS

This section explains the testing results of the three ANFIS model selected from the trained
fuzzy inference system. All the results had been tabulated in a line graphs to compare
between ANFIS output based on 44, 54, 64 and 69 training datasets, respectively and the
testing data.

In this section, four ANFIS model selected from the previous experiment are selected to test
the 81 input data patterns. All the results had been tabulated into a line graphs to compare
between the ANFIS output. Fig. 7 shows the comparison between ANFIS outputs based on
44 training datasets and testing data. There are 69.14% of the input patterns which are
classified successfully and 30.86% which are misclassified.

Besides that, Fig. 8 shows the comparison between ANFIS outputs based on 54 training
datasets and testing data. From the graph, there are 85.19% were classified successfully and
14.81% were misclassified. Therefore, the increment of the training datasets need to be
executed, so that able to achieve better result.
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Fig. 7. Comparison between ANFIS outputs based on 44 training datasets and testing data

4 N
—— Output
ANEIS54 F2 T— y  W— f AL A
I ‘
| \
‘ —
|
L]
1
, yroey 7(* i
o Wy evJ vvvvv i 7y o

- J

Fig. 8. Comparison between ANFIS outputs based on 54 training datasets and testing data

After incrementing the training data from 54 to 64, the results seem becomes better. Fig. 9
shows the comparison between outputs of ANFIS model based on 64 training datasets and
outputs of the checking data. The outcomes of the trained ANFIS able to achieved up to
96.3% which are classified successfully. However, still have some of outputs are illogical
decisions. There are 3.7% of the decisions are illogically.

Thus, another experiment carried out by using the 69 training datasets and finally the all the
outputs of the ANFIS are able to classify all the 81 input patterns successfully. We can see it
clearly in the Fig. 10. From the graph, both of the outputs are same and the ANFIS model
can classify the student performance correctly in all possible conditions.
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Fig. 10. Comparison between ANFIS outputs based on 69 training datasets and testing data

Moreover, the percentage of successful classification for each input data pattern have been
calculated and shown in the Table 4 and Fig. 10. The table below indicates that the human
experts’ fuzzy rule base consisting of only 18 rules has the possibility of not giving all
classification result. For 81 input datasets have been tested only 62% successfully classified;
1500 random input datasets, 66% successfully give the desired result. Meanwhile ANFIS
based on 69 training datasets yield encouraging results than human experts’ fuzzy rule base,
they have successfully classified all the given input.

By analyzing and comparing the experimental results for the five fuzzy rule bases, it can be
concluded that the human experts’ fuzzy rule base is consistent but incomplete. This is
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because the 18 rules in this rule base were carefully selected to give full certainty for
decisions. However, we found that not all situations covered by this 18 fuzzy rules and still
have some rules are not stated. On the contrary, the complete fuzzy rule base in ANFIS is
complete but still got some rules are inconsistent and the decision output is not logically.
Although all situations for all four attributes are covered by the set of 81 rules, some of the
rules have been found to have unnecessary conditions. Thus, the increment of the training
data need to done, so that the ANFIS based on 69 training datasets able to eliminate the
unnecessary conditions and the illogical decisions. Finally, the ANFIS model is consistent
and complete; all situations for all four attributes are covered by the set of 69 training data,

and there are no missing rules.

Input data patterns
Fuzzy Rule Base 81 1500
Human Experts 62.00% 66.00%
ANFIS (44) 69.14% 89.60%
ANFIS (54) 85.19% 99.47 %
ANFIS (64) 96.30% 99.73%
ANFIS (69) 100.00% 100.00%

Table 5. Percentage of successful classifications correctly

5. Rough-fuzzy approach

ANFIS approach described in Section 4 has successfully formed a complete fuzzy rule that
able to solve the problem of incomplete and vague decisions made by human. However, not
all rules generated are significant and thus it is important to extract only the most significant
rules in order to improve the classification accuracy. In this work, we propose Rough-Fuzzy
approach to refine the fuzzy rule base into a concise fuzzy rule base (refer Fig. 11).

@ Data pre-processing @ Reduct computation

Preparation of input
patterns for the rough set

‘ Decision system mapping ‘

approach
Complete fuzzy rules Discretisation
— < —W

Fuzzy rule 3
base Compute Projection
reducts of classes

Consize fuzzy rules T
A

Conversion of output
patterns into fuzzy rules

@ Data post-processing

Generate rules

Fig. 11. The rough-fuzzy approach to constructing concise fuzzy rules
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5.1 Rough fuzzy phases

The three main phases in the rough-fuzzy approach are data pre-processing, reduct
computation and data post-processing as shown in Fig. 11 and described as follows:

Phase 1. Data pre-processing.

In this phase, the complete fuzzy rules are converts from linguistic terms into numeric
values that correspond to the rough set format.

Phase 2. Reduct computation.

The fuzzy rules are mapped into a decision system format, discretisation of data,
computation of reducts from data and derivation of rules from reducts.

a. In this problem, the fuzzy rules are mapped as rows; while the antecedents and the
consequents of the rules are mapped into columns. In the rough set decision table, the
antecedents and consequents of the fuzzy rules are labelled as condition and decision
attributes, respectively.

b. Discretisation refers to the process of arranging the attribute values into groups of
similar values. It involves the transformation of the fuzzy linguistic descriptions of the
conditions and the decision attributes into numerical values. In this study, a conversion
scheme is formulated to transform the conditions and decisions of fuzzy linguistic
values into numerical representations.

c. Computation of reduct
The reduct computation stage determines the selection of an important attribute that
can be used to represent the decision system (Carlin et al., 1998). It is used to reduce the
decision system, thus generating more concise rules. The rough set approach employs
two important concepts related to reduction: one is related to reduction of rows, and the
other one is related to reduction of columns (Chen, 1999). With the notion of an
indiscernibility class, the rows with certain properties are grouped together, while with
the notion of dispensable attributes, the columns with less important attributes are
removed. Another essential concept in reduct computation is the lower and upper
approximations, in which the computation involved in the lower approximation
produces rules that are certain, while the computation involved in the upper
approximation produces possible rules (Jhrn, 2001).

d. Rule Generation. A reduct is converted into a rule by binding the condition attribute
values of the object class from which the reduct is originated to the corresponding
attribute.

Phase 3. Data post-processing

The rules in rough set format are converted into linguistic terms of the concise fuzzy rule base.

5.2 Rough fuzzy experiment

In Section 4, there are 81 datasets that represent every possible value of the fuzzy rules with
full certainty. This dataset is used for the development of the ANFIS model. Using Rosetta
as rough set tool, the genetic algorithm with object reduct is the method used for computing
reducts (Jhrn, 2001). This method implements a genetic algorithm for computing minimal
hitting sets as described by Vinterbo and @hrn (2000). Using rough set, we trained the fuzzy
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rules incrementally with different training data set that consist of 44, 54, 64 and 69 input
data patterns as described in Section 4. The purpose of the iteration with different input
patterns of ANFIS is to ensure that the decision is agreed by human expert.

Table 6 shows the number of reducts, the number of rules and the rule percentage of rough
set experiment with different input patterns. The result shows that ANFIS with 69 input
patterns generates more concise rule with less number of reducts and less number of rules
extracted compared to ANFIS with other pattern.

Model No of Reducts No of Rules Percentage of Rules
1. Human expert 6 13 16%
2. ANFIS with 44 input patterns 11 23 28%
3. ANFIS with 54 input patterns 9 16 20%
4. ANFIS with 64 input patterns 7 13 16%
5. ANFIS with 69 input patterns 4 8 10%

Table 6. Number of reducts and rules based on different input patterns

To determine whether the performance of the concise fuzzy rule base is consistent with the
performance of the complete fuzzy rule base, each rule bases of input patterns is compared.

Table 7 shows that the decision output given by both the rule bases of each input patterns
has very small differences (in terms of its mean square error). This result confirms that the
concise fuzzy rule base does not degrade the performance of the complete fuzzy rule base.

It can be seen from Table 7 that ANFIS with 69 input patterns matched exactly as predicted
by experts with MSE value equal to zero. The reducts and rules generated by rough set for
ANFIS with 69 input patterns is chosen for further discussion.

Complete Rule Base (81 Rules) Concise Rule Base MSE

ANFIS with 44 input patterns 23 Rules  4.76E07
ANFIS with 54 input patterns 16 Rules  1.02E07
ANFIS with 64 input patterns 13 Rules  3.70E10
ANFIS with 69 input patterns 8 Rules 0.00

Table 7. MSE result of Complete vs Concise Rule Base

Furthermore, Table 8 shows four object-related reduct generated by Rosetta for ANFIS with
69 input patterns. All reducts has 100% support, which mean that all objects are mapped
deterministically into a decision class. In other words, the support for the decision rule is the
probability of an object to be covered by the description that belongs to the class (Grzymala-
Busse, 1991).

Class Reduct Support
Cr {Score} 100
C {Attempt} 100
G {Score , Attempt} 100
Cy {Score , Attempt, Help} 100

Table 8. Object-related reduct based on ANFIS 69 model
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Rules generated from reduct are representative rules extracted from the data set. Since a
reduct is not unique, rule sets generated from different reducts contain different sets of rules
as shown in Table 9.

Rule set Rules

R; Score = low => Performance = not mastered

R, Attempt = many => Performance = not mastered

R;s Score = moderate AND Attempt = a few => Performance = moderately mastered

Ry Score= moderate AND Attempt = average => Performance = moderately
mastered

Rs Score= high AND Attempt = average => Performance = moderately mastered

Rg Score= high AND Attempt = a few AND Help = little => Performance = has
mastered

R; Score= high AND Attempt = a few AND Help = average => Performance =
moderately mastered

Rs Score= high AND Attempt = a few AND Help = needed => Performance =

moderately mastered

Table 9. Rule Generation

For example, the given reduct from Table 8 i.e. reduct {Score, Attempt}, is presented by three
rules as shown in Table 9 namely R3, R4, and Rs.

R : IF Score = moderate AND Attempt = a few THEN Performance = moderately mastered

Ry: IF Score= moderate AND Attempt = average THEN Performance = moderately
mastered

Rs : IF Score= high AND Attempt = average THEN Performance = moderately mastered

A unique feature of the rough set method is its generation of rules that played an important
role in predicting the output. Table 10 listed the rule generation analysis by Rosetta and
provides some statistics for the rules which are support, accuracy, coverage and length. The
rule coverage and accuracy are measured to determine the reliability of the rules. Below is
the definition of the rule statistics (Bose, 2006).

a. The rule support is defined as the number of records in the training data that fully
exhibit property described by the IF condition.

b. The rule accuracy is defined as the number of RHS support divided by the number of
LHS support.

c.  The conditional coverage is the fraction of the records that satisfied the IF conditions of
the rule. It is obtained by dividing the support of the rule by the total number of records
in the training sample.

d. The decision coverage is the fraction of the training records that satisfied the THEN
conditions. It is obtained by dividing the support of the rule by the number of records
in the training that satisfied the THEN condition.

e. The rule length is defined as the number of conditional elements in the IF part.
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RS RSupp RA CA DC RL
R; 27 1 27/81=0.333333 27/45= 0.6 1
R 27 1 27/81=0.333333 27/45= 0.6 1
R; 9 1 9/81=0.111111 9/33=0.272727 2
Ry 9 1 9/81=0.111111 9/33=0.272727 2
R5 9 1 9/81=0.111111 9/33=0.272727 2
Rs 3 1 3/81=0.037037 3/3=1 3
Ry 3 1 3/81=0.037037 3/33=0.090909 3
Rg 3 1 3/81=0.037037 3/33=0.090909 3
Legend:

RS - Rule Sets, RSupp - Rule Support, RA - Rule Accuracy, CA - Conditional Coverage, DC - Decision
Coverage, RL - Rule Length

Table 10. Rule Generation Analysis

Coverage gives a measure of how well the objects describe the decision class. The
conditional coverage is measured by the ratio of the number of rules that fulfil the
conditional part of the rules to the overall number of rules in the sample. Meanwhile, the
decision coverage is measured by the ratio of the number of rules that give decision rules to
the overall number of rules in the sample. Accuracy gives a measure of how trustworthy the
rule is in the condition. It is the probability that an arbitrary object belonging to Class C is
covered by the description of the reduct (Grzymala-Busse, 1991). According to Pawlak
(1998), an accuracy value of 1 indicates that the classes have been classified into decision
classes with full certainty and consistency.

For example, there are 27 objects that fulfil the conditional part of the rule R;, compared
with the overall 81 rules in the sample. Therefore, the conditional coverage of this rule is
about 0.3333. In addition, the decision for the performance and learning efficiency with the
value of not mastered is used once in the fuzzy rule base and it is only given to rule R;.
Therefore, the decision coverage for this rule is 1. Finally, the accuracy value of this rule is 1,
which means that this rule belongs to Class C; and is covered. Thus, it is said to have full
certainty and is consistent. In conclusion, because all of the rules in Table 10 have accuracy
values of 1, the concise fuzzy rules are reliable because they are covered, have full certainty,
and are consistent.

6. Conclusion

In this study, fuzzy inference models provide an efficient way to reason about a student’s
learning achievement in quantitative way. In this work, a complete fuzzy rule base are
formed using ANFIS approach, where all possible input conditions of the fuzzy rules are
being generated apart from the 18 human experts’ rules that are considered certain. By
training the neural network with selected 18 conditions that are certain, the ANFIS is able to
recognize other decisions that are previously not complete, in both the antecedents and
consequent parts of the fuzzy rules. However, some of the decisions are found misclassified
and inconsistent. In addition, it is realized that the number of fuzzy rules formed is directly
related to the number of fuzzy term sets defined at the antecedents. As the number of fuzzy
term sets increases, the fuzzy rules will also increases and will affect the computation time
and space. Besides that, when there are too many rules, some of the rules may be found not
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significant. Therefore, this work proposes the Rough-Fuzzy approach that able to reduce the
complete fuzzy rule base into a concise fuzzy rule base. This approach able to determine the
selection of important attributes that can be used to represent the fuzzy rule base system.
Therefore, the condition space is reduced by taking only a few conditions to achieve a
reasonable size of the condition subspace. Moreover, the proposed concise fuzzy rule base is
said to be reliable, due to the fact that it is covered, consistent and have full certainty.
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1. Introduction

In the last few years the applications of artificial intelligence techniques have been used to
convert human experience into a form understandable by computers. Advanced control
based on artificial intelligence techniques is called intelligent control. Intelligent systems are
usually described by analogies with biological systems by, for example, looking at how
human beings perform control tasks, recognize patterns, or make decisions. Fuzzy logic is a
way to make machines more intelligent enabling them to reason in a fuzzy manner like
humans. Fuzzy logic, proposed by Lotfy Zadeh in 1965, emerged as a tool to deal with
uncertain, imprecise, or qualitative decision-making problems (Zadeh, 1965).

Controllers that combine intelligent and conventional techniques are commonly used in the
intelligent control of complex dynamic systems. Therefore, embedded fuzzy controllers
automate what has traditionally been a human control activity.

Traditional control approach requires modeling of the physical reality. Three methods may
be used in the description of a system (Passino & Yurkovich, 1998) :

1. By experimenting and determining how the process reacts to various inputs, one can
characterize an input-output table.

2. Control engineering requires an idealized mathematical model of the controlled
process, usually in the form of differential or difference equations. But problems arise in
developing a meaningful and realistic mathematical description of an industrial
process: i- Poorly understood phenomena, ii- Inaccurate values of various parameters,
iii-Model complexity.

3. Heuristic Methods: The heuristic method consists of modeling and understanding in
accordance with previous experience, rules-of-thumb and often-used strategies. A
heuristic rule is a logical implication of the form: If <condition> Then <consequence>,
or in a typical control situation: If <condition> Then <action>. Rules associate
conclusions with conditions. Therefore, the heuristic method is actually similar to the
experimental method of constructing a table of inputs and corresponding output values
where instead of having crisp numeric values of input and output variables, one use
fuzzy values: IF input_voltage = Large THEN output_voltage = Medium.
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Fuzzy control strategies come from experience and experiments rather than from
mathematical models and, therefore, linguistic implementations are much faster
accomplished. Fuzzy control strategies involve a large number of inputs, most of which are
relevant only for some special conditions. Such inputs are activated only when the related
condition prevails. In this way, little additional computational overhead is required for
adding extra rules. As a result, the rule base structure remains understandable, leading to
efficient coding and system documentation.

2. Logical inference

A connection between cause and effect, or a condition and a consequence is made by
reasoning. Reasoning can be expressed by a logical inference or by the evaluation of inputs
in order to draw a conclusion. We usually follow rules of inference which have the form: IF
causel = A and cause2 = B THEN effect = C. Where A, B and C are linguistic variables.

2.1 Fuzzy sets

A fuzzy set is represented by a membership function defined on the universe of discourse.
The universe of discourse is the space where the fuzzy variables are defined. The
membership function gives the grade, or degree, of membership within the set of any
element of the universe of discourse. The membership function maps the elements of the
universe onto numerical values in the interval [0, 1]. A membership function value of zero
implies that the corresponding element is definitely not an element of the fuzzy set, while a
value of unity means that the element fully belongs to the set. A grade of membership in
between corresponds to the fuzzy membership to the set. In practical situations there is
always a natural fuzzification when someone analysis statements and a smooth
membership curve usually better describes the grade that an element belongs to a set
(Erdirencelebi et al., 2011).

Fuzzification: is the process of decomposing a system input and/or output into one or more
fuzzy sets. Many types of curves can be used, but triangular or trapezoidal shaped
membership functions are the most common because they are easier to represent in
embedded controllers.

Fig. 1 shows a system of fuzzy sets for an input with trapezoidal and triangular membership
functions.

The figure illustrates the process of fuzzification of the air temperature in order to control
the operation of an air-conditioning system. There are five fuzzy sets for temperature:
COLD, COOL, GOOD, WARM, and HOT.

Defuzzification: After fuzzy reasoning, we have a linguistic output variable that needs to
be translated into a crisp value. The objective is to derive a single crisp numeric value that
best represents the inferred fuzzy values of the linguistic output variable. Defuzzification
is such inverse transformation which maps the output from the fuzzy domain back into
the crisp domain.

Most commercial fuzzy products are rule-based systems that receive current information in
the feedback loop from the device as it operates and control the operation of a mechanical or
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other device (Simoes & Friedhofer, 1997; Simoes & Franceschetti, 1999). A fuzzy logic system
has four blocks as shown in figure 2. Crisp input information from the device is converted
into fuzzy values for each input fuzzy set with the fuzzification block. The universe of
discourse of the input variables determines the required scaling for correct per-unit
operation. The scaling is very important because the fuzzy system can be retrofitted with
other devices or ranges of operation by just changing the scaling of the input and output.
The decision-making-logic determines how the fuzzy logic operations are performed, and
together with the knowledge base determine the outputs of each fuzzy IF-THEN rule. Those

are combined and converted to crispy values with the defuzzification block. The output
crisp value can be calculated by the center of gravity.
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Fig. 1. Fuzzy sets defining temperature.
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In order to process the input output reasoning, there are six steps involved in the creation of
a rule based fuzzy system:

1.

AL N

Identify the inputs and their ranges and name them.
Identify the outputs and their ranges and name them.

Create the degree of fuzzy membership function for each input and output.
Construct the rule base that the system will operate under.

Decide how the action will be executed by assigning strengths to the rules.
Combine the rules and defuzzify the output.
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3. Adaptive Neuro-Fuzzy Inference System (ANFIS)

In spite of some non-linear control problems can be handled using neural control schemes,
in situations where there is precise tracking of fast trajectories for non-linear systems with
high nonlinearities and large uncertainties, neural control schemes are severely inadequate
(Denai et al., 2004). Adaptive Neuro-Fuzzy Inference Systems are realized by an appropriate
combination of neural and fuzzy systems and provide a valuable modeling approach of
complex systems (Denai et al., 2004; Rezaeeian et al., 2008; Hanafy, 2010).

The proper selection of the number, the type and the parameter of the fuzzy membership
functions and rules is crucial for achieving the desired performance and in most situations,
it is difficult. Yet, it has been done in many applications through trial and error. This fact
highlights the significance of tuning fuzzy system. Adaptive Neuro-Fuzzy Inference
Systems are Fuzzy Sugeno models put in the framework of adaptive systems to facilitate
learning and adaptation. Such framework makes FLC more systematic and less relying on
expert knowledge. To present the ANFIS architecture, let us consider two-fuzzy rules based
on a first order Sugeno model:

Rule 1: if (x is A7 ) and (y is B;) then

(A =pix+qy+n)
Rule 2: if (x is Ay ) and (y is B, ) then

(f2=px+qy+n)j

ANFIS architecture to implement these two rules is shown in figure 3. Note that a circle
indicates a fixed node whereas a square indicates an adaptive node (the parameters are
changed during training). In the following presentation O, denotes the output of node i in
layer L.a
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Fig. 3. Construct of ANFIS.
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Layer 1: the fuzzy membership function (MF) represented by the node: All the nodes in this
layer are adaptive nodes, i is the degree of the membership of the input to

O1,i = 4 (%) i=1,2
Where g;, b;, and ¢; are the parameters for the MF
O1,i = pi-2(Y) i=34 @

A; and B; can be any appropriate fuzzy sets in parameter form. For example, if bell MF is
used then

Hai(¥)=——"———— =12 @

Layer 2: The nodes in this layer are fixed (not adaptive). These are labeled M to indicate that
they play the role of a simple multiplier. The outputs of these nodes are given by:

Oa,i =w; = ppi()pupi(y) =12 3)
The output of each node in this layer represents the firing strength of the rule.

Layer 3: Nodes in this layer are also fixed nodes. These are labeled N to indicate that these
perform a normalization of the firing strength from previous layer. The output of each node
in this layer is given by:

@i i=1,2 )
wq + (%)

Os,;=w; =

Layer 4: All the nodes in this layer are adaptive nodes. The output of each node is simply
the product of the normalized firing strength and a first order polynomial:

Oy =w;f; =wi(pix +qiy +1;) =12 ()

Where: pi, gi, and r; are design parameters (consequent parameter since they deal with the
then-part of the fuzzy rule).

Layer 5: This layer has only one node labeled S to indicate that it performs the function of a
simple summer. The output of this single node is given by:

2
2 zwlfl
Os;i=f :Zwifi == (6)
i=1 Zwi
i=1

In this ANFIS architecture, there are two adaptive layers (1, 4). Layer 1 has three modifiable
parameters (aj, bi, and ¢;) pertaining to the input MFs. These parameters are called premise
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parameters. Layer 4 has also three modifiable parameters polynomial. These parameters are
called consequent parameters (p;, g, i) pertaining to the first order.

In order to improve the training efficiency, a hybrid learning algorithm is applied to justify
the parameters of input and output membership functions. The antecedent parameters (the
parameters related to input membership functions) and the consequent parameters (the
parameters related to output membership functions) are two parameter sets in the
architecture which should be tuned. When we suppose that premise parameters are fixed,
then the output of ANFIS will be a linear combination of the consequent parameters. So, the
output can be written as:

f=wfi+wfs ?)

With substituting Equation (5) in Equation (7), the output can be rearranged as:
[ =@ x)py +(@1y)q1 +(@1)r +(@ax)pa +(Way)qa + (W) ®)

So, the consequent parameters can be tuned by the least square method. On the other hand,
if consequent parameters are fixed, the premise parameters can be adjusted by the gradient
descent method. ANFIS utilizes hybrid learning algorithm in which the least square method
is used to identify the consequent parameters in forward pass and the gradient descent
method is applied to determine the premise parameters in backward pass.

Not yet, many recent developments in evolutionary algorithms have provided several
strategies for NFIS design. Three main strategies, including Pittsburg-type, Michigan-type,
and iterative rule learning genetic fuzzy systems, focus on generating and learning fuzzy
rules in genetic fuzzy systems (Lin et al.;2008)

4. Fuzzy controllers using susbtractive clustering

A common way of developing Fuzzy Controller is by determining the rule base and some
appropriate fuzzy sets over the controller’s input and output ranges. An efficient approach,
namely, Fuzzy Subtractive Clustering is used here, which minimizes the number of rules of
Fuzzy Logic Controllers. This technique provides a mechanism to obtain the reduced rule
set covering the whole input/ output space as well as membership functions for each input
variable. In (Chopra et al., 2006), Fuzzy subtractive clustering approach is shown to reduce
49 rules to 8 rules where simulation of a wide range of linear and nonlinear processes is
carried out and results are compared with existing Fuzzy Logic Controller with 49 rules.

4.1 Introduction to cluster analysis

By definition, cluster analysis is grouping of objects into homogenous groups based on same
object features. Clustering of numerical data forms the basis of many classification and
system-modeling algorithms. The purpose of clustering is to identify natural grouping of
data from a large data set to produce a concise representation of a system’s behavior.
Clustering algorithms typically requires the user to pre-specify the number of cluster centers
and their initial locations. The locations of the cluster centers are then adapted in a way such
that these can better represent a set of data points covering the range of data behavior. The
Fuzzy Clustering Means (FCM) algorithm (Bezdek, 1990) method is well-known example of
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such clustering algorithm. For these algorithms, the quality of the solution depends strongly
on the choice of initial values i.e., the number of cluster centers and their initial locations
(Nikhil et al., 1997) .

In (Yager & Filev, 1994), the authors proposed a simple and effective algorithm, called the
mountain method, for estimating the number and initial location of cluster centers. Their
method is based on girding the data space and computing a potential value for each grid
point based on its distances to the actual data points; a grid point with the highest potential
value is chosen as the first cluster center and the potential of all grid points are reduced
according to their distance from the cluster center. The next cluster center is then placed at
the grid point with the highest remaining potential value. This procedure of acquiring new
cluster center and reducing the potential of surrounding grid points is repeated until the
potential of all grid points falls below a threshold. Although this method is simple and
effective, the computation grows exponentially with the dimension of the problem. The
author in (Chiu, 1994) proposed an extension of this mountain method, called subtractive
clustering, in which each data point, rather than the grid point, is considered as a potential
cluster center. Using this method, the number of effective “grid points” to be evaluated is
simply equal to the number of data points, independent of the dimension of the problem.
Another advantage of this method is that it eliminates the need to specify a grid resolution,
in which tradeoffs between accuracy and computational complexity must be considered.

4.2 The subtractive clustering method

To extract rules from data, we first separate the training data into groups according to their
respective class. Consider a group of n data points {X1, X2,..., Xn} for a specific class, where
Xi is a vector in the input feature space. Assume that the feature space is normalized so that
all data are bounded by a unit hypercube. We consider each data point as a potential cluster
center for the group and define a measure of the potential of data point Xi to serve as a
cluster center as

n 2
Ry ©)
j=1
Where
a= iz (10)

Ta

HH denotes the Euclidean distance, and r, is a positive constant. Thus, the measure of the
potential of a data point is a function of its distances to all other data points in its group. A
data point with many neighboring data points will have a high potential value. The constant
I, is effectively a normalized radius defining a neighborhood; data points outside this radius
have a little influence on the potential. Note that because the data space is normalized, r,
=1.0 is equal to the length of one side of the data space. After the potential of every data
point in the group has been computed, we select the data point with the highest potential as
the first cluster center. Let x1” be the location of the first cluster center and P1* be its potential
value. We then revise the potential of each data point x; in the group by the formula
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Where

p= (12)
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and 1 is a positive constant. Thus, we subtract an amount of potential from each data point
as a function of its distance from the first cluster center. The data points near the first cluster
center will have greatly reduced potential, and therefore will unlikely be selected as the next
cluster center for the group. The constant 1, is effectively the radius defining the
neighborhood which will have measurable reductions in potential. To avoid obtaining closly
spaced cluster centers, we typically choose 1, =1.25r, (Chopra et al. , 2006).

When the potential of all data points in the group has been reduced according to Equation
11, we select the data point with the highest remaining potential as the second cluster center.
We then further reduce the potential of each data point according to their distance potential
as the second cluster center. In general, after the K' th cluster center has been obtained, we
revise the potential of each data point by the formula

«||2
x|

Wi

P.<P-Pe (13)

Where xi" is the location of the K' th cluster center and pi* is its potential value. The process
of acquiring new cluster center and reducing potential repeats until the remaining potential
of all data points in the group is below some fractions of the potential of the first cluster
center Py". Typically, one can use px” < 0.15P1" as the stopping criterion (Chiu, 1997).

Each cluster center found in the training data of a given class identifies a region in the
feature space that is well populated by members of that class. Thus, we can translate each
cluster center into a fuzzy rule for identifying the class.

Suppose cluster center x;" was found in the group of data for class c1; this cluster center
provides the rule:

Rule i:If {x is near x: } then class is c1.

The degree of fulfillment of {x is near x; } is defined as

|12
—aHx —X;

Hi=e (14)

Where « is a constant defined by Equation 10 .

By applying subtractive clustering to each class of data individually, we thus obtain a set of
rules for identifying each class. The individual sets of rules can then be combined to form
the rule base of the classifier. For example, suppose we found 2 clusters centers in class c1
data, and 5 cluster centers in class c2 data, then the rule base will contain 2 rules that
identify class ¢1 members and 5 rules that identify class c2 members. When performing
classification, the output class of the classifier is simply determined by the rule with the
highest degree of fulfillment.
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5. ANFIS control of an intelligent robotic gripper

The effectiveness of the Fuzzy Inference control will be illustrated here by applying the
method to control the operation of a robotic gripper. The robotic gripper will be first
described, its operation principle will be illustrated, then the application of the Adaptive
Network Fuzzy Inference System control to the gripper system will be presented.

Generally, the main goal of robotic gripper during object grasping and object lifting process
is applying sufficient force to avoid the risk of a difficult task or sometimes a task that could
not be achieved. The problem can be posed as an optimization problem (Ottaviano et
al.,2000; Bicchi & Kumar,2000). Sensory systems are very important in this field. Two types
of sensing are most actively being investigated to increase robot awareness: contact and
non-contact sensing. The main type of non-contact sensing is vision sensing where video
camera is processed to give the robot the object information. However, it is costly and gives
no data concerning forces (Lorenz et al., 1990). Tactile sensing, on the other hand, has the
capability to do proximity sensing as well as force sensing, it is less expensive, faster and
needs less complex equipment (Choi et al.,2005). The basic principle of the Slip-Sensitive
Reaction used in this work is that, the gripper should be able to automatically react to object
slipping during grasp with the application of greater force. A lot of researches have been
focusing on fingertip sensors development to detect slippage and applied force (Dario & De
Rossi ,1985; Friedrich et al., 2000), which requires complicated drive circuit and suffers from
difficult data processing and calibration. Polyvinylidene fluoride (PVDF) piezoelectric
sensors are presented in (Barsky et al., 1989) to detect contact normal force as well as slip.
Also, an array 8x8 matrix photo resistor is introduced in (Ren et al.,2000) to detect slippage.
A slip sensor based on the operation of optical encoder used to monitor the slip rate
resulting from insufficient force is presented in (Salami et al, 2000). However, it is expensive
and have some constrains on the object to be lifted. Several researchers handle finger
adaptation using more than one link in one finger to verify stable grasping (Seguna &
Saliba, 2001; Dubey & Crowder, 2004). This results in complicated mechanical system
leading to difficulty in control and slow response. Fuzzy controllers have been very
successful in solving the grasping problem, as they do not need mathematical model of the
system (Dominguez-Lopez & Vila-Rosado, 2006). In this study, a new design and
implementation of robotic gripper with electric actuation using brushless dc servo motor is
presented. Standard sensors adaptation in this work leads to maintaining the simplicity of
the mechanical design and gripper operation keeping a reasonable cost. The gripper control
was achieved through two control schemes. System modeling had been introduced using
ANFIS approach. A new grasping scenario is used in which we collect information about the
masses of the grasped objects before starting the grasping process without any additional
sensors. This is achieved through knowledge of object pushing force that allows applying an
appropriate force and minimizing object displacement slip through implementation of the
proposed fuzzy control.

5.1 Gripper design and configuration

A proper gripper design can simplify the overall robot system assembly, increase the overall
system reliability, and decrease the cost of implementing the system. Hence, the design of
the gripping system is very important for the successful operation.
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5.1.1 Gripper design guidelines

It may not be possible to apply all the guidelines to any one design. Sometimes, one
guideline may suggest one design direction while another may suggest the opposite. Each
particular situation must be examined and a decision must be made to favor the more
relevant guidelines (Monkman et al,2007). The design guidelines may be as follows: -

1. Minimize the gripper weight: This allows the robot to accelerate more quickly.

2. Grasp objects securely: This allows the robot to run at higher speeds thereby reducing
the cycle time.

3. Grip multiple objects with a single gripper: This helps to avoid tool changes.

Fully encompass the object with the gripper: This is to help hold the part securely.

5. Do not deform the object during grasping: Some objects are easily deformed and care
should be taken when grasping these objects.

6. Minimize finger length: Obviously, the longer the fingers of the gripper the more they
are going to deflect when grasping an object.

7. Design for proper gripper-object interaction: If, however, a flat surface is being used,
then a high friction interface is desired since the part would not be aligned anyway and
the higher friction increases the security of the grasp.

=

5.1.2 Two fingers gripper selection

The objects may vary in size and shape. Thus the gripper should be able to handle objects
of different shapes and sizes in a particular range. Gripper should be compact so that it
does not interfere with other equipment. The use of conical fingers “three fingers or
more” will help holding the parts securely. But if we have an object larger than these
conical fingers, the object could not be gripped properly. Parallel moving fingers are a
good solution in this case. This parallel movement also helps in gripping objects
internally. Since the force is acting at a point or line in conical form of gripping it may
lead to wear and tear of both the object and the finger. But in the parallel finger
arrangement, the force will be distributed over an area. The two-fingers grasp may be
considered the simplest efficient grasping configuration.

5.1.3 Gripper configuration

The developed gripper device was configured with a two parallel finger design for its wide
applications in spite of its precise control need. One finger is fixed and the other is movable
to ease the control and minimize the cost as shown in figure 4. The fingers are flat and
rectangular in shape. The housing of the gripper and fingers were made of aluminum sheet
for light weight consideration with proper thickness to ease the machining and holes
puncture through edges. This gives simple assembly and ease in maintenance. The movable
finger is driven on a lead screw and guided by a linear bearing system with the advantage
of self-locking capability, low cost and ease of manufacture.

To control the gripping of the object, we need to measure both the force applied to the object
and the object slip. A standard commercial force sensor resistor FSR (Flexiforce A201
working in the range of 0-1 Ib (4.4N)) is used to measure the applied force. Also Phidget
vibrator sensor is adapted as slip sensor to give information about object slip rate in m/sec.
These two sensors are tactile sensors. The actuator used to drive the movable finger is a
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permanent magnet brushless dec motor (BLDC). It has the advantage of high power density,
ease of control, high efficiency, low maintenance and low rotor inertia. BLDC servo motor
used is an internal rotor motor "BLD3564B" from Minimotor inc. with its drive circuit
"BLD5604-SH2P" .

The design of the gripper fingers must take some restrictions into consideration. Long
fingers require high developed torque and short fingers impose restrictions on object
dimensions. Hence fingers are selected to be 15 cm long. Also, a contact rubber material area
between the fingers and the object of 25 mm by 25 mm is used to decrease the pressure on
the object, increase the friction, and avoid deformation from centric concentrated force. With
this gripper configuration, we succeeded to verify all previous design guidelines except
guideline no.4 as our proposed gripper doesn’t fully encompass the object in order to be
able to grasp a greater variety of objects, although this imposes more difficulty in the control
during gripping.

6. Robotic gripper modeling

To build the proposed controller, we need to get information about the system
characteristics for use in simulation and experimental work. Hence, input/output variables
of the system are measured and processed. The input variable to the system is the speed
control command to the servo motor drive expressed as reference voltage V¢ . The applied
force on the object is the output variable Fupp. The deformable compliant rubber material
covering the contact area of the fingers, as shown in figure 4, is important to allow a wide
range of force control for solid objects as well as decreasing the pressure on the object and
increasing the friction. Hence, we need to model the variation of the applied force Fapp by
the gripper finger with time at different reference voltage control commands Vies .

1- Drive card for the actuator
2-BLDC motoras an actuator
3-Movable finger

O )
M 2 4-Fixedfinger
= - Objectwhich will be handled

54 8
// 6- Force sensor { covered with }
’ 7-Force Sensor { rubber material

8- Slip Sensor

Fig. 4. Gripper configuration.

Experimentally, and due to the mechanism constraint according to the gripper design, the
applied force by the gripper fingers F.pp, on the objects could not decrease if the reference
voltage control command V. is decreased. To verify the proposed controller, a model was
built using MATLAB software package considering the mechanical constraints, which in
turn lead to the accumulation of the applied force when V. is changed. For practical
control, a maximum limit was set to the applied force Fmaxapp , figures 5 & 6. From this
simulation model, the set of training data, checking data and testing data to be used for
ANFIS model training were prepared.
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Fig. 5. Gripper prototype.
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Fig. 6. Gripper simulation using MATLAB considering the maximum applied force.
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Fig. 7. Gripper simulation results considering the maximum applied force.
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6.1 Force sensor calibration and modeling

The experiment was set up as shown in figure 8. Different masses were used for calibration
considering the maximum force that can be applied to the sensor according to its data sheet.
The whole sensitive area should be subjected to the applied force. Using the nonlinear least
squares fitter we can fit a function to our recorded measurements as shown in figure.9. From
the force sensor data sheet, the sensitive area is 0.7136 cm?2, whereas the contact area
between the object and any finger is 6.25 cm2 “the rubber material has a contact surface

Different masses
for calibzation

A\~
. v Drive

Valtage g circuit

Force sansor Sensing area

T WO FAY . SNPNS. DAONOIONS (| SOUPANS . TONNE . JVURNOOR . SOPRRIIN.. RPN SRS . BTN | RO -
gog—------ - S e Model Alometdizct 00000 B .- A SRR =
Chi*2 = 202 36942

] ZE07 18339 20027521
¥ 3 b -0.69019 001308 i

The ofp resistance of the force sensor in Kohm

i 100 200 300 400 500

Applied force on the sensorarea in gm-force

Fig. 9. Allometric function curve fitting.
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dimensions 2.5cm x 2.5cm”. Hence, there is a conversion factor, which converts the applied
force by the finger on the object to the applied force on the sensor area as follows: -

F,, =876 F

app sens

(15)

Using the proposed drive circuit shown in figure 10, we can deduce a formula that
describes the relation between the analog output voltage from the force sensor and the
applied force by the gripper finger as follows: -

Vour =5* Rp [ a* ((Fypp /8.76) " b) (16)

Where: a =2807.18, b =-0.69019 and Rf = 65 Kohm

Vo, = -V, * (R,/R.)

ouT

Fig. 10. Proposed drive circuit.

6.2 ANFIS modeling for input/output gripper variables

Adaptive Neuro-Fuzzy Inference Systems, ANFIS, are realized by an appropriate
combination of neural and fuzzy systems and provide a valuable modeling approach of
complex systems (Rezaeeian et al.,2008). The ANFIS structure is applied on our proposed
robotic gripper, figure 11, based on the measured data which are simulated using MATLAB
software package as shown in figure 6 and figure 7. We use 161 training data, 46 checking
data, and 46 testing data. The training data are shown in figure 12. The surface rules viewer
for the developed FIS model using ANFIS is shown in figure 13. Simulation results of the
gripper using ANFIS modeling is shown in figure 14.

Time
®—’ Fuzzy modeling for Fapp

robotic gripper using |——
Vet ANFIS

Fig. 11. Robotic gripper using ANFL.S
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Fig. 13. Surface rules viewer for the developed FIS model using ANFIS.

6.3 Object modeling

It is known that the occurrence of slip for a solid object during grasping and lifting mainly
depends on its mass, its coefficient of friction and also on the applied forces. If the applied
force is not enough, acceleration is generated which leads to increased rate of slip and
object dropping after certain time. This time depends on the applied force, the object mass
and the coefficient of friction. Equation 3 determines the object acceleration as a function of
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the normal applied forces by the gripper fingers and the coefficient of friction as shown in
figure.14. Object simulation result is shown in figure.15, which indicates that the slippage is
stopped after a period of time depending on the rate of force increase.

1000
5 s
a 500
g

me in wolts

0 02 D4 0k De 1

Time in seconds

Fig. 14. Gripper simulation results using ANFIS modeling.

mxa=mxg—2xpuxFy, 17)

Where m is the object mass in kg, u is the coefficient of friction, g is the earth gravity equal
to 9.8 m/s2, and finally a is the object acceleration in m/s2

-'u b dep "u * F‘F‘F‘

Fa,—,-,—,- —_— - F
Lo

Fig. 15. Applied forces on the object.
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Fig. 16. Object simulation results when Mass=100 gm and p=0.5.

6.4 Slip sensor calibration and modeling

To measure the slip amount for an object subjected to grasping, lifting and handling, a
piezoelectric vibration sensor was used. A piezoelectric transducer is displaced from the

o/p
Voltage

Vibrator sensor
as ship sensor

)

Diameter=3 mm

Fig. 17. Experimental tests for slip sensor calibration.
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mechanical neutral axis, bending creates strain within the piezoelectric element and
generates voltage signal. Experimentally, if the edge of this sensor is subjected to different
speeds, it can generate different values of analog voltage that depend on those speed values.
The experiment was set up as shown in figure 17. The motor was run at different speeds and
the output of the sensor was recorded. The speed to which the sensor is subjected equals to
(Pi * 5 * rpm/60) mm/sec. Linear curve fitting had been applied to get the optimum
modeling for the assigned slip sensor as shown in figure 18.
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o
2
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5
5
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Ohject speed in mm/sec
Fig. 18. Linear fit for slip sensor based on measured values.
The fitting parameters are recorded as follows:-
Y=A+B*X (18)

Where: A =2, 45319, and B = -0, 60114

X is an independent variable that represents the object slip rate “object speed” in mm/sec. Y
is a dependent variable that represents the slip sensor analog output voltage in volts.

7. Gripper system controller

Our proposed controller was developed by emulating the action of the human to handle
any, object during lifting it. First, he touches the object to examine its temperature and
stiffness. Then, he tries to lift it by applying small force to move it or lift it in order to
acquire some information about its weight and stiffness. Then he estimates the force needed
to lift this object and takes the decision if he can lift it or not. Based on these observations,
two control schemes were developed with different feedback variables.

7.1 First scheme controller

During object grasping and lifting process, it is not guaranteed that the two fingers will be in
contact with the object at the beginning. Hence, a pushing force will be applied by one
finger (the movable finger) until complete contact. Normally, this pushing force is less than
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the force needed to lift the object, but is a function of the object mass and its coefficient of
friction. Figure 19 shows the block diagram of the first proposed controller scheme. Two

integrated fuzzy controllers were built in this scheme as follows:

1. The first fuzzy controller is a reference voltage controller with two input variables, the

slip-rate and its derivative.

2. The second fuzzy controller is a gain controller for the output of the first controller with

one input variable,

the pushing force.
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Fig. 19. Block diagram of the first scheme controller
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Fig. 20. Surface viewer of the reference voltage controller.
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The function of the second controller is to decrease or increase the reference voltage
command. The output of this controller is based on the pushing force applied on the
object before grasping and lifting process. Figures 20 and 21 show the surface viewers for
the two controllers in this scheme. Simulation results show the response of this scheme as
shown in Figure 22.

18
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Pushing-force

Fig. 21. Surface viewer of the gain controller.

7.2 Second scheme controller
Three integrated fuzzy controllers were built in this scheme as shown in figure 23:-

1. Guess starter reference voltage controller
2. Increased percent controller for starter reference voltage command.
3. Enhancement controller for the starter reference voltage command.

The first controller function is to guess the acceleration of the object resulting from small
applied force and to give the suitable value of reference voltage command, the second
controller function is to sense the pushing force to the object before the grasping process and
its output is multiplied by the first controller output, the function of the third controller is to
enhance the response of the two previous controllers based on the object acceleration and
the applied force feed-back.

The controllers receive the object acceleration, object acceleration rate, pushing force and the
applied force as feedback variables and adjust the finger motion. The response of this
scheme is shown in figure 24 which indicates a faster response and lower slippage than the
first scheme controller. Also figures 25 and 26 show the effect of pushing force variation on
the system response. In the case shown in figure 26, Fyush is higher than in the case shown in
figure 25. So the higher value of Fpush used as feed-back to the control system leads to lower
slip amount.
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8. Experimental results

Experimental work was established to verify the gripper system performance. Every part of
the system was verified from the design concept, the manufacturing and control aspects. The
mechanical system performance was tested and suitable refinements were performed. Sensors
were calibrated and their necessary drive circuits were built. The actuator characteristics were
studied in order to be taken into consideration during grasping process. Figure 26 shows the
flowchart that describes the experimental scenario and proposed algorithm. Figures 27 and 28
show the system response during grasping and lifting for 1000gm object mass. Figures 27(a)
and 28(a) show good performance although the start reference controller based on pushing

Start
Move the movable fingar
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The mowvable fingar
touchas obhjact

- Light tha LED to indicats tha svant
- Continus in moving the movabla fingar
- Racord the pushine fores

Thea object touchas
the fixed fingar

YES

- Light tha LED to indicats the svant

- Braka the svstam

- Racord the pushing foree

- Send the pushing fores to the startrefarencs controllar

to datermine the start raferance voltags 'Vr-{ .

¥

Start lifting procass |

Stop
(The grasping and lifting
process is succassful)

Ths object is
slipping

The fuzzv controllers give its command to apply
the proper forcs on the objact base on slippags
parameatars and applisd force faed back

¥

Fig. 26. Flow chart of the proposed scenario.
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Considering the start reference controller based on pushing force as shown in Figure.27 (b)
and in Figure. 28 (b), we can minimize the time of the grasping and lifting process.
Moreover, a slip displacement reduction was achieved. To confirm and verify the robustness

Tek Stop

M1.005 A Chl £ 10.0mV

chiSoomy
EEE 2.00v [Chd4[ 5.00V |
Ch4: Slip-rate (mm/s) - Ch3: Fapp (gm-force) - Chl: Vref (V)

(a) Pushing force is not considered

IR . e 1

Soomv | M1.00s| A Chi 7 10.0mv
Ch 33 Chd4[ 500V |
Ch4: Slip-rate (mm/s) - Ch3: Fapp (gm-force) - Chl: Vref (V)

(b)Pushing force is considered

Fig. 27. System response when mass=550gm
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Fig. 28. System response when mass=1000gm

force is not considered. The duration of the grasping and lifting process was in the range of
1 second and the slip displacement is in the range of 2 millimeters.

of the developed gripper set-up and its control, we disturb the assigned system by a sudden
increase in object mass. The gripper system response was found as shown in Fig.29, which
keeps the time of slippage and slip displacement in the range of 1 second and 2 millimeters
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respectively. In the mean time Table 1 shows a comparison between the two proposed
schemes. The enhancement in the response when the pushing force is considered gives us
the opportunity to grasp safely objects with higher mass than in the first scheme where Fyusn

D s

Chil s00mv | TTM1.00s| Al Chl £ 10.0mV
2.00V Ch4] 5.00V

Ch 4:slip rate(mm/s) - Ch 3: Fapp(gm-force) - Ch1: Vref(V)

Fig. 29. System response when mass is suddenly increased from 550 to 900gm

First scheme Second scheme
controller response | C ontroller respoinse
Mass | Pushing force | Time of Slip Time of Slip
. (gram-force) process process
(gram) (sec) {mm) (sec) (mm)
1000 Considered 0.73 4.13 0.502 3
1000 Not 1.35 3.36 1.05 3.9
considerad
350 Considered 0.441 2.73 0.312 1.83
550 Not 0872 3.51 0.582 242
considered
300 Considered 0.395 2.01 0.285 141
300 Not 0.623 288 0.533 193
considered
100 Considered 0.201 143 0.19 1.11
100 Not 0.291 2.09 0.21 1.62
considered

Table 1.
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is not considered. It is clear from the table that the performance of the system in the case of
the second controller scheme is better than in the case of the first controller. The duration of
the process is lower in the second scheme and also the amount of the slip is reduced for all
test cases where the mass of the object is varying between 100g and 1000g. This proves that
the feedback variables choice is very important and has a great effect on the system
performance.
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1. Introduction

Conventional car suspensions systems are usually passive, i.e have limitation in suspension
control due to their fixed damping force. Semi-active suspension system which is a
modification of active and passive suspension system has been found to be more reliable
and robust but yet easier and cheaper than the active suspension system.

1.1 Vehicle primary suspensions

Primary suspension is the term used for suspension components connecting the wheel
assemblies of a vehicle to the frame of the vehicle (Fig.1). This is in contrast to the
suspension components connecting the frame and body of the vehicle, or those components
located directly at the vehicle’s seat, commonly called the secondary suspension. Usually a
vehicle contains both primary and secondary suspension system but primary suspension is
chosen for control. There are two basic types of elements in conventional suspension
systems. These elements are springs and dampers. The role of the spring in a vehicle’s
suspension system is to support the static weight of the vehicle. The role of the damper is to
dissipate vibrational energy and control the input from the road that is transmitted to the
vehicle. Primary suspensions are divided into passive, active and semi active systems
[Miller 1990], as will be discussed next, within the context of this study.

Compression
damping

. e
- : Rebound
l I damping

Fig. 1. Primary suspension system
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1.2 Passive damping

A passive suspension system is one in which the characteristics of the components (springs and
dampers) are fixed. A passive control system does not require an external power source. Passive
control devices impart forces that are developed in response to the motion of the wheel hop.

1.3 Active damping

An active control system is one in which an external source of energy to control actuator(s)
that apply forces to the suspension system and the schematic diagram of typical active
suspension systems arrangement are shown in Fig 2. The force actuator is able to both add
and dissipate energy from the system, unlike a passive damper, which can only dissipate
energy.

Fig. 2. Active suspension system’s oil/air connection diagram

1.4 Semi active damping

In semi active damping, the damper is adjustable and may be set to any value between the
damper-allowable maximum and minimum values. Semi active control systems are a class
of active control systems for which no external energy is needed like active control systems.

Body mass (111)

vt

CEEENE S 3

T Suspension mass (112)

k2

vt

Fig. 3. Quarter-Car Model
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In Fig 3, the model for one-quarter of a car is represented. The mass of this portion of the
vehicle body (sprung mass) and one tire (unsprung mass) is defined respectively by m; and
m, , with their corresponding displacements defined by Y and X. The suspension spring, k;
, and damper, b; , are attached between the vehicle body and tire, and the stiffness of the
tire is represented by k, . The relative velocity across the suspension damper of this model
is defined by

el = y -X (1)

1.5 Modeling of quarter car model

Before modeling an automatic suspension system, a quarter car model (i.e. model for one of
the four wheels) is used to simplify the problem to a one-dimensional (only vertical
displacement of the car is considered) spring-damper system. The reason for choosing the
quarter car model is to analyze and control the suspension for each wheel separately and
accurately. The schematic diagram of a quarter car system is shown in Figure 4

y Body mass (1)
Actuator
k1 = | p; with force
l MV
Unsprung mass (1)
< ]
k2
v ]
Fig. 4. Modeling of quarter-car suspension system
The parameters used for the system are shown in Table 1.
Parameters Amount
m; (Body Mass or sprung mass) 315 kg
m; (Suspension Mass or unsprung mass) 45 kg
k; (Tyre Stiffness) 190000N/m
k1 (Suspension spring constant) 40000N/m
bi (Damping Constant of Suspension) 290N/m

Table 1. Parameters of the active suspension system
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In this system, k; represents the spring constant of the suspension system, w represents the
road disturbances, and x represents the unsprung mass displacement. b;, k, and y
represent damping constant of suspension, value of tyre stiffness and the sprung mass
displacement respectively. Control force ( MV ) is the force from the controller which will be
applied to the suspension system.

From Figure 5, applying Newton’s law, the following differential equations are obtained
myij = =by (§ = %)~ ky (y = x) + MV )
My = by (7 - )+ Ky (y - %)~ ky (x — ) ~ MV ©)

1.6 Fuzzy logic controller for the suspension system

Typically a fuzzy logic controller is composed of three basic parts; (i) input signal fuzzy-
fication, (ii) a fuzzy engine that handles rule inference and (iii) defuzzification that generates
a continuous signal for actuators such as control valves. The schematic diagram is shown in
Figure 6.

Linguistic

Description Output interface
Linguistic Discretion

\

b §

Input
interface

—
A’/

System

Mormalization
fuzzification
L
If/then rules
Interference
L
Defuzzification

Control Action

Fig. 5. Schematic diagrams for a typical fuzzy logic controller

The fuzzification block transforms the continuous input signal into linguistic fuzzy variables
such as small, medium, and large. The fuzzy engine carries out rule inference where human
experience can easily be injected through linguistic rules. The defuzzification block converts
the inferred control action back to a continuous signal that interpolates between
simultaneously fired rules.

1.7 Design of fuzzy controller for the suspension system

The basic process of designing a fuzzy logic controller for the suspension systems involves 5
steps:

a. Formulating the problem and selecting the input and output variables state. For this
suspension system, the inputs to the fuzzy controller are the velocity of sprung mass
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(car body) at any time, and the velocity of unsprung-mass. The manipulated variable is
produced and sent to the actuating valve for controlling the suspension.

b. Selecting the fuzzy inference rules. This generally depends on human experience and
trial-and error. The interference rule is selected based on the open loop response of the
suspension system.Typically; trial-and-error approach is done to obtain better result.

c. Designing fuzzy membership functions for each variable. This involves determining the
position, shape as well as overlap between the adjacent membership function, as these
are major factors in determining the performance of the fuzzy controller.

d. Performing fuzzy inference based on the inference method. Smoothness of the final
control surface is determined by the inference and defuzzification methods. The use of a
universe of discourse requires a scale transformation, which maps the physical values
of the process state variables into a universe of discourse. This is called normalization.
Furthermore, output de-normalization maps the normalized value of the control output
variables into their respective physical universe of discourse. In other words, scaling is
the multiplication of the physical input value with a normalization factor so that it is
mapped onto the normalized input domain. De-normalization is the multiplication of
the normalized output value with a de-normalization factor so that it maps onto the
physical output domain. Such scale transformation is required both for discrete and
continuous universe of discourse. The scaling factors which describe a particular input
normalization and output denormalization play a role similar to those of the gain
coefficients in a conventional controller. In other words, they are of utmost importance
with respect to controller performance and stability related issues, i.e., they are a source
of possible instability, oscillation problems and deteriorated damping effects.

e. Selecting a defuzzification method to derive the actual control action. The choice of the
defuzzification method determines to a large extent the "quality" of control as well as
the computational cost of the controller and hence must be chosen carefully. In this case
defuzzification is done by using gain block to minimize the disturbance.

Unsprung .| Sprung
mass "| mass

Road
model

v

Y

Actuating
valve

System /
X

Fuzzy
logic

F Y

Fig. 6. Block diagram representation of the control system
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In this case, velocity of sprung mass (car body) and difference between sprung mass velocity
and unsprung mass velocity are used as fuzzy controller inputs and the output is the
actuator force. The universe of discourse of the input and output variables are selected
based on the results of simulation under different conditions. Triangle membership for the
input and output variables with seven values is used for each variable. The triangular
membership function are Negative Big [NB], Negative medium [NM], Negative small [NS],
Zero [ZE], Positive Small [PS], Positive Medium [PM], Positive Big [PB] respectively. The
block diagram of the suspension system control by fuzzy-logic is shown in Figure 8 and 9

1.8 Quantization levels of a universe of discourse (range of membership function)

Fuzzy quantization level basically determines the number of primary fuzzy sets. The
number of primary fuzzy sets determines the smoothness of the control action and thus, can
vary depending on the resolution required for the variable. The choice of quantization level
has an essential influence on how fine a control can be obtained (Lee, 1990a). A coarse
quantization for large errors and finer quantization for small errors are the usual choice in
the case of quantized continuous domains.

NBNM NS ZO PS PMPB NBNM NS ZO PS PMPB

Fig. 7. Fuzzy input membership function

input-1 [ car body's vel. '] input-2 [ vel. ((73—x))]
NB NM N5 Z0 PS PM PB

100 -0 -25% 0O 25 50 100%
Fig. 8. Fuzzy output membership function

According to different input conditions, the actuating valve will open from -100% to +100%
for smooth control of suspension. In this work, scaling for both two inputs is set from -8 to
+8 with an increment of 2 from the lowest value and that for output is set from -100 to 100%
with increment of 25% is the from lowest value.

1.9 Fuzzy controller performance for suspension control

The performance of the controller is investigated through various studies involving nominal
operating condition and also when the set point is fixed to zero and the input disturbance
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are changes in different modes. However to be more realistic, various types input
disturbances are applied into the system, such as sinusoidal, square wave, saw-tooth input
disturbances in order to observe the performances of the Fuzzy controller. Since road
disturbances do not have a particular pattern, different types input disturbances such as
sinusoidal and random signals are used so that the controller can control all type road
disturbances.

Sinusoidal road input to suspension system
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Fig. 9. Suspension controller responses with sinusoidal input
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The responses of suspension system using fuzzy controller for square wave, sinusoidal, and
saw-tooth input disturbances are shown in Figure 10 to 13 respectively. In Figure 10, sine
wave input disturbance with amplitude of 1(cm) and frequency of 1 Hz is used, the
controller action and output response are also shown. In Figure 11, square wave input
disturbance with amplitude of 1 (cm) and frequency of 1 Hz is used, the controller action

saw-tooth road input to suspension system

o 2 4 tsec 6 8 10

fuzzy controller actions to suspension system
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Fig. 11. Suspension controller responses with saw tooth wave input
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and output response are also shown. In Figure 12, sawtooth input disturbance with output
values [0 2] (disturbance changing from 0 to 1) and frequency of 0.5 Hz is used, the
controller action and output response are also shown. In Figure 13, random number input
disturbance with variance of 1, mean value of 0, initial speed of 0 and sampling time 0 is
used, the controller action and output response are also shown.

Anti-swing Control

Fuzzy Logic
Controller

Position Control

X £ 4
e Fuzzy Logic

Controller

Gantry Crane O(s)

X©

i\

Fig. 13. Block diagram of FLC rotary crane system with position control and anti swing
control.

Four types of input disturbances are used to observe the controller action with respect to input
and the responses of the suspension output. Both controller action and output response
seemed to be satisfactory, since more than 85% disturbances are rejected in all cases.

1.10 Summary

The designed fuzzy logic controller and hybrid controller were applied to a car Active
suspension system. Since the road model is almost irregular therefore different type
disturbances are applied to the system. Fuzzy logic controller was applied to car suspension
system with different type disturbances. While the sinusoidal input is applied to the
suspension system, fuzzy controller eliminates 75% of the disturbances during first 4 sec.
and about 90% for the rest period. In the case of square wave disturbances, average 50%
disturbances were rejected from the system during whole period. For the saw-tooth wave
disturbances, 15-20% disturbances are present during all over the period. For random
disturbances, fuzzy controller is able to eliminate the disturbances entirely.

2. Fuzzy logic controller for rotary crane system automation
2.1 Introduction

The main purpose of controlling a Rotary crane is transporting the load as fast as possible
without causing any excessive sway at the final position. Active sway angle control of Rotary
crane consists of artificially generating sources that absorb the energy caused by the unwanted
sway angle of the rope in order to cancel or reduce their effect on the overall system.

In Rotary Crane System, two main objectives are to be achieved that is the positioning and at
the same time avoiding the swinging of the hooked object. These two functions are
depending on the speed of the crane motion. Usually the crane is handled manually by
human operator and the balancing control is also done by him/her. The balancing control is
depending on the skills/experiences of the human operator to move the payload safely and
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accurately. However, human skills are not always accurate at all time. This may due to the
fatigue error that the human faces during the time of operation. Thus, new controller for this
application is required for controlling the positioning and anti swing process. Fuzzy logic
has the capability to provide the human like control and suitable in designing the new
controller for both processes.

Wahyudi et.al [2] designed the adaptive fuzzy-based feedback controllers for gantry crane
system.

2.2 Modeling of the rotary crane
The modeling of the rotary crane system is done based on the Euler-Lagrange formulae.
Considering the motion of the rotary crane system on a two-dimensional plane, the kinetic
energy of the system can thus be formulated as

T =2Mi? +2m(e? + [% + 1267 + 2iisin 0 + 2 %16 cos 0) )
The potential energy of the beam can be formulated as

U = -mgl cos0 (5)

To obtain a closed-form dynamic model of the rotary crane, the energy expressions in (4) and
(5) are used to formulate the Lagrangian L=T —U . Let the generalized forces corresponding to
the generalized displacements g = {x,0} be F ={Fx ,0} . Using Lagrangian’s equation

d oL dL

Tk ©

the equation of motion is obtained as below,
F, =M +m)x +;nl(9'cost9 — 62 smB.) +2mi 6 cos 8 + mbsin@

16 + 216 + %cos® + gsind = 0 @)

In order to eliminate the nonlinearity equation in the system, a linear model of rotary crane
system is obtained. The linear model of the uncontrolled system can be represented in a
state-space form as shown in equation (6) by assuming the change of rope and sway angle
are very small.

x =Ax + Bu ()]
x=[x6 6]
00 1 0 0
[ 00 o1 Iﬂﬂl
_ mg —11 — =]
A=l, 2 o, B_IEIC_[l 0 0 0],D=[0]
(M+m) 1
0 == 0 o |-
\
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2.3 Controller design

The controller is designed based on the information of the skillful operators and analyzed
experimentally with the lab-scale gantry crane. The proposed controller consists of two fuzzy
logic controllers. Both FLCs are designed to control the position and anti swing respectively.
Error and error rate are considered to be the inputs of the each FLC as shown in Fig 13

e
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Fig. 14. Membership functions for both FLCs for position and anti-swing control. The
following tables show how the rules are constructed based on the knowledge of the skillful

operators.
Error Rate/Error Error rate (1)
P V4 N
P P P P
Error e(t) Z N 7z P
N N N N
Table 2. Fuzzy rule base of position control
Swing angle rate/ Swing angle rate 6(t)
Swing angle PB PS 4 NS | NB
PB PB PB PB PB PB
PS PB PS PS PS PS
Swing angle zZ PB | PS Zz | Ns | NB
NS NS NS NS NS NB
NB NB NB NB NB NB

Table 3. Fuzzy rule base of anti-swing control
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Where
P = Positive, Z = Zero, N = Negative, PB = Positive Big, PS = Positive Small, NB = Negative
Big, NS = Negative Small

For fuzzy inference, Mamdani’s Min-Max method is used in both position and anti-swing
control. As for defuzzification, centre of area or COA method is used to calculate the crisp
value where the final outputs for both controllers are in Voltage. The results of the fuzzy
controllers were obtained experimentally and the comparison between classical PID
controller and FLC is compared as in following table.

Controller Reference Overshoot S-et_tling time Rise Time Steady-State
] (cm) (%) (s) (s) Error (cm)
; 40 5.33 50 292 -0.803
PID'PD 70 7.92 50 4.59 -2.19
Fuzzy/Fuzzy 40 2.62 5.44 3.00 0.465
- ; 70 1.71 6.73 4.96 0.158

Table 4. Positioning perfomances

Controller Reference (cm) Maximum Amplitude (rad Settling time (s)
; 40 0.04 10.9
PIDPD 70 0.04 12.7
‘ 40 0.06 54
i r
Fuzzy/Fuzzy 70 0.06 67

Table 5. Anti-swing performances

Fuzzy Controllers show more satisfied result as compared to PID controller where the
percentage overshoot and Settling Time were greatly improved. With lower settling time
obtained by using the FLC, the performance of the rotary crane system is more stable than
with the PID controller.

3. Fuzzy lozic controller for point to point position control
3.1 Introduction

Point-to-point position control is one of the motion control systems that concern much the
precision and speed in its performance. Nevertheless, to develop such a high precision and
speed controller is quite complicated because of the nonlinearity function in the system such
as friction and saturation. Both conditions cannot be compensated or modeled simply by
using the linear control theory. Thus, an alternative controller should be developed to
overcome this nonlinearity system.

In the motion control system, two main sources are identified to be the parameters
variations that cause the nonlinearity condition. There are frictions and inertia variations.
The variations of the inertia occur because of numbers of different payload. The different
payload at the same time would also cause the different Coulomb friction variations. Both
variations are the main parts that need to be solved to improve the performance of the
system.
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PID controller is one of the most used techniques in motion control system due to its
simplicity and performances. However, PID controller could only be used effectively in
linear system and does not work well with the nonlinearity system. Even if the model of the
system is to be developed with PID controller, it would be complicated and this may affect
the performance speed of the hardware.

Again, fuzzy approach is the most suitable technique in developing the control algorithm
that relates with the nonlinearity function. With its capability in simplifying the model of
the system, it can realize the high speed high precision of the system. M. M. Rashid et.al [5]
in his article proposed a design of PID controller with added fuzzy logic controller (FLC) of
fuzzy-tuned PID controller. With the addition of the FLC, the PID controller can adapt, learn
or change its parameters based on the conditions and desired performance.

In this design, fuzzy logic is used to determine the PID controller gains, Kp, Ki, Kd as the
function of error and error rate as illustrated in the following block diagram
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Fig. 15. Structure of the Fuzzy-tuned PID controller

In developing the fuzzy-tuned PID controller, two design stages are used as follows:

1. Nominal values for PID controller gains are designed based on the linear model
2. Based on the current PID controller gains, the fuzzy tuner is designed to produce Kp, Ki
and Kd.

Since there are three gains to be produced, there would be 3 fuzzy tuners to be designed.
Each of them has two inputs (error and error rate) and one output (gain). Different
membership functions and rules are constructed in each fuzzy tuner.
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Fig. 16. Membership function of a) the error and b) error rate for Kp fuzzy tuner
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Fig. 17. Membership function of output, Kp
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Table 6. Rules base for Kp

In defuzzification, the output of crisp value is then obtained by using the Centre of Area
(COA) method for gain Kp.

The following figures show the membership function of error, error rate, output and rule
base for deriving the gain Kd
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Fig. 18. Membership function of a) the error and b) error rate for Kd fuzzy tuner

Fig. 19. Membership function for output gain Kd
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Table 7. Rules constructed for Kd fuzzy tuner

To defuzzyfy the output Kd, COA is also used to produce the crisp value. Different
membership functions are used for obtaining the gain Ki as shown in the following figures.

Fig. 20. Membership function of a) the error and b) error rate for Ki fuzzy tuner
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Fig. 21. Membership function for output gain Ki
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Table 8. Rules constructed for gain Ki.

Finally, the gain Ki is defuzzified by using the COA as well to obtain the crisp value of
integral gain Ki. The fuzzy-tuned PID controller is tested with rotary positioning system for

nominal object and increased inertia as visualized in the following figures.

As listed in the table above, F-PID controller shows better performance with the
improvement of the settling time and accuracy. Less error in F-PID controller indicates the
high robustness of the controller and thus proving the capability of the fuzzy approach in

this system.
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Fig. 22. System responses of a) nominal object and b) increased inertia
Plant Controller PO Ts Accuracy
(Error)
Nominal PID 0 0.18 0.176
F-PID 0 0.17 0.088
Increased Inertia PID 1.6 0.28 0.356
F-PID 1.6 0.24 0.088

Table 9. Comparison of the performances of PID and F-PID controllers.
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4. Mobile autonomous robot system
4.1 Introduction

Mobile robots are generally those robots which can move from place to place across the
ground. Mobility give a robot a much greater flexibility to perform new, complex, exciting
tasks. The world does not have to be modified to bring all needed items within reach of the
robot. The robots can move where needed. Fewer robots can be used. Robots with mobility
can perform more natural tasks in which the environment is not designed specially for
them. These robots can work in a human centred space and cooperate with men by sharing
a workspace together [9].

4.2 Mechanism

A mobile robot needs locomotion mechanisms that enable it to move unbounded
throughout its environment. There is a large variety of possible ways to move which makes
the selection of a robot’s approach to locomotion an important aspect of mobile robot
design. Most of these locomotion mechanisms have been inspired by their biological
counterparts which are adapted to different environments and purposes.[9],[10] Many
biologically inspired robots walk, crawl, slither, and hop.

In mobile robotics the terms omnidirectional, holonomic and non holonomic are often used,
a discussion of their use will be helpful.[9]

The terms holonomic and omnidirectional are sometimes used redundantly, often to the
confusion of both. Omnidirectional is a poorly defined term which simply means the ability
to move in any direction. Because of the planar nature of mobile robots, the operational
space they occupy contains only three dimensions which are most commonly thought of as
the x, y global position of a point on the robot and the global orientation, 0, of the robot.
Whether a robot is omnidirectional is not generally agreed upon whether this is a two-
dimensional direction, X, y or a three-dimensional direction, X, y, 0. In this context a non
holonomic mobile robot has the following properties:

e The robot configuration is described by more than three coordinates. Three values are
needed to describe the location and orientation of the robot, while others are needed to
describe the internal geometry.

e The robot has two DOF, or three DOF with singularities. (One DOF is kinematically
possible but is it a robot then?)

e In this context a holonomic mobile robot has the following properties:

e The robot configuration is described by three coordinates. The internal geometry does
not appear in the kinematic equations of the abstract mobile robot, so it can be ignored.

e  The robot has three DOF without singularities.

e The robot can instantly develop a wrench in an arbitrary combination of directions
X, y, 0.

e Non holonomic robots are most prevalent because of their simple design and ease of
control. By their nature, non holonomic mobile robots have fewer degrees of freedom
than holonomic mobile robots. These few actuated degrees of freedom in non
holonomic mobile robots are often either independently controllable or mechanically
decoupled, further simplifying the low-level control of the robot. Since they have fewer
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degrees of freedom, there are certain motions they cannot perform. This creates difficult
problems for motion planning and implementation of reactive behaviours.

¢  Holonomic however, offer full mobility with the same number of degrees of freedom as
the environment. This makes path planning easier because there aren’t constraints that
need to be integrated. Implementing reactive behaviours is easy because there are no
constraints which limit the directions in which the robot can accelerate.

In general, the mobile robot deals with the environment that is not certain and unknown.
The environment may consist of several obstacles and paths which the robot has to go
through. At the same time, the robot has to maintain its stability when changing direction if
it faces the obstacles. This would definitely require the good control of the robot to make it
reach to the desired points. With the limited information obtained during its operational, the
fuzzy control is the best method to optimize its time consuming and energy consumption
while reaching its goal. Harmeet Singh [4] in his work mentioned that the fuzzy control
technique is the most suitable method to deal with the variability and unknown parameters
in the given system. He also listed the constraints of the mobile robots that can be fulfilled
with the fuzzy control techniques. There are:-

1. Difficulty in deriving the mathematical model of the environment. Even if it is
simplified, the model could be very complex to be implemented with the hardware.

2. Sensors that are equipped on the mobile robot could be different and varies. The model
of the conventional controller may not considering certain data obtained from the
sensors which might lead to the instability of the robot.

3. Need of the real-time operation. Thus, the robot requires fast responds and operations.
Complicated robot controller will lead to slow and undesired performance.

Generally, a mobile robot is built with wheels, motors and controller. The controller is
designed in two types of control method. The open loop control and closed loop feedback
control types [5]. In open loop control, the inputs are provided beforehand to make the
robot reach the goal. This involves certain known parameters such as the acceleration or
torque of the motor, the turning point and stop point, and time operation where the robot
needs to stop or make a turning, and the angle of turning. This type of methods would only
suitable for the known environment and paths. For the closed loop strategies, the sensors
are equipped with the robots and the robot will respond to the certain data obtained
through sensors. The robot will act in a way that the controller was designed beforehand.
For instant, the robot is programmed to move to the right direction if it faces any obstacle in
front.

4.3 Controller design

In the real system, the obstacles or paths are not the ideal and vary in shapes and locations.
If the robot is set to turn right when facing the obstacles, it does not mean the robot must
turn 90 degree to the right. The controller should be designed in a way that it still
approaching the desired target. Otherwise, it may turn back to its original point and that
would not only consume time but waste energy as well. Thus, a good control must have
very details conditions and settings to optimize the performance of the robot. The
conventional type of control that is already designed is P, PI and PID control. However, the
model becomes more complicated and difficult to implement with. Another alternative is by
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using the fuzzy algorithm. Fuzzy logic is becoming more popular among the control method
in designing the complex system as it is approved in many researches that it can simplify a
complex model. Furthermore, fuzzy logic drives the controller to think like human in
optimizing the performance. In this application where the robot needs details output such as
how right it should turn or how fast it should accelerate, fuzzy approach could overcome
these constraints.

Hairol Nizam[6] in his work explained the design of fuzzy algorithm for robot in
approaching the desired destination.

Destination

or
Mobilerobot Bs )

Destination

Y

Mobilerobot

Fig. 23. Autonomous Robot with parameters defined

The figure shows two angles assigned as linguistic variables. The §;and 6, will be compared
with 6,.¢ to obtain the linguistic values. The following table shows how the rules are
constructed.

65
Large Equal Small
Large Right Right Left
0, Equal Right Forward Left
Small Right Left Left

Table 10. Fuzzy Rules for Autonomous Robot

From the table, the rules can be constructed as listed below

Rule 1; IF 0s is Large and 0r is Large, Then direction is Right
Rule 2; IF 0s is Large and 0r is Equal, Then direction is Right
Rule 3; IF Os is Large and 0r is Small, Then direction is Right
Rule 4; IF 0s is Equal and Or is Large, Then direction is Right
Rule 5; IF 0s is Equal and Or is Equal, Then direction is forward
Rule 6; IF 0s is Equal and Or is Small, Then direction is Right
Rule 7; IF 0s is Small and 0r is Large, Then direction is Left
Rule 8; IF 0s is Small and 0r is Equal, Then direction is Left
Rule 9; IF 0s is Small and Or is Small, Then direction is Left



132 Fuzzy Inference

System — Theory and Applications

5

|

" Destination Point

>
X
Fig. 24. Parameter defined for mobile robot
Obstacle
Destination 1
Destination 3

Destination 2 ‘

v

O

Fig. 25. Robot following path with obstacle avoidance criteria




Fuzzy Logic Controller for Mechatronics and Automation 133

In this case, the distance between the destination point and the robot is determined with the
destination position, d, = ’dxz + dyz, and destination angle, 8, = 6, — 6,.

With the rules constructed, the mobile robot could be guided to the direction of the
destination point with minimum movement.
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1. Introduction

Within industry, the concept of maintenance can be handled in different ways. It can be
done periodically at predefined times, according to the type of machine, and according to
the manufacturers’ recommendations. In this case, it is referred to as scheduled preventive
maintenance. Maintenance done when there is faulty equipment is commonly called
corrective maintenance. Employing electrical machines’ operating signals may be useful for
diagnosis purposes.

Three-phase electrical machines such as induction motors or generators are used in a wide
variety of applications. In order to increase the productivity and to reduce maintenance
costs, condition monitoring and diagnosis is often desired. A wide variety of conditioning
monitoring techniques has been introduced over the last decade. These include the electric
current signature and stator vibrations analysis (Cusido & Romeral & Ortega & Espinoza,
2008; Blodt & Granjon & Raison & Rostaing, 2008; Blodt & Regnier & Faucher, 2009; Riera &
Daviu & Fulch, 2008).

Nowadays, industry demands solutions to provide more flexible alternatives for
maintenance, avoiding waste of time in case of major requirements to unforeseen failures, as
well as time of scheduled maintenance. This creates the necessity to propose and implement
predictive technologies, which ensure that machinery receive attention only when they
present some evidence of their mechanical properties deterioration (Taylor, 2003).
Vibrations have been one of the usual machinery’s physical state indicators.

Some issues related to failures in machinery are as follows:

1. Different problems can be apparent with the same frequency. For example, the
unbalance, the one-axis flexion, the misalignment or some resonances, all can be
apparent within the same frequency interval. Likewise, a machine may vibrate due to
problems related with another machine to which it is coupled.

2. Models do not precisely represent the machine’s behavior, since frequently studies
assume that the constituent parts and load mechanics are perfectly symmetric.
Likewise, in the electrical motor’s case, normally it is assumed that electrical sources
are balanced.
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3. The precise analysis of a problem at a given frequency depends on the presence of one
or more related frequencies. In the current methods, an important difficulty is the need
to monitor through sophisticated sensors. Additionally, failures detection depends on
the load’s inertia.

Different detection techniques for machines' state monitoring have been studied. Some
techniques are based on analyzing electrical signals, some others are based on vibration
measurements, and some combine them. In this paper, vibration measurements are used for
monitoring purposes.

Vibrations must be properly evaluated, especially those associated to rotating machinery.
Capturing vibration patterns, using identification techniques and signal processing,
distinctive signatures for failures detection can be set. This could help to anticipate the
occurrence of equipment damage, and therefore, corrective actions can be taken to avoid the
high cost of a partial or total machinery replacement, as well as economic expenses caused
by their unavailability.

2. Preliminaries

In this research, historical developments around the vibration analysis have been reviewed,
while the use of emerging technologies are proposed to identify failures in rotating electrical
machines. Through a wavelet decomposition, it is possible to extract information that
enables the detection of signal changes under significant vibrations, affecting the
equipments’ useful life. The vibration signals have been utilized to detect failures in rotating
electrical machines. However, the use of Fourier-based techniques is not practical, because
such techniques need stable and long-term records.

No given rules exist to allow characterization of the type of machine, size, or even some
specific operating characteristics through vibration patterns. It is relevant to establish
strategies able to identify a failure, and even to differentiate among the types of failures.
Thus, the neural networks may be quite useful. Through learning elements, neural
networks are able to infer the actual conditions of the system under analysis. In this
application, the Adaptive Network Based Fuzzy Inference System (ANFIS) has been
selected for such purposes.

ANFIS is an Artificial Neuro-Fuzzy Inference System, which is functionally equivalent to
fuzzy inference systems. It represents a Sugeno-Tsukamoto fuzzy model, that uses a
hybrid learning algorithm (Omar, 2010; Jang, 1993; Jang & Sun, 1996; Bonissone & Badami
& Chiang & Knedkar & Schutter, 1996; Jang & Gulley, 1995; Michie & Spregelhart &
Taylor, 1994).

2.1 Fuzzy inference systems

It is necessary to study other alternatives because the system models based on conventional
mathematical tools, like differential equations, is not well suited for dealing with ill-defined
and uncertain systems (Proakis, 2001). Through the use of vibration signals, it is possible to
implement tools able to differentiate characteristics to establish the electrical machine’s
conditions. A fuzzy inference system employing fuzzy if-then rules can model the qualitative
aspects of human knowledge and reasoning processes without employing precise
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quantitative analyses. The fuzzy modeling or fuzzy identification, was first explored
systematically by Takagi and Sugeno (Takagi & Sugeno, 1985). There are some basic aspects
of this approach that require some comments. In particular:

1. Vibration signals in electrical machines have information, which can be used to predict
the machine’s state. Figure 1, shows the basic inference composition.

2. Patterns captured under different conditions may be similar, therefore it is necessary an
inference system that facilitates the identification process.

] In1 Out! P failure

Machine State

Vibration signals

Inference system

Fig. 1. Basic inference system

2.2 Fuzzy if-then rules

Fuzzy if-then rules or fuzzy conditional statements are expressions of the form IF A THEN B,
where A and B are labels of fuzzy sets (Zadeh, 1965) characterized by appropriate
membership functions. Due to their concise form, fuzzy if-then rules are often employed to
capture the imprecise modes of reasoning that play an essential role in the human ability to
make decisions in an environment of uncertainty and imprecision. An example that
describes a simple fact is:

If vibration is high, it is possible the bars’ failure

where vibration and failure are linguistic variables (Jang, 1994); high (small) are linguistic
values or labels that are characterized by membership functions.

A different form of fuzzy if-then rules, proposed by (Omar, 2010; Takagi & Sugeno, 1985, as
cited in Jang, 1993), have fuzzy sets involved only in the premise part. Both types of fuzzy
if-then rules have been used extensively in both modeling and control. Through the use of
linguistic labels and membership functions, a fuzzy if-then rule can easily capture the spirit
of a “rule of thumb” used by humans. From another point of view, due to the qualifiers on
the premise parts, each fuzzy if-then rule can be viewed as a local description of the system
under consideration. Fuzzy if-then rules form a core part of the fuzzy inference system
described in the following,.
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2.3 Fuzzy inference system structure for vibration analysis

Fuzzy inference systems are also known as fuzzy-rule-based systems, fuzzy models, fuzzy
associative memories (FAM), or fuzzy controllers when used as controllers. Basically, a
fuzzy inference system is composed by five functional blocks (Jang, 1993), Fig. 2.

Rule base
IF ... THEN ...
IF ... THEM ...
IF ... THEM ...
Yibration
signals System
Inference QOutput
—F@—’ Systemn [ | Defuzzification I—D
Data Base

bearing good

bars

Membership

Failures

Fig. 2. Fuzzy inference system structure

i. A rule base containing a number of fuzzy if-then rules.

e ii. A database which defines the membership functions of the fuzzy sets used in the
fuzzy rules.

e iii. A decision-making unit which performs the inference operations on the rules.

e iv. A fuzzification interface which transforms the crisp inputs into degrees of match
with linguistic values.

e v. A defuzzification interface which transforms the fuzzy results of the inference into a

crisp output.

Frequently, the rule base and the database (e.g. vibrations data in different conditions) are
jointly referred to as the knowledge base.

The steps of fuzzy logic (inference operations upon fuzzy if-then rules) performed by fuzzy
inference systems for machine’s diagnoses are shown in Figure 3.

Several types of fuzzy logic have been proposed in the open research. Depending on the
types of fuzzy reasoning and fuzzy if-then rules employed, most fuzzy inference strategies
may be classified as follows (Jang, 1993).
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Fig. 3. Flowchart of the followed inference strategy
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Type 1: The overall output is the weighted average of each rule’s crisp output induced by
the rule’s firing strength and output membership functions. The output membership
functions used in this scheme must be monotonic functions (lee, 1990).

Type 2: The overall fuzzy output is derived by applying maximization operation to the
qualified fuzzy outputs, each of which is equal to the minimum of firing strength and the
output membership function of each rule. Various schemes have been proposed to choose
the final crisp output based on the overall fuzzy output; some of them are the centroid of
area, mean of maxima, maximum criterion, etc., (Lee, 1990).

Type 3: In (Lee, 1990, as cited in Takagi & Sugeno, 1985) fuzzy if-then rules are used. The
output of each rule is a linear combination of input variables plus a constant term, and the
final output is the weighted average of each rule’s output.

2.4 ANFIS basics

In ANFIS, the adaptive network structure is a multilayer feed-forward network where
each node performs a particular function (node function) on incoming signals as well as a
set of parameters pertaining to this node. The node functions may vary from node to
node, and the choice of each node function depends on the overall input-output function
that the adaptive network is required to carry out. Notice that links in an adaptive
network indicate the flow direction of signals between nodes; no weights are associated
with the links.

Functionally, there are almost no constraints on the node functions of an adaptive network,
except piecewise differentiability. Structurally, the only restriction of the network
configuration is that it should be of feed-forward type. Due to these minimal restrictions, the
adaptive network’s applications are immediate and immense in various areas. (Jang, 1993)
proposed a class of adaptive networks that are functionally equivalent to fuzzy inference
systems. The proposed architecture is referred to as ANFIS, standing for adaptive-network-
based fuzzy inference system.

An adaptive network is a structured network composed by nodes and directional links,
which connect nodes, Fig. 4. All or some nodes are adaptive. It means that results depend on
nodes’ parameters, and the learning rules specify how these parameters must change in
order to minimize an error. The adaptive network is constituted by a multilayer feedback
network, where each node performs a particular task (node function) on the incoming
signals, as well as a set of node parameters.

The ANFIS can be trained by a hybrid learning algorithm (Jang, 1993; Jang & Sun, 1996; Jang
& Gulley, 1995). It uses a two-pass learning cycle. In the forward pass, the algorithm uses
the least-squares method to identify the consequent parameters on the layer 4. In the
backward pass, the errors are propagated backward and the premise parameters are
updated by gradient descent.

ANFIS is a tradeoff between neural and fuzzy systems, providing: (i) smoothness, due to the
Fuzzy interpolation; (ii) adaptability, due to the neural net backpropagation; (iii) ANFIS
however has a strong computational complexity restriction.
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where:

x; is the input into node i

Aj is the linguistic label

pA; is the Ai's membership function.
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{a;, b;, ¢} is the set of parameters. Modifying these parameters, the shape of the bell functions
change, so that exhibit different forms of membership functions for the linguistic label A;.

@ is the level-3 output.
{pi, qi ri}: is the set of parameters, which at this level may be referred to as consequent

parameters.

2.5 Vibration analysis by wavelets

The raw material to make any inference about the machinery's condition is the information
captured from vibration signals. The proposition is to utilize the vibration’s raw signals to
infer about the engine’s state. A structured analysis may characterize the nature of the
vibration, figure 5.

Wavelets transformation is the disintegration of a signal which becomes represented by
means of function approximations and differences, which are divided by levels, figure 6,
each of which have different resolutions, being equivalent to filtering the signal through a
filter bank. The initial filtering takes the signal and passes it through the first bank, resulting
in two signals with different frequency bands (high and low bands).

“ibration machine in goad condition
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Fig. 5. Vibration patterns under failure and normal conditions.

The time-frequency resolution of the transformed wavelet satisfies the Nyquist sampling
theorem. That is, the maximum frequency component embedded into a signal can be
uniquely determined if the signal is sampled at a frequency F,, which exceeds or equals the
double of the signal’s maximum frequency Fux. At the limit, if Fs = 2F 4, then:
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Fyax = Fs/2=1/(2T) @

where T is the sampling interval. That is, if the frequency Fy.. of the original signal is
divided into two sub-frequency bands, where p / 2 is the highest frequency band, it leads
to F=pand T =1 / p. To clarify the concept, consider the scheme of underlying filters,
which perform the discrete wavelet transformation. Under this concept, for each filtering
level the incoming signal is split into low and high frequencies. Since the output from low
frequencies is subjected to additional filters, the resolution increases as the spectrum is
divided again into two sub-bands.

The resolution time is reduced because of the decimation that takes place. The above-
mentioned strategy has been employed to make an inference about the engine's state, using
vibration measurements as input
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Fig. 6. Time-Frequency resolution of a transformed wavelet

3. Proposition

It is important to emphasize that the main aim of this chapter is the inference system, and to
present the structured method for signal processing. The necessary requirements to
establish the machine’s operating conditions are presented below, and consist in a hybrid
method decomposed in two phases. Phase I is the adequacy of the signal, while phase II is
the inference or identification procedure, figure 7. Both phases I and II may be represented
by two functional blocks that perform different treatments to the vibration signals.

The process of the adequacy signal is necessary because the exclusive ANFIS application to
minimally invasive faults does not generate a successful inference process
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Fig. 7. Stages of the inference system

In this application, measurements are taken by a 12-bit LIS3BL02ASA vibration sensor
(accelerometer based on MEMS - Microelectromechanical system), which provides
measurement of displacement in three axes. Additionally, to reduce the noise/signal
proportion, filtering is added.

Thus, the triaxial accelerometer, is one of the most important parts of the
instrumentation system, being located in the engine body, which measures vibrations
based on three axes (x, y, z) using a sampling rate of 1500Hz. The ADS7841 is a converter
equipped with serial synchronous communication interface with 200KHz conversion
rate. After the digitalized data is sent via the RS232 card to capture, the system data
acquisition uses a MAX3243 circuit.

The sensor provides vibration measurements in three axes. In this research, it was noticed
that the perpendicular axes to the axis of rotation have more useful information to identify a
failure occurrence. Thus, in order to optimize the computational load, data from the x-axis
were used.

4. Case study

The machine used in this study is a 1 HP induction motor, where the load is represented by
an alternator coupled to the motor through a band. The alternator feeds a bank of resistors,
Fig. 8. Vibration measurements of machines in good condition and under fault conditions
are captured and processed in ANFIS to simulate an inference process to identify the
occurrence of a specific failure.
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Fig. 9. Vibrations under different conditions

The proposed hybrid method aims to identify the fault states in rotating machines,
distinguishing the smooth operation from failure conditions by measuring vibration signals.
Vibration measurements have been monitored in three axes: x, y, and z under the following

operating conditions:
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1. A motor in good condition
2. A motor with bearing fault
3. A motor with broken bars

In the case of bearing failure, there is a minimally invasive phenomenon in the machine’s
vibration, contrary to a broken bars failure, which gives rise to notorious vibration, Fig 9.
The preliminary coarse filtering process is performed by the assembled sensor.

Likewise, at a first glance, the vibrations in the axial direction are more noticeable. Thus,
their measurements are employed in the following analysis.

5. Results and discussion

As above mentioned, some minor failures such as bearing failures are not distinguishable by
exclusive use of ANFIS, figure 10. This is why the use of wavelets provides an effective tool
for the identification of different types of failures in electric machines.

The results presented in the following are attained through simulations using real data,
when the induction motor is under normal operating conditions and failure.

Phase I:

To exemplify the proposed strategy, the following results are obtained by using the x-axis
measurement only. Firstly, the wavelet decomposition requires that n levels be selected, so
that the inference process has sufficient information to identify the faulted condition. That
is, the quantity of levels is proportional to the filtering quality. In this application, due to the
good performance obtained when a correlation test to verify the data stability is carried out,
n = 2 will be used.

That is, the number of levels affects the number of sets resulting from the wavelet
decomposition, leading to four functions: two for high frequency, and two for low frequency.
Figure 11 shows the wavelet decomposition corresponding to the motor in good condition.

In this study the Meyer wavelet family is used (which properties are symmetry,
orthogonality, biortogonality) and the Shannon Entropy decomposition was used (Zadeh,
1965; Proakis, 2001; Anderson, 1984; Oppemheim & Schafer 2009)

Phase II:

Once the wavelet decomposition is evaluated, data must be structured and handled by the
software, with the proper procedure.

Training data: the historical data set representing each particular state of the machine
requires the corresponding wavelet decomposition.

Checking data: data used to test and infer. From a practical standpoint, they are the vibration
measurements under the studied condition.

Tags: correspond to that feature that allows the user to differentiate one condition from
another. For the studied case, numerical levels will be used for each engine’s state.

Applying the proposed method to failures on bearings and broken bars, Figures 12-13 depict
a typical result. It is noteworthy that the checking and training data are perfectly
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differentiable through level changes observed in the data. Labels are selected by the user to
have a reference, which is the state that the machine is undergoing.

ANFIS witout wavelets [X-axis]

s displacements [m x 10°4]

| | | | | | | | |
02 04 06 08 1 12 4 [ 18 2
Time [5] ot

Fig. 10. Bearing failure ANFIS without wavelet decomposition

Wavelet descomposition n=2

Descomposed level wibration [rmm]

Time [s]

Fig. 11. A machine in good condition: wavelet decomposition, n=2.

Additionally, Figures 14-15 display the Root Mean Squared Error (RMSE) between the
checking and training curves, for both failures, where the RMSE is a quadratic scoring rule,
which measures the average magnitude of the error. Expressing the expression in words, the
difference between the forecasted and the corresponding observed values are each squared
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and then averaged over the sample. Finally, the square root of the average is calculated,
since the errors are squared before they are averaged.

Bearing failures ANFIS
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Fig. 12. Bearing failure
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Fig. 13. Broken bars failure
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Error Curves
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Fig. 14. Error between checking and training curves for bearing failures

It is important to clarify that, for the training-optimization process, ANFIS uses a
combination of the method by least squares and gradient descent.

Error Curves
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Fig. 15. Error between checking and training curves for broken bars
In Figures 16-17 the mean for both failures are exhibited, which have been calculated as an

average data set for each level, where it is clear that inference process has been successful,
because the labels are clearly differentiable, where positive and negative values are the
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result of a previous selection of tags formed by numerical extremes to differentiate the states
where the motor is.
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Fig. 16. Mean under bearing failure
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Fig. 17. Mean under broken bars failure



Fuzzy Inference Systems Applied to the Analysis of Vibrations in Electrical Machines 151

6. Conclusions

The study of vibration in rotating electrical machines through ANFIS requires the use of
signal conditioning tools, which are introduced through the training and test arrays. Special
care should be taken with some overlapping modes, especially in those failures that, due to
their nature, do not generate large perturbations in oscillations, but represent an imminent
risk to the engine’s life.

The failures considered in the electrical machines studied, reflected changes in the three axes
x, y and z. However, they are most noticeable in those that are axial to the axis of rotation,
allowing the detection of failures through the analysis on a single axis, instead opening the
way for the use of less sophisticated sensors, reducing the implementation costs.

In the inference process it is quite attractive to use pragmatic strategies to handle large
amount of measured information, and able to identify the machinery’s operating condition.

The errors between the check and learning curves for the two types of studied failures are
satisfactory for identification purposes in both cases. Thus, ANFIS has been successfully
applied to distinguish between such failures.
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1. Introduction

Large-scale and complex mechanical equipments usually operate under complicated and
terrible conditions such as heavy duty, erosion, high temperature, etc. Therefore, it is
inevitable for the key components (bearings, gears and shafts, etc.) of these equipments to
suffer faults with various modes and different severity degrees. However, faults of large-
scale and complex mechanical equipments are characterized by weak response, multi-fault
coupling, etc., and it is hard to detect and diagnose incipient and compound faults for these
equipments.

One of the principal tools for diagnosing mechanical faults is vibration-based analysis [1-
3]. Through the use of processing techniques of vibration signals, it is possible to obtain
vital diagnosis information from the signals [4, 5]. Traditional fault diagnosis techniques
are performed by diagnosticians observing the vibration signals and the spectra using
their expertise and special knowledge. However, for mechanical equipments having
complex structures, many monitoring cells and high degrees of automation, there is lots of
data to be analyzed in the process of fault diagnosis. Obviously, it is impossible for
diagnosticians to manually analyze so many data. Thus, the degree of automation and
intelligence of fault diagnosis should be enhanced [6]. Researchers have applied artificial
intelligent techniques to fault diagnosis of mechanical equipments, such as expert
systems, fuzzy logic, neural networks, genetic algorithms, etc [7-10]. Correspondingly,
prominent achievements have been obtained in the field of intelligent fault diagnosis.
With the advancement of studies and applications, however, researchers find that
individual intelligent techniques have their advantages and shortcomings as well. For
incipient and compound faults of mechanical equipments, the diagnosis accuracy using
an individual intelligent technique is quite low and the generalization ability is
considerably weak. Thus, it is urgent and necessary to develop novel techniques and
methods to solve these problems.
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The combination of multiple intelligent techniques has been intensively studied to overcome
the limitations of individual intelligent techniques and achieve better performance [11-13].
Multiple intelligent classifiers input different feature sets usually exhibit complementary
classification behaviors. Thus, if the classification results of multiple intelligent techniques
are combined to yield the final classification result, the final performance may be superior to
the best performance of individual classifiers [14-16].

Based on the above analysis, a hybrid intelligent fault diagnosis method is presented in
this chapter to diagnose incipient and compound faults of complex equipments. The
method is developed by combining multiple adaptive neuro-fuzzy inference systems
(ANFISs), genetic algorithms (GAs) and vibration signal processing techniques. The
method employs signal preprocessing techniques to mine fault information embedded in
vibration signals. Statistical features reflecting machinery health conditions from various
aspects are synthesized to construct multiple feature sets and to fully reveal fault
characteristics. Using an improved distance evaluation technique, the sensitive features
are selected from all feature sets. Based on the independency and the complementary in
nature of multiple ANFISs with different input feature sets, a hybrid intelligent method is
constructed using GAs. The hybrid intelligent method is applied to fault diagnosis of
rolling element bearings. The experimental results show the method based on multiple
fuzzy inference systems is able to reliably recognize both incipient faults and compound
faults.

The rest of this chapter is organized as follows. Section 2 presents the hybrid intelligent
method based on fuzzy inference system. Feature extraction and selection, and adaptive
neuro-fuzzy inference system are also introduced in this section. Section 3 gives two cases of
fault diagnosis for rolling element bearings. The hybrid intelligent method is applied to
diagnosing bearing faults and the corresponding results are reported. Section 4 compares
the proposed hybrid intelligent method with individual intelligent methods in the light of
classification accuracy, and further discusses the causes of the improvement produced by
the hybrid method. Finally, conclusions are given in Section 5.

2. The hybrid intelligent method based on fuzzy inference system

The hybrid intelligent method is shown in Fig. 1. It includes the following five steps.
First, vibration signals are filtered, and at the same time they are decomposed by
empirical mode decomposition (EMD) and intrinsic mode functions (IMFs) are
produced. The filtered signals and IMFs are further demodulated to calculate their
Hilbert envelope spectra. Second, six feature sets are extracted. They are respectively
time- and frequency-domain statistical features of both the raw and preprocessed
signals. Third, each feature set is evaluated and a few sensitive features are selected from
it by applying the improved distance evaluation technique. Correspondingly, six
sensitive feature sets are obtained. Forth, each sensitive feature set is input into one
classifier based on ANFIS for training and testing. There are altogether six different
classifiers corresponding to the six sensitive feature sets. Fifth, the weighted averaging
technique based on GAs is employed to combine the outputs of the six ANFISs and come
up with the final diagnosis results.
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Fig. 1. Flow chart of the hybrid intelligent fault diagnosis method

2.1 Feature extraction
2.1.1 Statistical features of raw signals

Twenty-four feature parameters (p1-p24), presented in Table 1, are extracted [6] in this study.
Eleven parameters (p1-p11) are time-domain statistical features and thirteen parameters (p12-
p24) are frequency-domain ones. Once faults occur in mechanical equipments, the time-
domain signal may change. Both its amplitude and distribution will be different from those
of signals collected under healthy conditions. In addition, the frequency spectra and its
distribution may change as well, which indicates that new frequency components appear
and the convergence of frequency spectra varies. Parameter p; and p3-ps reflect the vibration
amplitude and energy in time domain. Parameter p» and ps-p11 represent the time series
distribution of the signal in time domain. Parameter pi; indicates the vibration energy in
frequency domain. Parameter pi3-p1s, p1i7 and pai—-pas describe the convergence of the
spectrum power. Parameter p1s and p1s—p20 show the position change of major frequencies.
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Time-domain feature parameters

Frequency-domain feature parameters
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where s(k) is a spectrum for k=1,2,...,K, Kis

the number of spectrum lines; f; is the

frequency value of the kth spectrum line.

Table 1. The feature parameters

Each vibration signal is processed to extract eleven time-domain features and thirteen
frequency-domain features from its spectrum. The time- and frequency-domain features
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extracted here are hereafter referred as feature set 1 and feature set 2, respectively.
Therefore, feature sets 1 and 2 contain 11 and 13 feature values, respectively.

2.1.2 Statistical features of filtered signals

The examination of vibration signals indicates the presence of low-frequency interference.
The signals are subjected to either high-pass or band-pass filtration to remove the low-
frequency interference components. F filters are adopted and the selected filtration
frequencies should completely cover the frequency components characterizing faults of
mechanical equipments. The eleven time-domain features are extracted from each of the
filtered signals. Therefore 11x F time-domain features are obtained and defined as feature
set 3.

In addition, the interference within the selected frequency band can be minimized by
demodulation. Demodulation detection makes the diagnosis process a little more
independent of a particular machine since it focuses on the low-amplitude high-frequency
broadband signals characterizing machine conditions [17]. By performing demodulation
and Fourier transform on the F filtered signals, we can obtain F envelope spectra. The
envelope spectra are further processed to extract another set of 13x F frequency-domain
features. This feature set is referred as feature set 4.

2.1.3 Statistical features of IMFs

To extract more information, each of these raw signals is decomposed using the EMD
method. EMD is able to decompose a signal into IMFs with the simple assumption that any
signal consists of different simple IMFs [18]. For signal x(t), we can decompose it into I
IMFs ¢q,¢y,...,c; and a residue 7, which is the mean trend of x(t). The IMFs include
different frequency bands ranging from high to low. The frequency components contained
in each IMF are different and they change with the variation of signal x(f), while r;
represents the central tendency of signal x(t) . A more detailed explanation of EMD can be
found in Ref. [18].

Generally, first S IMFs containing valid information are selected to further analysis. Similar
to the feature extraction method of the raw signals, the eleven features in time domain are
extracted from each IMF. Then, we get an additional set of 11x S time-domain features
referred as feature set 5.

Each IMF is demodulated and its envelope spectrum is produced. We extract the thirteen
frequency-domain features from the envelope spectrum and finally derive another set of
13x S frequency-domain features defined as feature set 6.

2.2 Feature selection

Although the above features may detect faults occurring in mechanical equipments from
different aspects, they have different importance degrees to identify different faults. Some
features are sensitive and closely related to the faults, but others are not. Thus, before a
feature set is fed into a classifier, sensitive features providing mechanical fault-related
information need be selected to enhance the classification accuracy and avoid the curse of
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dimensionality as well. Here, an improved distance evaluation technique is presented and it
is used to select the sensitive features from the whole feature set [6].

Suppose that a feature set of C machinery health conditions is
{Tmejm=12,.,M;c=12,..,Cj=12,.,]}, )

where g, . ;is the jth eigenvalue of the mth sample under the cth condition, M, is the
sample number of the cth condition, and | is the feature number of each sample. We collect
M, samples under the cth condition. Therefore, for C conditions, we get M, X C samples.
For each sample, ] features are extracted to represent the sample. Thus, M, X C x | features
are obtained, which are defined as a feature set {qm,cl j} .

Then the feature selection method based on the improved distance evaluation technique can
be given as follows.

Step 1. Calculating the average distance of the same condition samples

M,

c

1
I —
“! MCX(ME _1)1Z

,m=1

Tej =il Lm=12,. .M, I#m; )

then getting the average distance of C conditions

Step 2. Defining and calculating the variance factor of d}w) as

(@) max(d ;)
0 = —— . 4)
min(d,, j-)
Step 3. Calculating the average eigenvalue of all samples under the same condition
1 M
uc,j = Emz::lqm,c,j ; (5)
then obtaining the average distance between different condition samples
® 15
V= u, . —u. ., ce=12,.,C,c#e. 6
I Cx(C-1) Cél “r e ©
Step 4. Defining and calculating the variance factor of djb) as
p  max(u, ; —u i)
o) = - d L, ce=12,.,C,c#e. (7)
min( Up, ;= U j )
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Step 5. Defining and calculating the compensation factor as

max(o”))  max(v

(
] ]

. . (b) (w) .. .
Step 6. Calculating the ratio of 4;” to d;"’ and assigning the compensation factor

40
a. =2 ]—w); 9)

I 4
4
then normalizing «; by its maximum value and getting the distance evaluation criteria

(o
a=—" (10)
max(a;)
Clearly, larger a i (j=1,2,...,]) indicates that the corresponding feature is better to
distinguish the C conditions. Thus, the sensitive features can be selected from the feature

set ¢, ; according to the distance evaluation criteria a j from large to small.

2.3 Review of ANFIS

The adaptive neuro-fuzzy inference system (ANFIS) is a fuzzy Sugeno model of integration
where the final fuzzy inference system is optimized using the training of artificial neural
networks. It maps inputs through input membership functions and associated parameters,
and then through output membership functions to outputs. The initial membership
functions and rules for the fuzzy inference system can be designed by employing human
expertise about the target system to be modeled. Then ANFIS can refine the fuzzy if-then
rules and membership functions to describe the input/output behavior of a complex system.
Jang [19] found that even if human expertise is not available it is possible to intuitively set
up reasonable membership functions and then employ the training process of artificial
neural networks to generate a set of fuzzy if-then rules that approximate a desired data set.

In order to improve the training efficiency and eliminate the possible trapping due to local
minima, a hybrid learning algorithm is employed to tune the parameters of the membership
functions. It is a combination of the gradient descent approach and least-squares estimate.
During the forward pass, the node outputs advance until the output membership function
layer, where the consequent parameters are identified by the least-squares estimate. The
backward pass uses the back propagation gradient descent method to update the premise
parameters, based on the error signals that propagate backward. More detailed description
regarding ANFIS can be referred to Ref. [19].

2.4 The combination of multiple ANFISs

The hybrid intelligent method is implemented by combining multiple ANFISs using GAs.
The idea of combining multiple classifiers into a committee is based on the expectation that
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the committee can outperform its members. The classifiers exhibiting different behaviors
will provide complementary information each other. When they are combined, performance
improvement will be obtained. Thus, diversity between classifiers is considered as one of
the desired characteristics required to achieve this improvement. This diversity between
classifiers can be obtained through using different input feature sets.

In this study, the six different feature sets have been extracted and the relevant six sensitive
feature sets have been selected. ANFIS is used as the committee member. The weighted
averaging technique is utilized to combine the six classifiers based on ANFIS, and the final
classification result of the hybrid intelligent method is given as follows:

6
V=2 wh,,, n=12,.,N', k=12,..,6, 1n
k=1

subject to

6
z w, =1,
k=1

wy 20,

(12)

where i, and #, , represent the classification results of the nth sample using the hybrid
intelligent method and the kth individual classifier respectively, w, is the weight associated
with the kth individual classifier, and N' is the number of all samples.

Here, the weights are estimated by using GAs to optimize the fitness function defined by
Equation (13). Real-coded genomes are adopted and a population size of ten individuals is
used starting with randomly generated genomes. The maximum number of generations 100
is chosen as the termination criterion for the solution process. Non-uniform-mutation
function and arithmetic crossover operator [20] are used with the mutation probability of
0.01 and the crossover probability of 0.8, respectively.

1
= , 13
f 1+E 13
where E is root mean square training errors expressed as
1A 1
E:[N”Z(yn—]}n)z]z, n=12,.,N", (14)
n=1

where y, is the real result of the nth training sample, and N" is the number of the training
samples.

3. Applications to fault diagnosis of rolling element bearings

Rolling element bearings are core components of large-scale and complex mechanical
equipments. Faults occurring in the bearings may lead to fatal breakdowns of mechanical
equipments. Therefore, it is significant to be able to accurately and automatically detect
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and diagnosis the existence of faults occurring in the bearings. In this section, two cases of
rolling element bearing fault diagnosis are utilized to evaluate the effectiveness of the
hybrid intelligent method. One is fault diagnosis of bearing test rig from Case Western
Reserve University (CWRU), which involves bearing faults with different defect sizes [21].
The other is fault diagnosis of locomotive rolling bearings having incipient and
compound faults. The vibration signals were measured under various operating loads and
different bearing conditions including different fault modes and severity degrees in both
cases.

3.1 Case 1: Fault diagnosis of bearings of CWRU test rig

Faults were introduced into the tested bearings using the electron discharge machining
method. The defect sizes (diameter, depth) of the three faults (outer race fault, inner race
fault and ball fault) are the same: 0.007, 0.014 or 0.021 inches. Each bearing was tested under
four different loads (0, 1, 2 and 3 hp). The bearing data set was obtained from the
experimental system under four different health conditions: (1) normal condition; (2) with
outer race fault; (3) with inner race fault; (4) with ball fault. Thus, the vibration data was
collected from rolling element bearings under different operating loads and health
conditions. More information regarding the experimental test rig and the data can be found
in Ref. [21].

We conduct three investigations over three different data subsets (A-C) of the rolling
element bearings. The detailed descriptions of the three data subsets are shown in Table 2.
Data set A consists of 240 data samples of four health conditions (normal condition, outer
race fault, inner race fault and ball fault) with the defect size of 0.007 inches under four
various loads (0, 1, 2 and 3 hp). Each of the four health conditions includes 60 data samples.
Data set A is split into two sets: 120 samples for training and 120 for testing. It is a four-class
classification task corresponding to the four different health conditions.

Data set B also contains 240 data samples. 120 samples with the detect size of 0.021 inches
are used as the training set. The remaining 120 samples with the detect size of 0.007 inches
are identical with the 120 training samples of data set A and form the testing samples of data
set B. The purpose of using this data set is to test the classification performance of the
proposed method to incipient faults when it is trained by the serious fault samples.

Data set C comprises 600 data samples covering four health conditions and four different
loads. Each fault condition includes three different defect sizes of 0.007, 0.014 and 0.021
inches, respectively. The 600 data samples are divided into 300 training and 300 testing
instances. For data set C, in order to identify the severity degrees of faults, we solve the ten-
class classification problem.

As mentioned in Section 2, the statistical features are extracted from the raw signal, filtered
signal and IMF of each data sample. Three band-pass (BP1-BP3) and one high-pass (HP)
filters are adopted for this bearing data. The band-pass frequencies (in kHz) of the BP1-BP3
filters are chosen as: BP1 (2.2-3.8), BP2 (3.0-3.8), and BP3 (3.0-4.5), respectively. The cut-off
frequency of the HP filter is chosen as 2.2 kHz. These frequencies are selected to cover the
frequency components representing bearing faults.
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Data The number of The number of  Defect size of Health Label of
set training samples testing samples  training/testing  conditions classification
samples (inches)

A 30 30 0/0 Normal 1
30 30 0.007/0.007 Outer race 2
30 30 0.007/0.007 Inner race 3
30 30 0.007/0.007 Ball 4

B 30 30 0/0 Normal 1
30 30 0.021/0.007 Outer race 2
30 30 0.021/0.007 Inner race 3
30 30 0.021/0.007 Ball 4

C 30 30 0/0 Normal 1
30 30 0.007/0.007 Outer race 2
30 30 0.007/0.007 Inner race 3
30 30 0.007/0.007 Ball 4
30 30 0.014/0.014 Outer race 5
30 30 0.014/0.014 Inner race 6
30 30 0.014/0.014 Ball 7
30 30 0.021/0.021 Outer race 8
30 30 0.021/0.021 Inner race 9
30 30 0.021/0.021 Ball 10

Table 2. Description of three data subsets

In order to demonstrate the enhanced performance of the hybrid intelligent method based
on fuzzy inference system, the method is compared with individual classifiers based on
ANFIS. Considering the computational burden, in each investigation, only four sensitive
features are selected from each of the six feature sets using the improved distance evaluation
technique and then input into the corresponding classifier. For data set A, distance
evaluation criteria o j of the six feature sets are shown in Fig. 2. The diagnosis results of the
four data sets are shown in Table 3 and Fig. 3, respectively.

Observing the results in Table 3 and Fig. 3, we can get the following interesting things.

1. For data set A, since this classification problem is relatively simple, both the six individual
classifiers and the hybrid intelligent method achieve the high training and testing accuracy
(100%). However, comparing the classification error of the hybrid intelligent method with
those of the individual classifiers plotted in Fig. 4, we can see that the classification error of
the hybrid intelligent method is the least.
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Fig. 2. Distance evaluation criteria of six feature sets of data set A: (a) feature set 1, (b)
feature set 2, (c) feature set 3, (d) feature set 4, (e) feature set 5, and (f) feature set 6.

D Classifier 1 Classifier 2 Classifier 3 Classifier 4
ata
set Training Testing Training Testing Training Testing Training Testing
A 100 100 100 100 100 100 100 100
100 62.5 100 79.17 100 74.17 100 80
C 65.67 61 90 87.67 72.67 68 80.33 77
Classifier 5 Classifier 6 Average of six Hybrid method
Data classifiers
set
Training Testing Training Testing Training Testing Training Testing
A 100 100 100 100 100 100 100 100
B 100 55.83 100 81.67 100 72.22 100 90.83
C 67.67 67 87.33 81 77.28 73.61 93.67 91.33

Table 3. Diagnosis results of the CWRU bearings using the hybrid intelligent classifier and

individual classifiers



—_—
[0}
N

Fuzzy Inference System — Theory and Applications

3 o
X X 100
< <
£ i
3 2 80 - _ N - - -
B 2
= g 70~ - - -
s} 15}
2 2
S s 60
b b=
7} @n 50
3 — ~ 3} < %) o 2 — N I3} < 7o) ©
O 5} 5 o) 5 5 5 5 O 5] 5} 5] 5} 5} o] 5}
‘B ‘B 7] ‘B ‘n ‘n 5 @ 7 7 7 7 7 7 ) 7]
7] @ @ 7] 7] » o 7] @ 7] 7] 7] 7] n 2 2]
< < < < < < > < < < < < < < > <
= = = = = = 2 = R B e . e
@] &) &) &) @] @] @] &) O &) &) &)
(@) (b)
—
x 100
~ — ..
§ 90 1 Training
-
g & B Testing
<
= 70
2
= 60F- - - - N - -
o
k=
7 50
3 —~ & = <+ wn  ©
] e e e S e e e
&) o ) ) 3] 13} 15} 3]
7] 7] 7] @ 7] 2 5 @
1%} 173 v 1 %] 1% 1%} 173
£ s 3 £ 3 s > s
= = = = = = 2 =
@] &) &) &) @] @]
()

Fig. 3. Diagnosis results of the CWRU bearings: (a) data set A, (b) data set B, and (c) data set C.
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2. For data set B, we can see that the training accuracies of all the classifiers are 100%.
However, the hybrid intelligent method produces better testing performance (90.83%) than
any of the individual classifiers ranging from 55.83% to 81.67% (average 72.22%). This result
validates that the hybrid intelligent classifier trained by the serious fault data can diagnose
the incipient faults with a higher accuracy in comparison with the individual classifiers.

3. For data set C, the training success rates of all the classifiers decrease and range from
65.67% to 93.67% because it is a ten-class classification problem and therefore relatively
difficult. But the highest training accuracy (93.67%) is still generated by the hybrid
intelligent method. For testing, the classification success of the six individual classifiers is in
the range of 61-87.67% (average 73.61%), whereas the classification success of the hybrid
method is much higher (91.33%). These imply that the hybrid method can identify both the
different fault modes and the different fault severities better.

3.2 Case 2: Fault diagnosis of locomotive rolling bearings

The test bench of locomotive rolling bearings is shown in Fig. 5. The test bench consists of a
hydraulic motor, two supporting pillow blocks (mounting with normal bearing), a tested
bearing (52732QT) which is loaded on the outer race by a hydraulic cylinder, a hydraulic
radial load application system, and a tachometer for shaft speed measurement. The bearing
is installed in a hydraulic motor driven mechanical system. 608 A11-type ICP accelerometers
with a bandwidth up to 5 kHz are mounted on the load module adjacent to the outer race of
the tested bearing for measuring its vibrations. The Advanced Data Acquisition and
Analysis System by Sony EX is used to capture the vibration data. Parameters in the
experiment are listed in Table 4.

Hydraulic motor Coupling Supporting pillow blocks Shaft

——— |

I I I I Ii'l I I Load module
-————————
-Ti Accelerometer
Tachometer Hydraulic cylinder

—
-}

T

Fig. 5. Test bench of the locomotive rolling bearings.

A bearing data set containing nine subsets is obtained from the experimental system under
the nine different health conditions. The nine conditions of bearings, shown in Table 5,
involve not only incipient faults but also compound faults. The incipient faults are actually
slight rub of outer races, inner races or rollers. These faulty bearings are shown in Fig. 6.
Each data subset corresponds to one of the nine conditions and it consists of 50 samples.
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Each sample is a vibration signal containing 8192 sampling points. Thus, the bearing data
set includes altogether 450 data samples, which is divided into 225 training and 225 testing
samples. This data is used to demonstrate the effectiveness of the proposed hybrid
intelligent method in simultaneously identifying incipient faults and compound ones.

Parameter Value
Bearing specs 52732QT
Load 9800N
Inner race diameter 160mm
Outer race diameter 290mm
Roller diameter 34mm
Roller number 17
Contact angle 0°
Sampling frequency 12.8 kHz

Table 4. Parameters in the experiment

Condition Rotating speed Label
Normal condition About 490 rpm 1
Slight rub fault in the outer race About 490 rpm 2
Serious flaking fault in the outer race About 480 rpm 3
Slight rub fault in the inner race About 500 rpm 4
Roller rub fault About 530 rpm 5
Compound faults in the outer and inner races About 520 rpm 6
Compound faults in the outer race and rollers About 520 rpm 7
Compound faults in the inner race and rollers About 640 rpm 8
Compound faults in the outer and inner races and rollers About 550 rpm 9

Table 5. Health conditions of the locomotive rolling bearings

Two band-pass (BP1 and BP2) and one high-pass (HP) filters are used to filter the vibration
signals of locomotive rolling bearings. The band-pass frequencies (in kHz) of the BP1 and
BP2 filters are chosen as 1.5-2.7 and 1.5-4, respectively. The cut-off frequency of the HP
filter is chosen as 3kHz. Similar to case 1, four sensitive features are selected from each of
the six feature sets using the improved distance evaluation technique and then input into
the corresponding classifier. The classification results of the hybrid intelligent method and
six individual classifiers are shown in Fig. 7.
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Slight rub on the outer race Serious flaking on the outer race

Fig. 6. Faults in the locomotive rolling bearings.
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Fig. 7. Diagnosis results of the locomotive rolling bearings.

It is seen that the training accuracies of six individual classifiers are from 70.67% to 98.60%
(average 85.69%) and the testing accuracies from 65.33% to 98.60% (average 83.39%). For the
proposed hybrid intelligent method, however, both the training and testing accuracies are
100%. This result shows that the hybrid method achieves obvious improvements in



168 Fuzzy Inference System — Theory and Applications

recognition accuracy and provides a better generalization capability compared to the
individual classifiers. Therefore, it is able to effectively identify not only incipient faults but
also compound faults of locomotive rolling bearings.

4. Discussions

1. Comparing the diagnosis results of the proposed hybrid intelligent method with those of
individual classifiers, we find that the testing accuracies of the hybrid intelligent method
(100% for data set A, 90.83% for data set B and 91.33% for data set C in case 1; 100% in case
2) increase by 0, 18.61%, 17.72% and 16.61% compared with the average accuracies of the six
individual classifiers. In addition, although the highest classification accuracy (100%) is
obtained by all the classifiers for data set A in case 1, the classification error of the hybrid
intelligent method is least among all classifiers. Thus, the proposed hybrid intelligent
method is superior to the individual classifiers in the light of the classification accuracies.

2. All the above comparisons prove that the proposed hybrid intelligent method obtains
significant improvements in fault diagnosis accuracy compared to the individual classifiers.
It reliably recognizes both incipient faults and compound faults of rolling element bearings.
The success obtained by the hybrid intelligent method may be attributed to the following
three points. 1) Extracting both time- and frequency-domain features better reflects the
machinery health conditions. 2) Selecting the sensitive features reflecting the fault
characteristics avoids interference of other fault-unrelated features. 3) Combining multiple
intelligent classifiers based on fuzzy inference system raises diagnosis accuracy.

3. The problems studied in this chapter cover single fault diagnosis, incipient fault diagnosis
and compound fault diagnosis, and therefore they are typical cases of machinery fault
diagnosis. The satisfactory experiment results demonstrate the -effectiveness and
generalization ability of the hybrid intelligent method. Although the proposed method is
applied to fault diagnosis of the rolling element bearings successfully, it may also be
employed to fault diagnosis of other rotating machinery.

5. Conclusions

In this chapter, a hybrid intelligent method based on fuzzy inference system is proposed for
intelligent fault diagnosis of rotating machinery. In the method, several preprocessing
methods, like empirical mode decomposition (EMD), filtration and demodulation, are
utilized to mine fault information from vibration signals. In order to remove the redundant
and irrelevant information, an improved distance evaluation technique is presented and
used to select the sensitive features. Multiple fuzzy inference systems are combined using
genetic algorithms (GAs) to enhance fault identification accuracy. The experimental results
show that the hybrid intelligent method enables the identification of incipient faults and at
the same time recognition of compound faults.
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1. Introduction

Present industrial environment is quite different than past. Globalization and market driven
forces has made the working environment quite competitive. It is quite obvious that these
factors when combined with environmental factors, lead to poor operators/workers
performance. Therefore, ergonomists has new challenges in terms of predicting workers
efficiency as well as workers health protection and well being.

High noise level exposure leads to psychological as well physiological problems. It results in
deteriorated cognitive task efficiency, although the exact nature of work performance is still
unknown. To predict cognitive task efficiency deterioration, neuro-fuzzy tools were used. It
has been established that a neuro-fuzzy computing system helps in identification and
analysis of fuzzy models. The last decade has seen substantial growth in development of
various neuro-fuzzy systems. Among them, adaptive neuro-fuzzy inference system
provides a systematic and directed approach for model building and gives the best possible
design parameters in minimum possible time.

Input variables were noise level, cognitive task type, and age of workers. Out-put variable was
predicted in terms of reduction in cognitive task efficiency. The cause-effect relationships of
these parameters are complex, uncertain, and non-linear in nature therefore, it is quite difficult
to properly examine it by conventional methods. Hence, an attempt is made in present study
to develop a neuro-fuzzy model to predict the effects of noise pollution on human work
efficiency as a function of noise level, cognitive task type, and age of the workers practicing
cognitive type of task at (.T.O power plant station, centrifugal pump industry WPIL India
Limited, and Shriram Piston & Rings limited) industries. Categorization of noise and its levels
(high, medium, and low) was based on a survey conducted for this purpose.

A total of 155 questionnaires were distributed among the workers of industries under
reference. Likert scale has been used to evaluate the answers densities which ranges between
“strongly disagree” to “strongly agree”. Cognitive workers performance was evaluated based
on self administrated questionnaire survey, which consisted of 55-questions, covering all
possible reported effects of cognitive task on cognitive task performance.
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The model was implemented on neural Fuzzy Logic Toolbox of MATLAB using Sugeno
technique. The modeling technique was based on the concept of neural Fuzzy Logic, which
offers a convenient means of representing the relationship between the inputs and outputs
of a system in the form of IF-THEN rules. Model has been built under The Recommended
Exposure Limit (REL) for workers engaged in occupation such as engineering controls,
administrative controls, and/or work practices is 90 dB(A) for 8 hr duration OSHA. In order
to validate the model 20% data sets were used for testing purpose.

2. Literature review

Since the last one-decade or so extensive research work has been in progress in the field of
affects of noise on the health, comfort and performance of people under the banner of the
discipline environmental Ergonomics. The matter content available on the topic is found to
be highly scattered in literature. An attempt has been made in this chapter to present the
matter content in a systematic manner under different chapters as given below:

2.1 Studies on Industrial/cognitive task performance

Rasmussen (2000) [1] Society is becoming increasingly dynamic and integrated owing to the
extensive use of information technology. This has several implications that pose new
challenges to the human factors profession. In an integrated society, changes and
disturbances propagate rapidly and widely and the increasing scale of operations requires
also that rare events and circumstances are considered during systems design. In this
situation, human factors contributions should be increasingly proactive, not only
responding to observed problems, but also, they should be based on models of adaptive
human behavior in complex, dynamic systems.

Murata, et al. (2000) [2] To clarify whether job stressors affecting injury due to labor
accidents differ between Japanese male and female blue-collar workers, the Job Content
Questionnaire (JCQ), assessing dimensions of job stressors based on the demand-control-
support model, was applied to 139 blue collar workers in a manufacturing factory. Of them,
24 male and 15 female workers suffered from injuries at work. In the female workers with
the experience of work injury, the job demand score and job strain index (i.e., the ratio of job
demand to job control) of the JCQ were significantly higher and the score of coworker
support was significantly lower, than those in the female workers without the experience.
High job demand (or, high job strain and low coworker support) was significantly related to
work injury in all the female workers. Between the male workers with and without work
injury, however, there was no significant difference in any job stressors. This pilot study
suggests that high job strain (specifically, high job demand), as well as low coworker
support, are important factors affecting work injury in Japanese female blue-collar workers.
Further research with a large number of male blue-collar workers will be required to seek
other factors that may be associated with work injury.

Genaidy (2005) [3] Advances in human-based systems have progressed at a slower pace
than those for technological systems. This is largely attributed to the complex web of
variables that jointly influence work outcomes, making it more difficult to develop a
quantitative methodology to solve this problem. Thus, the objective of this study was to
develop and validate work compatibility as a diagnostic tool to evaluate musculoskeletal
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and stress outcomes. Work compatibility is defined as a latent variable integrating the
positive and negative impact characteristics of work variables in the human-at-work
system in the form of a prescribed relationship. The theoretical basis of work
compatibility is described at length in terms of concepts and models. In addition,
approximate reasoning solutions for the compatibility variables are presented in terms of
three models, namely, linear, ratio, and expert. A test case of 55 service workers in a
hospital setting has been used to validate work compatibility with respect to severe
musculoskeletal and high stress outcomes. The results have demonstrated that the expert
compatibility model provided the stronger and more significant associations with work
outcomes in comparison to the linear and ratio compatibility models. In conclusion,
although the work compatibility validation is limited by both the cross-sectional design
and sample size, the promising findings of this exploratory investigation suggest that
further studies are warranted to investigate work compatibility as a diagnostic tool to
evaluate musculoskeletal and stress outcomes in the workplace.

Genaidy, et al. (2007) [4] Although researchers traditionally examined the 'risk'
characteristics of work settings in health studies, few work models, such as the 'demand-
control' and 'motivation-hygiene theory', advocated the study of the positive and the
negative aspects of work for the ultimate improvement of work performance. The objectives
of the current study were: (a) to examine the positive and negative characteristics of work in
the machining department in a small manufacturing plant in the Midwest USA, and, (b) to
report the prevalence of musculoskeletal and stress outcomes. A focus group consisting of
worker experts from the different job categories in the machining department confirmed the
management's concerns. Accordingly, 56 male and female workers, employed in three shifts,
were surveyed on the demand/energizer profiles of work characteristics and self-reported
musculoskeletal/stress symptoms. On average, one-fourth to one-third of the workers
reported 'high' demand, and over 50% of the workers documented 'low' energizers for
certain work domains/sub-domains, such as 'physical task content'/'organizational' work
domains and 'upper body postural loading'/'time organization' work sub-domains. The
prevalence of workers who reported 'high' musculoskeletal/stress disorder cases, was in the
range of 25-35% and was consistent with the results of 'high' demands and 'low' energizers.
The results of this case study confirm the importance of adopting a comprehensive view for
work improvement and sustainable growth opportunities. It is paramount to consider the
negative and positive aspects of work characteristics to ensure optimum organizational
performance. The Work Compatibility Improvement Framework, proposed in the reported
research, is an important endeavor toward the ultimate improvement and sustainable
growth of human and organizational performance.

John, et al. (2009) [5]The main objective of this study was to test the research question that
human performance in manufacturing environments depends on the cognitive demands of
the operator and the perceived quality of work life attributes. The second research question
was that this relationship is related to the operator's specific task and time exposure. Two
manufacturing companies, with a combined population of seventy-four multi-skilled, cross-
trained workers who fabricated and assembled mechanical and electrical equipment,
participated in an eight month, four-wave pseudo panel study. Structural equation
modeling and invariance analysis techniques were conducted on the data collected during
cognitive task analysis and the administration of questionnaires. Human performance was
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indicated to be a causal result of the combined, and uncorrelated, effect of cognitive
demands and quality of work attributes experienced by workers. This causal relationship
was found to be dependent on the context of, but not necessarily the time exposed to, the
particular task the operator was involved with.

2.2 Studies on age related noise effects

As age effects, sensitivity to the high frequencies is lost first and the loss is irreversible. In
audiometry, such loss is described as a permanent threshold shift. Audiometric testing
consists of determination of the minimum intensity (the threshold) at which a person can
detect sound at a particular frequency. As sensitivity to particular frequencies is lost as a
result of age or damage, the intensity at which a stimulus can be detected increases. It is in
this sense that hearing loss can be described as a threshold shift. Studies have shown age
decrements in performance of sustained attention tasks.

Parasuranam, et al. (1990) [6] Thirty-six young (19-27 years), middle-aged (40-55 years),
and old (70-80 years) adults performed a 30-min vigilance task at low (15 per min) and
high (40 per min) event rates for 20 sessions. Skill-acquisition curves modeled on power,
hyperbolic, and exponential functions were predicted. With extensive practice, hit rates
increased and false-alarm rates decreased to virtually asymptotic levels. Skill
development was best described by the hyperbolic function. Practice reduced but did not
eliminate the vigilance decrement in all subjects. The event-rate effect-the decrease in hit
rate at high event rates-was reduced with practice and eliminated in young subjects. Hit
rates decreased and false-alarm rates increased with age, but there was little attenuation
of age differences with practice. Implications for theories of vigilance, skill development,
and cognitive aging are discussed.

Hale (1990) [7] Children respond more slowly than young adults on a variety of
information-processing tasks. The global trend hypothesis posits that processing speed
changes as a function of age, and that all component processes change at the same rate. A
unique prediction of this hypothesis is that the overall response latencies of children of a
particular age should be predictable from the latencies of young adults performing the same
tasks-without regard to the specific componential makeup of the task. The current effort
tested this prediction by examining the performance of 4 age groups (10-, 12-, 15-, and 19-
year-olds) on 4 different tasks (choice reaction time, letter matching, mental rotation, and
abstract matching). An analysis that simultaneously examined performance on all 4 tasks
provided strong support for the global trend hypothesis. By plotting each child group's
performance on all 4 tasks as a function of the young adult group's performance in the
corresponding task conditions, precise linear functions were revealed: 10-year-olds were
approximately 1.8 times slower than young adults on all tasks, and 12-year-olds were
approximately 1.5 times slower, whereas 15-year-olds appeared to process information as
fast as young adults.

Madden (1992) [8] Examined in three experiments a revised version of the Eriksen and Yeh
(C. W. Eriksen and Y.-Y. Yeh, 1985) model of attentional allocation during visual search.
Results confirmed the assumption of the model that performance represents a weighted
combination of focused-and distributed-attention trials, although they were relied on
focused attention more than was predicted. Consistent with the model, predictions on the
basis of the assumption of a terminating search fit the data better than predictions on the
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basis of an exhaustive search. The effects of varying cue validity favored an interpretation of
focused attention in terms of a processing gradient rather than a zoom lens. Although the
allocation of attention across trials was similar for young and older adults, there was an age-
related increase in the time required to allocate attention within individual trials.

Carayon, et al. (2000) [9] There have been several recent reports on the potential risk to
hearing from various types of social noise exposure. However, there are few population-
based data to substantiate a case for concern. During the last 10-20 years use of personal
cassette players (PCPs) has become very much more prevalent, and sound levels in public
nightclubs and discotheques are reported to have increased. This study investigated the
prevalence and types of significant social noise exposure in a representative population
sample of 356 18-25 year olds in Nottingham. Subjects were interviewed in detail about all
types of lifetime noise exposure. Noise measurements were also made for both nightclubs
and PCPs. In the present sample, 18.8% of young adults had been exposed to significant
noise from social activities, compared with 3.5% from occupational noise and 2.9% from
gunfire noise. This indicates that social noise exposure has tripled since the early 1980s in
the UK. Most of the present day exposure, measured in terms of sound energy, comes from
nightclubs rather than PCPs. Moreover, 66% of subjects attending nightclubs or rock
concerts reported temporary effects on their hearing or tinnitus. As will be reported in a
later publication, any persistent effect of significant noise exposure on 18-25 year olds is
difficult to show, however these data suggest that further work is indicated to study the
possibility of sub-clinical damage, and also to consider the implications for employees of
nightclubs.

Boman, et al. (2005) [10] The objectives in this paper were to analyze noise effects on
episodic and semantic memory performance in different age groups, and to see whether age
interacted with noise in their effects on memory. Data were taken from three separate
previous experiments that were performed with the same design, procedure and dependent
measures with participants from four age groups (13-14,18-20, 35-45 and 55-65 years).
Participants were randomly assigned to one of three conditions: (a) meaningful irrelevant
speech, (b) road traffic noise, and (c) quiet. The results showed effects of both noise sources
on a majority of the dependent measures, both when taken alone and aggregated according
to the nature of the material to be memorized. However, the noise effects for episodic
memory tasks were stronger than for semantic memory tasks. Further, in the reading
comprehension task, cued recall and recognition were more impaired by meaningful
irrelevant speech than by road traffic noise. Contrary to predictions, there was no interaction
between noise and age group, indicating that the obtained noise effects were not related to
the capacity to perform the task. The results from the three experiments taken together
throw more light on the relative effects of road traffic noise and meaningful irrelevant
speech on memory performance in different age groups.

2.3 Studies on noise effects related to task performance

Suter (1991) [11] The effects of noise are seldom catastrophic, and are often only transitory,
but adverse effects can be cumulative with prolonged or repeated exposure. Although it
often causes discomfort and sometimes pain, noise does not cause ears to bleed and noise-
induced hearing loss usually takes years to develop. Noise-induced hearing loss can indeed
impair the quality of life, through a reduction in the ability to hear important sounds and to
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communicate with family and friends. Some of the other effects of noise, such as sleep
disruption, the masking of speech and television, and the inability to enjoy one's property or
leisure time also impair the quality of life. In addition, noise can interfere with the teaching
and learning process, disrupt the performance of certain tasks, and increase the incidence of
antisocial behavior.

Evans, et al. (1993) [12] Large numbers of children both in the United States and throughout
the economically developing world are chronically exposed to high levels of ambient noise.
Although a great deal is known about chronic noise exposures and hearing damage, much
less is known about the non-auditory effects of chronic ambient noise exposure on children,
to estimate the risk of ambient noise exposure to healthy human development, more
information. About and attention to non-auditory effects such as psycho-physiological
functioning, motivation, and cognitive processes is needed. This article critically reviews
existing research on the non-auditory effects of noise on children; develops several
preliminary models of how noise may adversely affect children; and advocates an ecological
perspective for a future research agenda.

Evans, et al. (1997) [13] In the short term, noise induced arousal, may produce better
performance of simple tasks, but cognitive performance deteriorates substantially for more
complex tasks (i.e. tasks that require sustained attention to details or to multiple cues; or
tasks that demand a large capacity of working memory, such as complex analytical
processes). Some of the effects are related to loss in auditory Comprehension and language
acquisition, but others are not, among the cognitive effects, reading, attention, problem
solving and memory are most strongly affected by noise. The observed effects on
motivation, as measured by persistence with a difficult cognitive task, may either be
independent or secondary to the aforementioned cognitive impairments. For aircraft noise,
the most important effects are interference with rest, recreation and watching television.
This is in contrast to road traffic noise, where sleep disturbance is the predominant effect.
The primary sleep disturbance effects are: difficulty in falling asleep (increased sleep latency
time); awakenings; and alterations of sleep stages or depth, especially a reduction in the
proportion of REM-sleep (REM = rapid eye movement). Other primary physiological effects
can also be induced by noise during sleep, including Noise sources 7 increased blood
pressure; increased heart rate; increased finger pulse amplitude; vasoconstriction; changes
in respiration; cardiac arrhythmia; and an increase in body movements.

Smith (1998) [14] This paper examines the operation of urban bus transport systems based
upon exclusive bus roadways (bus ways) in three cities in Brazil. The historic, economic,
political, regulatory and operating context for these services is discussed. The strengths and
weaknesses of bus way systems in Curitiba, Porto Allegre and Sdo Paulo are compared, with
particular reference to the operating capacity of the bus ways. The paper concludes with an
assessment of the importance of operations techniques, infrastructure development, land
use planning, political stability and regulation to the success or failure of these systems.

Berglund, et al. (1999) [15] Two types of memory deficits have been identified under
experimental noise exposure: incidental memory and memory for materials that the
observer was not explicitly instructed to focus on during a learning phase. For example,
when presenting semantic information to subjects in the presence of noise, recall of the
information content was unaffected, but the subjects were significantly less able to recall, for
example, in which corner of the slide a word had been located. There is also some evidence
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that the lack of “helping behavior” that was noted under experimental noise exposure may
be related to inattention to incidental cues.

Birgitta, et al. (1999) [16] Exposure to night-time noise also induces secondary effects, or so-
called after effects. These are effects that can be measured the day following the night-time
exposure, while the individual is awake. The secondary effects include reduced perceived
sleep quality; increased fatigue; depressed mood or well-being; and decreased performance.

Stansfeld (2000) [17] Noise, including noise from transport, industry, and neighbors, is a
prominent feature of the urban environment. This paper reviews the effects of
environmental noise on the non-auditory aspects of health in urban settings. Exposure to
transport noise disturbs sleep in the laboratory, but generally not in field studies, where
adaptation occurs. Noise interferes with complex task performance, modifies social
behavior, and causes annoyance. Studies of occupational noise exposure suggest an
association with hypertension, whereas community studies show only weak relations
between noise and cardiovascular disease. Aircraft and road-traffic noise exposure are
associated with psychological symptoms and with the use of psychotropic medication, but
not with the onset of clinically defined psychiatric disorders. In carefully controlled studies,
noise exposure does not seem to be related to low birth weight or to congenital birth defects.
In both industrial studies and community studies, noise exposure is related to increased
catecholamine secretion. In children, chronic aircraft noise exposure impairs reading
comprehension and long-term memory and may be associated with increased blood
pressure. Noise from neighbors causes annoyance and sleep and activity interference health
effects have been little studied. Further research is needed for examining coping strategies
and the possible health consequences of adaptation to noise.

WHO (2002) [18] It has been documented in both laboratory subjects and in workers
exposed to occupational noise, that noise adversely affects cognitive task performance. In
children, too, environmental noise impairs a number of cognitive and motivational
parameters.

Harris, et al. (2005) [19] Studies from our lab show that noise exposure initiates cell death by
multiple pathways, therefore, protection against noise may be most effective with a
multifaceted approach. The Src protein tyrosine kinase (PTK) signaling cascade may be
involved in both metabolic and mechanically induced initiation of apoptosis in sensory cells
of the cochlea. The current study compares three Src-PTK inhibitors, KX1-004, KX1-005 and
KX1-174 as potential protective drugs for NIHL. Chinchillas were used as subjects. A 30
microl drop of one of the Src inhibitors was placed on the round window membrane of the
anesthetized chinchilla; the vehicle (DMSO and buffered saline) alone was placed on the
other ear. After the drug application, the middle ear was sutured and the subjects were
exposed to noise. Hearing was measured before and several times after the noise exposure
and treatment using evoked responses. At 20 days post-exposure, the animals were
anesthetized their cochleae extracted and cochleograms were constructed. All three Src
inhibitors provided protection from a 4 h, 4 kHz octave band noise at 106 dB. The most
effective drug, KX1-004 was further evaluated by repeating the exposure with different
doses, as well as, substituting an impulse noise exposure. For all conditions, the results
suggest a role for Src-PTK activation in noise-induced hearing loss (NIHL), and that
therapeutic intervention with a Src-PTK inhibitor may offer a novel approach in the
treatment of NIHL.
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2.4 Studies on the fuzzy logic and their application

Lah, et al. (2005) [20] Developed an experimental model for found that the controlled
dynamic thermal and illumination response of human-built environment in real-time
conditions. He was designing an experimental test chamber for thermal and illumination
response on a human performance. The time-dependent outside conditions as external
system disturbances, the air temperatures and the solar radiation oscillation are also
included as input data, this input data controlled by fuzzy logic toolbox. After the many
experiments they were found that outside conditions as sun light & temperature was highly
effects on human performance.

Zaheeruddin, et al. (2006) [21] Developed a model (system) for predicting the effects of
sleep disturbance by noise on humans as a function of noise level, age, and duration of its
occurrence. The modeling technique is based on the concept of fuzzy logic, which offers a
convenient way of representing the relationships between the inputs and outputs of a
system in the form of IF-THEN rules. They were taken the three input variables; such as
noise level, duration of sleep and age of the person and one output variable is noise effect
(sleep disturbance). In this model they was decided the range of the variables & fluctuated
these ranges in fuzzy logic model. After fluctuation they were found the many output
variables. They were concluded that the middle-aged people have more probability of
sleep disruption than the young people at the same noise levels. However, very little
difference is found in sleep disturbance due to noise between young and old people. In
addition, the duration of occurrence of noise is an important factor in determining the
sleep disturbance over the limited range from few seconds to few minutes. Finally,
authors have compared our model results with some of the findings of researchers
reported in International Journals.

Zaheeruddin (2006) [22] Studied that noise effects on industrial worker performance. From
the literature survey, they observed that the three most important factors influencing human
work efficiency are noise level, type of task, and exposure time. Therefore they was
developed a model on neuro-fuzzy system. According his model they were taken three
input variables (noise level, type of task & exposure time) and one output variables
(reduction in work efficiency). All variables apply in neuro-fuzzy models and collect the
results. He was concluded that the main thrust of the present work has been to develop a
neuro-fuzzy model for the prediction of work efficiency as a function of noise level, type of
tasks and exposure times. It is evident from the graph that the work efficiency, for the same
exposure time, depends to a large extent upon the noise level and type of task. It has also
been verified that simple tasks are not affected even at very high noise level while complex
tasks get significantly affected at much lower noise level.

Alucluy, et al. (2008) [23] They described noise-human response and a fuzzy logic model
developed by comprehensive field studies on noise measurements (including atmospheric
parameters) and control measures. The model has two subsystems constructed on noise
reduction quantity in dB. The first subsystem of the fuzzy model depending on 549
linguistic rules comprises acoustical features of all materials used in any workplace. Totally
984 patterns were used, 503 patterns for model development and the rest 481 patterns for
testing the model. The second subsystem deals with atmospheric parameter interactions
with noise and has 52 linguistic rules. Similarly, 94 field patterns were obtained; 68 patterns
were used for training stage of the model and the rest 26 patterns for testing the model.
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These rules were determined by taking into consideration formal standards, experiences of
specialists and the measurements patterns. They were found that the model was compared
with various statistics (correlation coefficients, max-min, standard deviation, average and
coefficient of skewers) and error modes (root mean square Error and relative error). The
correlation coefficients were significantly high, error modes were quite low and the other
statistics were very close to the data.

Zaheeruddin, et al. (2008) [24] They developed an expert system using fuzzy approach to
investigate the effects of noise pollution on speech interference. The speech interference
measured in terms of speech intelligibility is considered to be a function of noise level,
distance between speaker and listener, and the age of the listener. The main source of model
development is the reports of World Health Organization (WHO) and field surveys
conducted by various researchers. It is implemented on Fuzzy Logic Toolbox of MATLAB
using both Mamdani and Sugeno techniques. They were found his result from fuzzy logic
model & comparison of the results from World Health Organization (WHO) and U.S.
Environmental Protection Agency (EPA). After comparison they were concluded that the
model has been implemented on Fuzzy Logic Toolbox of MATLAB the results obtained
from the proposed model are in good agreement with the findings of field surveys
conducted in different parts of the world. The present effort also establishes the usefulness
of the Fuzzy technique in studying the environmental problems where the cause-effect
relationships are inherently fuzzy in nature.

Mamdani, et al. (1975) [25] Studied after an experiment on the “linguistic” synthesis of a
controller for a model industrial plant (a steam engine). Fuzzy logic is used to convert
heuristic control rules stated by a human operator into an automatic control strategy. They
developed 24 rules for controlling stem engine. The experiment was initiated to investigate
the possibility of human interaction with a learning controller. However, the control
strategy set up linguistically proved to be far better than expected in its own right, and the
basic experiment of linguistic control synthesis in a non-learning controller is reported here.

Ross (2009) [26] Presented their approach to introduce some applications of fuzzy logic,
introduced the basic concept of fuzziness and distinguish uncertainty from other form of
uncertainty. It also introduce the fundamental idea of set membership, thereby laying the
foundation for all material that follows, and presents membership functions as the format
used from expressing set membership. Chapters discussed the fuzzification of scalar and the
deffuzification of membership functions & various forms of the implication operation and
the composition operation provided.

2.5 Studies on the noise survey

Nanthavanij, et al. (1999) [27] Developed noise contours by two procedures: 1) Analytical
and 2) Graphical. The graphical procedure requires input data: ambient noise level, noise
levels generated by individual machines, and the (x, y) coordinates of the machine locations.
When draw the noise contours in work shop floor, a set of mathematical formulae is also
developed to estimate the combined noise levels at predetermined locations (or points) of
the workplace floor. Contour lines are then drawn to connect points having an equal noise
level. The analytical nature of the procedure also enables engineers to quickly construct the
noise contour map and revise the map when changes occur in noise levels due to a
workplace re-layout or an addition of a new noise source.



180 Fuzzy Inference System — Theory and Applications

Kumar (2008) [28] Studied the case of high level of noise in rice mills and to examine the
response of the workers towards noise. They was done a noise survey was conducted in
eight renowned rice mills of the north-eastern region of India. They were following the
guidelines of CCOHS for noise survey. Their model as same like above author model. But
they was taking the size of grid is Im X Im.

3. Problem statement

Based on the literature surveyed as presented in the previous section, it was observed that
noise as a pollutant produces contaminated environment, which affects adversely the health
of a person and produces ill effects on living, as well as on non-living things. The prominent
adverse effects of noise pollution on human beings include noise-induced hearing loss, work
efficiency, annoyance responses, interference with communication, the effects on sleep, and
social behavior. The effects on work efficiency may have serious implications for industrial
workers and other occupations. The effects of noise on human performance have also been
investigated by researchers based on sex, laterality, age and extrovert introvert
characteristics. However, these factors do not affect human performance significantly.
Therefore, depending on the nature of the task, human performance gets affected differently
under the impact of different levels of noise and cognitive task type.

After the literature review, we are now much better able to understand why the benefits of
low noise level at workplace, taking into account the nature of cognitive task performed, are
also important. A part from the health and well-being advantages for the workers
themselves, low noise level also leads to better work performance (speed), fewer errors and
rejects, better safety, fewer accidents, and lower absenteeism. The overall effect of all this is
better productivity. For an industrial environment (moderately type of cognitive task), total
productivity increase as a result of reducing noise level, the indirect correlation between
worker’s age and the increase in production, improvement in attitude, the availability of
workers, and working efficiency. There have been several studies to demonstrate the effect
of either ages or noise on the performance of various tasks of industrial relevance. It was
shown that increasing cognitive work difficulty was predisposed to increased reduction in
cognitive work efficiency in industries. But second site we have already discussed that,
when level of noise increase then this reduces the efficiency of the worker.

In the present study an attempt has been made to develop a neural fuzzy expert system to
predict human cognitive task efficiency as a function of noise level, age of the worker and
cognitive task type. We have observed that cognitive task type affects the efficiency of
worker in various level of noise in industries. The model is implemented on Fuzzy Logic
Toolbox @ MATLAB 2007.

4. Methodology
4.1 Introduction

Noise is one of the physical environmental factors affecting our health in today’s world.
Noise is generally defined as the unpleasant sounds, which disturb the human being
physically and physiologically and cause environmental pollution by destroying
environmental properties. The general effect of noise on the hearing of workers has been a
topic of debate among scientists for a number of years. Regulations limiting noise exposure
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of industrial workers have been instituted in many places. For example, in the U.S,, the
Occupational Noise Exposure Regulation states that industrial employers must limit noise
exposure of their employees to 85 dB (A) for 8 hr period.

Based on the literature surveyed as presented in previous section, it was observed that a
great majority of people working in industry are exposed to noise with different cognitive
task type. In this study, attempt has been made to find out the combined effects of noise
level and cognitive task type on industrial worker’s performance. Attempt has also been
made in present study to identify the noisy industries located in Delhi and around Delhi.
Different industries with or without noise were categorized based on measured sound
pressure level.

Sound pressure level for industries clearly shown in Appendix-A. In this context,
measurement the sound pressure level and cognitive task type, questionnaire studies
have been conducted at automobile, power plant and steel textile industries in and
around Delhi and also noise counters has been drawn for noisy industries. Assuming that
the working environment (Temperature, Humidity, illumination level, other facilities), are
same in the industries under reference; categorization has been made as presented in the
Table 4.1(a) and 4.1(b).

Noise level workers
S.No. Industry (dB (A)) Category number
Shriram Piston and Rings Low noise
L. Limited, Ghaziabad 45-95 level 44
WPIL India Limited, Medium noise
z Ghaziabad 63 -102 level 38
3 LT.O power plant. station New 75116 High noise 73
Delhi level

Table 4.1. (a) Industries name & their category with reference to noise level.

Old age Medium age Young age

S.No. Industry 46 up 31-45 1530
Shriram Piston and Rings Limited,
L Ghaziabad 8 18 18
2. WPIL India Limited, Ghaziabad 10 12 16
3. LT.O power plant station New 14 9 37

Delhi

Table 4.1. (b) Industries name with reference to workers age groups.

In addition to this, the questionnaire data was segregated based on various sections of
above-mentioned industries. Performance rating was obtained based on questionnaire
survey for different noise levels and type of cognitive task (simple, moderate, and complex).
On the collected performance rating data, we have implemented our model using Sugeno
technique (Fuzzy Logic Tool box) of MATLAB. It is a three input-one output system. The
input variables are noise level, Age of the worker or operator, and cognitive task type and
the reduction in cognitive task efficiency is taken as the output variable. The whole
methodology shown in Figure 4.1
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4.2 Material and methods

In the present study industrial noise measurement technique carried out at three different
industries (ITO power plant station, centrifugal pump industry WPIL India Limited, and
Shriram Piston & Rings Limited). Selection of industry was based on requirement of study
i.e.,, worker working under different noise levels as well as cognitive task type (simple,
moderate, and complex). Questionnaire established with a group of questions refer to
parameters will be effected by the noise levels as well as type of cognitive task.
Questionnaire asked questions about the age, skill discretion, psychological job demands,
etc. Likert scale is used to evaluate the answers density from strongly disagree to strongly
agree. Operators and supervisor fulfils the questionnaire on the working day after 8 hrs
continuous working, Questionnaire form contains 55 questions. Only workers doing
cognitive task were taken in this study. To check the reliability of the survey, the cronbach’s
alpha value was calculated. Similar sets of items of the questionnaire were identified and
cronbach’s alpha was calculated [2]. If the value is more than 0.7, then the survey was
considered to be reliable. Present model include three inputs and one output, first input is
noise level measured by sound level meter, second and third inputs were age and cognitive
task type, assessed by questionnaire, and one output was reduction on cognitive task
efficiency assessed by using the questionnaire also.

[ Literature Review ]

Categorization of industries
1- Simple, Moderate, and Complex Cognitive task

y

Noise measurement & its mapping

v

Collection of data Questionnaire survey (rating)

'

Data applied in MATAB (fuzzy logic toolbox) using ANFIS

v

Data training and testing (model validity)

v

Result

Fig. 4.1. Flow diagram for methodology




Some Studies on Noise and lts Effects on Industrial/Cognitive Task Performance and Modeling 183

4.2.1 Description of study area

A 330 MW Pragati power station is located in New Delhi, latitude (28°37 ' -28°38 ') at

longitude (77°14 ' -77°15 ") near (Income Tax Office) ITO beside the highway at 0.3 Km from
World Health Organization (WHO) building as shown in Figure 4.2. A centrifugal pumps

WPIL India Limited, located in Ghaziabad, latitude (28°40 '57) at longitude (77°25'41) as
shown in Figure 4.3.

Google

Fig. 4.4. Geographical location of Shriram Piston & Rings Ltd (Ghaziabad).
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Shriram Piston & Rings Ltd. is located at Ghaziabad, latitude (28°41'07) at longitude
(77°26'06) as shown in Figure 4.4.

4.2.2 Description of cognitive task factors

Cognitive task (CT) questionnaire is prepared to assess the cognitive task among the
workers in (I.T.O power plant station, centrifugal pump industry WPIL India Limited ,and
Shriram Piston & Rings Lt.) Industries. This is self-administered questionnaire consists of
55-items. The operators were asked to respond to each and every item of questionnaire by
giving subjective opinions from strongly disagrees to strongly agree. The items of the
questionnaire were classified into the following factors.

The first factor is skill discretion, described by (possibility of learning new things, repetitive
nature of the work, creative thinking at work, and high level of skill, time span of activities
and developmental nature of job). The second factor is decision authority, described by (lot
of say on job, freedom to take own decisions while working, continual dependence on
others). Third scale is organizational decision latitude, described by (influence over
organizational changes, influence over work team’s decisions, regular meeting’s of work
team, supervising people as a part of job, influence over policies of union). Fourth factor is
psychological job demands described by (work hard, work fast, excessive work, enough
time to finish the job, conflicting demands). Fifth factor is emotional demands described by
(emotional demanding work, negotiation with others, suppressing genuine emotion, ability
to take care, constant consultation with others).

Sixth factor is family/work stress, described by (responsibility for taking care of home,
inference of family life and work). The seventh factor is perceived support which is the sum
of three sub factors namely supervisor support, coworker support, organizational support
and procedural justice, supervisor support is described by (concern of supervisor and
helpful supervisor). Coworker support is described by (helpful coworkers and friendly
coworkers). Organizational support is described by (organizational care about worker’s
opinions, care about well-being, consideration of goals and values, concern about workers).
Procedural justice is described by (collecting accurate information for making decisions,
providing opportunities to appeal the decisions, generating standards to take consistent
decisions). Eighth factor is job insecurity (steady work, threat to job security, recent layoff,
future layoff, valuable skills, hard to keep job for long duration). Ninth factor is physical job
demands, described by (requires much physical effort, rapid physical activities, heavy load
at work, awkward body positions and awkward upper body positions). The tenth factor is
collective control, described by (sharing the hardships of t he job, possibility of helping the
coworkers and unity among workers).

The eleventh factor is cognitive task type, described by (felt depressed, sleep was restless,
enjoyed life, felt nervous while work, exceptionally tired in the morning and exhausted
mentally and physically at the end of the day).

After data collections, data was analyzed and scores for each worker (noise level, age,
cognitive task type and cognitive task efficiency), input/output parameters were
categorized. The values of scores were used to establish the rules for optimum model.
Neural fuzzy model under reference used three input and one output parameters.
Questionnaire answers graded the cognitive task type into three categories (simple,
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moderate, and complex). Noise levels prevalent in the industries were graded as (low,
medium, high), while workers were graded into three categories as (young, medium, and
old age workers). Then noise levels and age are scaled from 40 dB(A) to 110 dB(A), and 15 to
65 years respectively, and Cognitive task type scaled from (1) strongly disagree to (5)
strongly agree. While the output (cognitive task efficiency) classified as questionnaire
answers weight (0%=strongly disagree, 25%=disagree, 50%=neutral, 75%=agree, and 100%
=strongly agree). Model was constructed according to questionnaire form responses.

4.2.3 Questionnaire studies (surveys) in the industry

Data may be obtained either from the primary source or the secondary source. A primary
source is one that itself collects the data; a secondary source is one that makes available data
which were collected by some other agency. A primary source usually has more detailed
information particularly on the procedures followed in collecting and compiling the data.
Many methods for collecting the data such as direct personal interview, Mailed
questionnaire method, indirect oral interviews schedule sent through enumerators,
Information from correspondents etc.

So our data is direct personal interview method, under this method of collecting data , there
is a face to face contact with the persons from whom the information is to be obtained
(known as informants).

4.2.4 Purpose of the questionnaire

To determine the effects of noise on the workers under different cognitive task type.
To determine the effect of the noise level on workers age.

For specifying workers comments on protection from noise.

To determine what parameters have negative and positive affect to noise level.

To find the threshold level of noise on industries for this kind of task.

To feed back these data to neural fuzzy logic model.

SR S e

4.2.5 Why we used the questionnaire survey?
This method suitable for this study, the explanations are following;:

e The information obtained by this method is likely to be more accurate because the
interviewer can clear up doubts of the informants about certain questions and thus
obtain correct information.

¢ The language of communication can be adjustable to the status and education level of
the worker or operator.

e Due to the direct interaction the correct and desired information collected.

o The answers of the questions arranged in ranking order (low, medium, high and very
high etc.), because answers easily implemented in Fuzzy logic toolbox. Its detail can be
seen in the section 4.6

To obtain occupants opinions on the industrial/cognitive task, questionnaire was
administered. This questionnaire was consisting of 55 questions related to cognitive work
effects on industrial worker performance in different noise level environment. The objective
of the detailed survey was to confirm and clarify the results obtained from the short-form
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survey. Questions corresponding to the statements in the short-form questionnaire were
used. A total 155 questionnaire were distributed among the workers of automobile
industries. Responses were made using likert scale 5-point scales instead of simple choices.

e Along with the questionnaire the demographic data like age, noise level, gender etc.
were also collected.

e  The operators or workers were asked to respond to the self administered questionnaire
by giving their objective opinions.

e  These responses were transferred to a five point likert scale by assigning the rating from
1tob.

e Not to cause any work loss in the general industry, the questionnaire forms were
distributed during the day shift and collected the next day while it has been done on a
one-to-one basis during the night shift.

e  Each choice filled through the worker or operator at the time of working.

e Allresponses were collected and calculated the performance rating of the workers.

An example of the procedure used to calculate the value required is shown below:-

Sample survey response shows the procedure adopted for response collection of workers, all
responses rating adding and divided by the number of questions to find out the ratio of the
performance.

e Addition the input response (answers) = 2+4+2+3+1+3+3+2+2+2+3+2+3+3+2+3+2+3+
3+2+2+2+3+1+3+4+3+4+1+3+2+2+4+1+1+2+2+2+4+3+3+3+2+2+3+3+2= 116

e Input Performance ratio (x) =116/ 47 = 2.4

e Addition the output response (answers) =25%+0%+0%+0%+25%=50%

Output Performance ratio (1)) =50%/5=10%

Similarly we have found the output performance ratio at different noise levels. Respectively
and see the corresponding value of “reduction in cognitive work efficiency (n)” from Table
4.2, the detailed procedure for calculation has been described in Appendix-B.

Ratio value (n) Reduction in cognitive task efficiency
0.00% Strongly disagree (None)
25% Disagree (Low)
50% Neutral (moderate)
75% Agree (High)
100% Strongly agree (Very high)

Table 4.2. Rating ratio for reduction in cognitive task efficiency.

For Linguistic rules in Fuzzy logic Toolbox @ MATLAB software require 27 rules.
Questionnaires were selected randomly from the given set of questionnaire depicted as
linguistic rule.

4.3 Noise measurement

No single method or process exists for measuring occupational noise. Hearing safety and
health professionals can use a variety of instruments to measure noise and can choose from
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a variety of instruments and software to analyze their measurements. The choice of a
particular instrument and approach for measuring and analyzing occupational noise
depends on many factors, not the least of which will be the purpose for the measurement
and the environment in which the measurement will be made. In general, measurement
methods should conform to the American National Standard Measurement of Occupational
Noise Exposure, ANSI 512.19-1997 [ANSI 1996a].

4.4 Noise mapping

A noise survey or mapping takes noise measurements throughout an entire plant or section
to identify noisy areas. Noise surveys provide very useful information which enables us to
identify:

e Areas where employees are likely to be exposed to harmful levels of noise and personal
dosimeter may be needed,

e Machines and equipment which generate harmful levels of noise,

¢  Employees who might be exposed to unacceptable noise levels, and

¢ Noise control options to reduce noise exposure.

Noise survey is conducted in areas where noise exposure is likely to be hazardous. Noise
level refers to the level of sound. A noise survey involves measuring noise level at selected
locations throughout an entire plant or sections to identify noisy areas. This is usually done
with a sound level meter (SLM). A reasonably accurate sketch showing the locations of
workers and noisy machines is drawn. Noise level measurements are taken at a suitable
number of positions around the area and are marked on the sketch. The more measurements
taken were more accurate the survey. A noise map can be produced by drawing lines on the
sketch between points of equal sound level. Noise survey maps; provide very useful
information by clearly identifying areas where there are noise hazards.

The following sections briefly explain the theory of sound and the contours estimation
procedure. Theory Two basic formulae play an important role in estimating the noise level.
Herein, the terms ‘sound” and “noise’ are used interchangeably. These formulae convert
sound power to sound intensity, and sound intensity to sound pressure level respectively.

P
[=— 4.1
Alla? “n
I
L= 10103{} (42)
IO

Where:

P is the sound power (W) of the noise source
I the sound intensity (W/m?2),

d the distance (m) from the noise source,

L is the sound pressure level (dB (A)),

Iy is the reference sound intensity.

By knowing the noise level (L), in dB (A), of a given noise source, its noise level can be
estimated at any distance (d) from the source. This can be achieved by initially converting
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the noise level (dB (A)) of the noise source into its sound power (watt) using Eq. (4.1) and
Eq. (4.2) and by assuming that the noise level is measured at 1 m from the source (i.e., d=1).
From the inverse square law, the sound intensity at a distance d from the noise source is
then attenuated by Eq. (4.1). In case there are n noise sources, the combined noise level (L)
at any given location can be estimated using the following formula:

— L I
L =1021og1—

i=1 0

(4.3)

For the ease of computation, Eq. (4.2) can be rewritten as follows:

[ = 10@-120//10 4.4)

Then, the combined sound intensity (I) can be directly computed from

10 L=120)
i-1 10

M:

T= (4.5)

4.4.1 Construction of a noise contour map

The procedure for constructing a noise contour map of the workplace can be described as
Follows:

Initialization steps:-
1. Determining (x, y) coordinates of machine locations:

The layout of the factory floor must be obtained and all machines (or noise sources) must be
plotted on the layout map. Since the computation requires an assumption of a pointed noise
source, the machine location must be represented by a point on the X-Y plane. By selecting
one corner of the factory floor as the reference origin (usually the lower left corner), the
machine location can be expressed as a pair of X and Y coordinates which are measured
from that reference point. That is, the location of machine k is expressed as, (Xk, Yi)

2. Determining the ambient noise intensity:

The ambient noise level (dB (A)) must be either measured or estimated. For a direct
measurement, the ambient noise is measured when none of the machines are operating. To
obtain reliable data, several measurements should be taken from different locations and
different times. Then the average noise level is calculated and used as the ambient noise level
of the factory floor. It must be converted to the ambient noise intensity, L., using Eq. (4.4).

3. Determining the sound power of the machine:

The machine noise level may be difficult to determine since it is impossible to isolate the
machine and measure its noise level without any noise interference from others. If
applicable, each machine can be operated and measurement taken correspondingly.
Otherwise, the machine manufacturer can be contacted to obtain information (specifications)
about the noise level generated by the machine. Similarly, the noise level of machine (k)
must be expressed as the sound power (Py), using the following conversion.
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From the noise level in dB (A) of machine k, Ly, convert it to its sound power, Py, using
Equations (4.1) and (4.2), and by assuming that d =1 m.

P, =4[]101120)/10 (4.6)

Repeat Equitation (4.8) for k=1 to m; Where m denotes the number of machines
4. Determining the locations where the combined noise levels will be estimated:

Next, a set of locations (points of interest) on the floor must be identified where the combined
noise levels will be estimated. These points are expressed as (Xj, Yi), i =1 to n, where n is the
number of points. Conventionally, the factory floor layout is divided into grids. The grid
dimension depends on the size of the factory floor and the required degree of accuracy of the
noise contours. If the size of the factory is large and/or high degree of accuracy is required, the
number of grids will be large (i.e., the grid size will be small). However, the larger the number
of grids implies the longer time to construct the noise contours.

4.4.2 Computation steps

1. Computing the machine noise intensity at the specified location:

The noise intensity of machine k at location i, I; k, can be estimated using the following steps.
Initially, the Euclidean distance, dix, between points i and k must be determined.

dy =[x =) + (v — )P 4.7)
Then, the machine noise intensity at location i is computed using Equation (4.3).
[=P, /4lld*, (4.8)
2. Combining all machine noise intensities:

The combined machine noise intensity at location i, CDCZ can be determined by adding all
machine noise intensities I; x, k=1 to m.

3
o

4.9)
o 4T1d%

3. Adding the ambient noise intensity:

The effect of the ambient noise level must be accounted for by adding L., to Equitation (4.9).
The combined noise intensity at location i now become:

_ m Pk

Ii:Iab+Z

S4lld?,

By substituting Equation (4.8) into Equation (4.12), both the terms Px and 4m disappear.
Thus, Equation (4.10) can be written as:

(4.10)

(L —120)/10

411
7 (411)

1
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4. Converting the combined noise intensity into its noise level (dB (A)):

Finally, the combined noise intensity at location i is converted into the combined Noise level
in dB (A), Li, using Equation (4.2).

4.5 Industrial noise surveys
4.5.1 NoiseAtWorkV1.31

Software for mapping and analysis of noise at workplaces for health and safety
representatives (NoiseAtWorkV1.31) [29] is software for mapping and analysis of noise
levels at places where people work. Based on measured noise levels and working times of
employees, noise contours and Leq. 8hr values are calculated by the software. The software
is used by health and safety representatives for the management of occupational noise risks.

0.00 4000

40.00 45.00

45.00 50.00 -
50.00 5.0

55.00 60.00

60.00 65.00

65.00 7000

7000 7500 SN
75.00 8000
80.00 85.00
85.00 9000
90.00 95.00
95.00 | 100.00
... | 10000 105.00

=2 |105.00 11000

Fig. 4.5. Shriram Piston & Rings Lt. Ghaziabad Noise map (noiseatwork V1.31).

No. X “r | Leq |
1 2.00 2E.00 100.00
2 10.00 32.00 93.00
3 21.00 28.00 90.00
4 33.00 26.00 90.00
5 47.00 20,00 90.00
5 6.00 10.00 75.00
7 9.00 20,00 av.00
g 10.00 25.00 a5.00
9 25.00 22.00 85.00
10 37.00 30.00 95.00
11 41.00 18.00 75.00
12 34.00 10.00 48.00
13 24.00 11.00 53.00
14 17.00 18.00 £5.00
15 15.00 9.00 55.00

Table 4.3. (a) (X, Y) Coordinates of noise measurement and noise levels.
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Loc | T[h]| Red [dB]| Leq [dB]|Dose [%]
1 8.00 - 9547 213
2 8.00 - 8433 46
3 8.00 - 78E9 21
4 8.00 A LE 8
5 8.00 - B420 3
6 8.00 - 5960 1
7 8.00 - 4992 -
Total | 56.00| | s74s5] 4m

Table 4.3. (b) Employees location and dosage calculation.

.00 40.00
140.00  45.00
145.0050.00
50.00 55.00
55.00 60.00
160.00  65.00
165.00  70.00
170.00  75.00
75.00  80.00
180.00  85.00
85.00  90.00
190.00  95.00
95.00  100.00
100.00 105.00
105.00 110.00

No. X ‘
1 5.00

2 10.00

3 4.00

4 8.00

5 12.00

3 14.00

7 18.00 22.00 23.00
a8 13.00 15.00 85.00
9 20.00 E£.00 20.00
10 21.00 30.00 #5.00
11 22.00 16.00 74.00
12 25.00 4.00 68.00
13 30.00 29.00 £0.00
14 28.00 20.00 £5.00
15 29.00 3.00 £1.00

Table 4.4. (a) (X, Y) Coordinates of noise measurement and noise levels.
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Lloc | T[h]| Red [dB]| Leq [dB]| Dose [%]
1 8.00 - 9769 240
2 8.00 - 9281 148
3 5.00 - 8668 B3
4 8.00 - 8051 27
5 8.00 - 7280 9
6 8.00 - 632 4
7 8.00 - B403 3
Total | 56.00| | o079 781

Table 4.4. (b) Employees location and dosage calculation.

0.00 4000
40.00 45.00
45.00 50.00 -
50.00 55.00

55.00 6000
60.00 65.00
65.00 7000
70.00 75.00
75.00 8000
80.00 85.00
85.00 9000
90.00 95.00
95.00 | 100.00
10000 |105.00
105.00 1110.00

Fig. 4.7. (LT.O) power plant station New Delhi Noise map (noiseatwork V1.31).

No. < X |v ‘Leq

1 45.00 £4.00 108.00
2 94.00 53.00 104.00
3 70.00 60.00 100.00
4 40.00 42.00 85.00
5 69.00 25.00 80.00
b 53.00 30.00 94.00
7 55.00 17.00 86.00
g §3.00 24.00 85.00
g 2.00 25.00 100.00
10 15.00 30.00 84.00
1 17.00 15.00 §6.00
12 35.00 32.00 80.00
13 35.00 20.00 §3.00
14 16.00 5.00 77.00
15 50.00 5.00 74.00

Table 4.5. (a) (X, Y) Coordinates of noise measurement and noise levels.
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Lloc | T[hl| Red [dB]| Leq [dB]| Dose [%]
L 8.00 - 10750 1131
2 8.00 — 102.20 543
3 8.00 - 8410 177
4 8.00 - 8593 57
5 8.00 - B33 a0
6 8.00 - 7739 17
7 8.00 - 7481 12
Total | 56.00| | 100.36] 2044

Table 4.5. (b) Employees location and dosage calculation.

4.6 Building systems with fuzzy logic toolbox

While fuzzy system are shown to be universal approximations to algebraic functions, it is
not attribute that actually makes them valuable to us in understanding new or evolving
problems. Rather, the primary benefit of fuzzy system theory is to approximate system
behavior where analytical functions or numerical relations do not exist. Hence, fuzzy
systems have a high potential to understand the very system that red void of analytic
formulations: complex system. Complex system can be new systems that have not been
tested, they can be system involved with the human condition such as biological or medical
system, or they can be social, economic, or political systems, where the vast arrays of input
and output could not all possibly be captured analytically or controlled in any conventional
sense. Moreover the relationship between the cause and effects of these systems is generally
not understood, but often can be observed.

Alternatively, fuzzy system theory can have utility in assessing some of our more
conventional, less complex system. For example, for some problems exact solutions are not
always necessary. An approximate but fast, solution can be useful in making preliminary
design decisions or as an initial estimation in a more accurate numerical technique to save
computational costs or in the myriad of situations where the inputs to a problem are vague,
ambiguous, or not known at all.

Fuzzy models in a broad sense are of two types. The first category of the model proposed by
Mamdani is based on the collections of IF-THEN rules with both fuzzy-antecedent and
consequent predicates. The advantage of this model is that the rule base is generally
provided by an expert, and hence, to a certain degree, it is transparent to interpretation and
analysis. The second category of the fuzzy model is based on the Takagi-Sugeno-Kang (TSK)
method of reasoning.

For this study we have establishment of the Sugeno type Fuzzy models under the
recommendations of Occupational Safety and Health Administration (OSHA)[30], 90 dB (A)
for 8 hr. duration, as shown in Figure 4.8, because of the adaptive data Surgeon’s model is
the proper method to build the model. Fuzzy Logic Toolbox is a collection of functions built
on the MATLAB® numeric computing environment. Fuzzy logic has two different
meanings. In a narrow sense, fuzzy logic is a logical system, which is an extension of multi
valued logic. However, in a wider sense fuzzy logic (FL) is almost synonymous with the
theory of fuzzy sets, a theory which relates to classes of objects with unsharp boundaries in
which membership is a matter of degree.
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MATLAB
v
Fuzzy Logic Toolbox
v
ANFIS Editor
v
Membership Function Editor
v
> Rule Editor
v
Fuzzy Inference System
v
Surface/Rule Viewer

v

No

Is the result desired? 20%
data test

Fig. 4.8. Flow diagram for model structure.

4.6.1 Algorithm

1. Selection of the input and output variables.

2. Determination of the ranges of input and output variables.

3. Determination of the membership functions for various input and output variables.

4. Formation of the set of linguistic rules that represent the relationships between the
system variables;

5. Selection of the appropriate reasoning mechanism for the formalization of the neural
fuzzy model.

6. Check model validity by using 20% of input/output pairs.

7. Evaluation of the model adequacy;if the model does not produce the desired results,
modify the rules in step 4.

4.6.2 Neuro-fuzzy computing

Neuro-fuzzy computing is a judicious integration of the merits of neural and fuzzy
approaches. This incorporates the generic advantages of artificial neural networks like
massive parallelism, robustness, and learning in data-rich environments into the system.
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The modeling of imprecise and qualitative knowledge as well as the transmission of
uncertainty is possible though the use of fuzzy logic. Besides these generic advantages, the
neuro-fuzzy approach also provides the corresponding application specific merits [31-32]
some of the neuro-fuzzy systems are popular by their shorts names. For example ANFIS
[33], DENFIS [34], SANFIS [35] and FLEXNFIS [36], etc.

Our present model is based on adaptive neuro-fuzzy interface system (ANFS) an ANFIS is a
fuzzy interface system implement in framework of adaptive neural networks. ANFIS either
uses input/output data sets to construct a fuzzy interface system whose membership
functions are tuned using a learning algorithm or an expert may be specify a fuzzy interface
system and then the system is trained with the data pairs by an adaptive network . The
conceptual diagram of ANFIS based on latter approach shown in figure 4.9. Is consists of
two major components namely fuzzy interface system and adaptive neural network. A
fuzzy interface system has five functional blocks. A fuzzifier converts real numbers of input
into fuzzy sets. This functional unit essentially transforms the crisp inputs into a degree of
match with linguistic values. The database (or dictionary) contains the Membership
functions of fuzzy sets. The membership function provide flexibility to the fuzzy sets in
modeling commonly used linguistic expressions such as "the noise level is low "or "person is
young." A rule base consist of a set of linguistic statements of the form, if x is A then y is B,
where A and B are labels of fuzzy sets on universes of discourse characterized by
appropriate membership function of database . An interface engine perform s the interface
operations on the rules to infer the output by a fuzzy reasoning method. Defuzzifier

Fuzzy inference system

Knowledge base

‘ Data base ‘ ‘ Rule base ‘

Non-fuzzy input f;.{ Fuzzifier H Inference engine }_.{ Defuzzifier }74, Non-fuzzy output

Parameter tuning

Adaptive network

Input MF Inference ormalizatio Output Defuuzifica-
— —> — N
’—v layer layer layer layer layer tion layer

Load
data K
Learning modul )

Fig. 4.9. Conceptual diagram of ANFIS.
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converts the fuzzy outputs obtained by interface engine into a non-fuzzy output real
number domain. In order to incorporate the capability of learning from input/output data
sets in fuzzy interface systems, a corresponding adaptive neural network is generated. An
adaptive network is a multi-layer feed-forward network consisting of nodes and directional
links through which nodes are connected. As shown in Figure 4.10. Layer 1 is the input
layer, layer 2 describes the membership functions of each fuzzy input, layer 3 is interface
layer and normalizing is performed in layer 4. Layer 5 gives the output and layer 6 is the
defuzzification layer. The layers consist of fixed and adaptive nodes, each adaptive node has
asset of parameters and performs a particular function (node function) on incoming signals.

The learning model may consist of either back propagation or hybrid learning algorithm, the
learning rules specifies how the parameter of adaptive node should be change to minimize a
prescribed error measure [37]. The change in values of the parameters results in change in

shape of membership functions associated with fuzzy interface system.

4.6.3 System modeling

The modeling process based on ANFIS can broadly be classified in three steps:

Step 1. System identification

The first step in system modeling is the identification inputs and outputs variables called the
system's Takagi-Sugeno-Kang (TSK) model [33,34] are formed, where antecedent are
defined be a set of non-linear parameters and consequents are either linear combination of
input variables and constant terms or may be constants, generally called, singletons.

Inputs Inputmf Rule
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Layer 1 Layer 2 Layer 3
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Fig. 4.10. ANFIS structure of the model.
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Step 2. Determining the network structure

Once the input and output variables are identified, the neuro-fuzzy system is realized using
a six-layered network as shown in Figure 4.10. The input, output and node functions of each
layer are explained in the subsequent paragraphs

Layer 1: Input layer

Each node in layer 1 represents the input variables of the model identified in step 1 this
layer simply transmits these input variables to the fuzzification layer.

Layer 2: Fuzzification layer

The fuzzification layer describes the membership function of each input fuzzy set,
membership functions are used to characterize fuzziness in fuzzy sets, the output of each
node i in this layer is given by s, (x;) where the symbol s, (x) is the membership
function. Its value on the unit interval (0, 1) measure the degree to which elements x belongs
to the fuzzy set A, xi is the input to the node i and Ai is the linguistic label for each input
variable associated with this node.

Each node in this layer is an adaptive node that is the output of each node depends on the
parameters pertaining to these nodes. Thus the membership function for A can be any
appropriate parameterized membership function. The most commonly used membership
functions are triangular, trapezoidal, Gaussian, and bell shaped. Any of these choices may
be used, the triangular and trapezoidal membership functions have been used extensively
especially in real-time implementations due to their simple formulas and computational
efficiency.

In our original fuzzy model [40] we have used triangular membership functions however
since these membership functions are composed of straight line segments they are not
smooth at corner points specified by the parameters though the parameters of these
membership functions can be optimized using direct search methods but they are less
efficient and more time consuming, also the derivatives of the functions are not continuous
so the powerful and more efficient gradient methods cannot be used for optimizing their
parameters Gaussian and bell shaped membership functions are becoming increasingly
popular for specifying fuzzy sets as they are non-linear and smooth and their derivatives are
continuous gradient methods can be used easily for optimizing their design parameters .
Thus in this model, we have replaced the triangular fuzzy memberships with bell shapes
functions (Table 4.7). The bell or generalized bell (or gbell) shaped membership function is
specified by a set of three fitting parameters {a,b,c} as:

pia(x) = 1 4.12)

) 1+[((x—c)/u)2}h

The desired shape of gbell membership function can be obtained by proper selection of the
parameters more specifically we can adjust ¢ and a to vary the center and width of
membership function, and b to control the slope at the crossover points. The parameter b
gives gbell shaped membership function one more degree of freedom than the Gaussian
membership function and allows adjusting the steepness at crossover points. The
parameters in this layer are referred to as premise parameters.
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Layer 3: inference layer

The third layer is inference layer. Each node in this layer is fixed node and represents the IF
part of a fuzzy rule. This layer aggregates the membership grades using any fuzzy
intersection operator which can perform fuzzy AND operation [35]. The intersection
operator is commonly referred to as T-norm operators are min or product operators. For
instance

IF x7is A; AND x; is A, AND x3is A3 THEN y is f{x1, x2, x3)

Where f(x1, x3, x3) is a linear functions of input variables or may be constant, the output of ith
node is given as:

w; = pia, (%1)% pa, (x2) % 4, (%3) (4.13)
Layer 4: normalization layer

The ith node of this layer is also a fixed node and calculates the ratio of the ith ‘rules’ firing
strength in interference layer to the sum of all the rules firing strengths

B = w; (4.14)
Wy + Wy +...+ Wy

Where i =1,2, , R and R is total number of rules. The outputs of this layer are called
normalized firing strengths.

Layer 5: Output layer

This layer represents the THEN part (i.e., the consequent) of the fuzzy rule. The operation
performed by the nodes in this layer is to generate the qualified consequent (either fuzzy or
crisp) of each rule depending on firing strength. Every node i in this layer is an adaptive
node. The output of the node is computed as:

0, =@, (@.15)

Where w; is normalized firing strength from layer 3 and f; is a linear function of input
variables of the form (pix1+qix2+ri)where {pi, qi, ri} is the parameter set of the node i,
referred to as consequent parameters or f may be a constant if f; is linear function of input
variables then it is called first order Sugeno fuzzy model (as in our present model) and if f;
is a constant then it is called zero order Sugeno fuzzy model. This consequent can be linear
function as long as it appropriately describes the output of the model within the fuzzy
region specified by the antecedent of the rule. But in the present case, the relationship
between input variables (noise level, cognitive task type, and age) and output (reduction in
cognitive task efficiency) is highly non-linear. In Sugeno model, consequent can be taken as
singleton, i.e. real numbers without losing the performance of the system.

Layer 6: Defuzzification layer

This layer aggregate the qualified consequent to produce a crisp output .the single node in
this layer is a fixed node. It computes the weighted average of output signals of the output
layer as:
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o:Zo,:Zwiﬁ=Z§”u’f (4.16)

Step 3. Learning algorithm and parameter tuning

The ANFIS model fine-tunes the parameters of membership functions using either the back
propagation learning algorithm is an error-based supervised learning algorithm. It employs
an external reference signal, which acts like a teacher and generate an error signal by
comparing the reference with the obtained response. Based on error signal, the network
modifies the design parameters to improve the system performance. It uses gradient descent
method to update the parameters. The input/output data pairs are often called as training
data or learning patterns. They are clamped onto the network and functions are propagated
to the output unit. The network output is compared with the desired output values. The
error measure EP, for P pattern at the output node in layer 6 may be given as:

1 2
p_Lirp_ AP
Ef= (1" -0%) 4.17)
Where T” are the target or desired output and O the single node output of defuzzification
layer in the network. Further the sum of squared errors for the entire training data set is:

E=YE =13(r"-0) (4.18)
P 2 P

The error measure with respect to node output in layer 6 is given by delta (& ):

OE
0=——=-2(T-0, 4.19
20, = 2T =00) ®19)

This delta value gives the rate at which the output must be changed in order to minimize the
error function, since the output of adaptive nodes of the given adaptive network depend on
the design parameters so the design parameters must be updated accordingly. Now this
delta value of the output unit must be propagated backward to the inner layers in order to
distribute the error of output unit to all the layers connected to it and adjust the
corresponding parameters the delta value for the layer 5 is given as:

O _ OF 20, (£20)
905 90, 905 ’

Similarly for any kth layer, the delta value may be calculated using the chain rule as:

0E  OF 00y,
00;  004,, 00y

(4.21)

Now if « is a set of design parameters of the given adaptive network then

OF OE 00!
= 27

= — 4.22
da 500" oa (4.22)
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Where P is the set of adaptive nodes whose output depends on o thus update for the
parameter « is given by:

Aa = —77E (4.23)
oa

Where 7 is the learning rate and may be calculated as:

S S (4.24)

> J(0E / 8a)’

Where 'k' is the step size. The value of k must be properly chosen as the change in value of k
influences the rate of convergence.

Thus the design parameters are tuned according to the real input/output data pairs for the
system .the change in value of parameter results in change in shape of membership
functions initially defined by an expert .the new membership functions thus obtained after
training gives a more realistic model of the system the back propagation algorithm though
widely used for training neural networks may suffer from some problems. The back
propagation algorithm is never assured of finding the global minimum. The error surface
may have many local minima so it may get stuck during the learning process on flat or near
flat regions of the error surface. This makes progress slow and uncertain.

Another efficient learning algorithm, which can be used for training the network, is hybrid-
learning rule. Hybrid learning rule is a combination of least square estimator (LSE) and
gradient descent method (used in back propagation algorithm). It is converges faster and gives
more interpretable results. The training is done in two passes. In forward pass, when training
data is supplied at the input layer, the functional signals go forward to calculate each node
output. The non-linear or premise parameters in layer 2 remain fixed in this pass. Thus the
overall output can be expressed as the linear combination of consequents parameters. These
consequents parameters can be identified using least square estimator (LSE) method. The
output of layer 6 is compared with the actual output and the error measure can be calculated
as in eqs.(4-17 and 4-18). In backward pass, error rate prorogates backward from output end
toward the input end and non-linear parameters in layer 2 are update using the gradient
descent method (egs.(4-19)-(4-24)) as discussed in back propagation algorithm . Since the
conquest parameters are optimally identified using LSE under the condition that the premise
parameters are fixed, the hybrid algorithm converges much faster as it reduces the search
space dimensions of the original pure back propagation algorithm.

4.6.4 Implementation

We have implementation our model using ANFIS (fuzzy logic tool box) of MATLAB@ [39].
The system is first designed using Sugeno fuzzy interference system. It is the three inputs-one
output system. The input variables are the noise level, cognitive task type, and age and the
reduction in cognitive task efficiency is taken as the output variable. The input parameters are
represented by fuzzy sets or linguistics variables Table 4.6. We have chosen gbell shaped
membership functions (it is given the minimum error as shown it Table 4.7), to characterize
these fuzzy sets. The membership functions for input variables are shown in Figure 4.11(a-c).
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System's Linguistic Linguistic Values Fuzzy Intervals
. Low 40-90
Noise level Medium 80-100
High 90-110
L Simple 1-3
Input Cognitive task type Moderate o
Complex 3-5
Young age 15-35 years
Age Medium age 30-50 years
Old age 45-65 years
None 0 %
Reduction Low 25 %
Output In cognitive task Moderate 50 %
Efficiency High 75 %
Very high 100 %

Table 4.6. Inputs and outputs with their associated neural fuzzy values.

Mf type Error(linear output) Error(constant output) Epoch (iteration)
Tri-mf 8.0327 e-007 2.5532 e-005 190
Trap-mf 1.0955 e-006 0.2886 190
Gbell-mf 6.0788 e-007 2.1502 e-005 190
Gauss-mf 6.1237 e-007 2.2678 e-005 190
Gauss2-mf 1.0014 e-006 2.1687 e-005 190
Pi-mf 1.7942 e-006 0.2886 190
Dsig-mf 2.4415 e-006 2.4847 e-005 190
Psig-mf 1.4882 e-006 2.4847 e-005 190
Table 4.7. Minimum error membership functions.
T ' g Low ' Medilim ! High
TR, /"/- o
0.8 f‘\ Vi |
£ \
Sosk —
g
i
go 0.4 -
a8
0.2 b X \ -
£ N
e o —_— ~—_|
B S
40 5'0 5‘0 H‘D 9'0 160 110
Noise level (dB(A))

Fig. 4.11. (a) Membership functions of noise level.
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Fig. 4.11. (c) Membership functions of age group.

The membership functions are then aggregated using T-norm product to construct fuzzy IF-
THEN rules that have a fuzzy antecedent part and constant consequent, The total number

for rules is 27. Some of the rules are given below:

Fig. 4.12. Typical rules and their graphic representations in Sugeno approach.
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R1, IF noise level is low AND cognitive task is simple AND age is young THEN reduction in
cognitive task efficiency is approximately (none) 0%.

After constructions of fuzzy inference system, the model parameters are optimized using
ANFIS. The network structure consists of 78 nodes. The total number of fitting parameters is
54, of which 27 are premise and 27 are consequent parameters. A hybrid learning rule is
used to train the model according to input/output data pairs. The data pairs where obtained
from questionnaire it was established for this purpose. We designed and developed our
model based on conclusions of our studies [40, 41, and 42], out of the total 155 input/output
data sets 124 (80%) data pairs were used for training the model. It was trained for 250
epochs with step size of 0.01 and error tolerance 0%. To validate the model 31 (20%) data
sets were used testing purpose.

5. Result and discussion

The model was trained for 250 epochs and it was observed that the most of the learning was
completed in the first 190 epochs as the root mean square error (RMSE) settles down to
almost 0% at 190 th epoch. Figure 5.1(a) shows the training RMSE curve for the model after
training the fuzzy inference system. It is found that the shape of membership functions is
slightly modified.
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This is because of the close agreement between the knowledge provided by the expert
and input/output data pairs. While, Figure 5.1(b) shows data testing to check data
validity. Hence, the impact of the noise level on cognitive human work efficiency is
represented in the form of graphs in Figure 5.2, with the ages as parameters for different
cognitive task type. The reduction in cognitive task efficiency up to the noise level of 75
dB (A) is almost negligible for all ages irrespective of cognitive task. Assuming effects of
25% reduction in cognitive work efficiency as low effect Figure 5.2(a) Show the reduction
in cognitive task efficiency versus noise level with ‘simple” cognitive task for 'young',
'medium’, and 'old' ages. The cognitive work efficiency reduce to almost 29.6% at 90 dB
(A) and above noise levels for 'old' ages but the 'young' and 'medium' age remain
‘unaffected'.

It is to be observed from Figure 5.2(b) that the cognitive task efficiency is low (only 14.8%) at
85 dB (A) for 'young' age whereas for 'medium' and 'old' ages, the reduction in cognitive
task efficiency is 26% and 45.9% respectively at the same noise levels for 'moderate'
cognitive task . However the reduction in cognitive task efficiency is almost 21.5%, 38.9%,
and 60.2% for 'young', 'medium' and 'old' ages, respectively at 90 dB (A) and above noise
levels.

Figure 5.2(c) depicts the reduction in cognitive task efficiency with noise level at 'complex'
cognitive task for 'young', 'medium', and 'old' ages. It is evident from this figure that the
reduction in cognitive task efficiency is negligible up to the noise level of 80 dB (A) for
'young' age while it is about 26.4%, 34.1% for 'medium' and 'old' ages the cognitive task
efficiency start reducing after 80 dB (A) even for 'young' and 'medium' ages. At 90 dB (A),
cognitive task efficiency reduces to 36% , 56.7% and 75.1% for 'young', 'medium' and 'old'
ages, respectively . There is significant reduction in cognitive task efficiency after 95 dB (A)
for all ages. When noise level is in the interval of 100-105 dB (A), it is 45.6% for 'young',
68.3% for ‘medium’, and 91% for 'old' ages, respectively.
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Fig. 5.2. (a) Reduction in cognitive task efficiency as a function of noise level at 'simple'
cognitive task for various ages.
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Fig. 5.2. (b) Reduction in cognitive task efficiency as a function of noise level at 'moderate’
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Fig. 5.2. (c) Reduction in cognitive task efficiency as a function of noise level at 'complex'
cognitive task for various ages.

An alternative representation to Figure 5.2(a-c) discussed above is shown in Figure 5.3(a-
¢), in which the reduction in cognitive task efficiency with noise level for low', 'medium'
and 'high' cognitive task at deferent ages is presented besides this following inference are
readily down:

1. If ageis 'young' as shown in Figure 5.3(a) the cognitive task efficiency reduces to 21.5%
for 'moderate' and 36% for 'complex' cognitive tasks while it reduces 9.22% for 'simple'
cognitive task at 90 dB (A) and above noise levels.

2. In case of 'medium' age, the cognitive task efficiency is reduced to 30.1%, 49.4%, and
68.3% at 100 dB (A) for 'simple’, 'moderate' and 'complex' cognitive tasks, respectively
as is evident from Figure 5.3(b).

3. For 'old' age, the reduction in cognitive task efficiency occurs even at much lower noise
levels as can be observed from Figure 5.3(c). Itis 36.2%, 71.9%, and 91% at 100 dB (A)
for 'simple', 'moderate’ and 'complex' cognitive tasks, respectively.
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Fig. 5.3. (a) Reduction in cognitive task efficiency as a function of noise level for ‘young’ age
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In order to observe the data behavior, we have compared some of our model results with
deduction based on the criterion of Safe Exposure Limited recommended for industrial
workers. The Recommended Exposure Limit (REL) for workers engaged in occupation such
as engineering controls, administrative controls, and/or work practices is 85 dB (A) for 8 hr
duration NIOSH (36), also recommended a ceiling limit of 115 dB(A). Exposures to noise
levels greater than 115 dB (A) is not permitted regardless of the duration of the exposure
time. There is almost no (0%) reduction in work efficiency when a person is exposed to the
maximum permissible limit of 85 dB (A) for 8 hr and maximum (100%) reduction in work
efficiency for a noise exposure of 105-115 dB (A) for 8 hr.

NIOSH OSHA
S.No. Noise Acoustic Reduction in model results

levels energy work numerical Fuzzy

dB(A) Dose(%) efficiency (%) value (%) value
1 85 100 0 55.7 moderate
2 90 200 25 75.1 high
4 95 400 50 88.2 high
5 100 800 75 91 Very high
6 105 1600 100 91.6 Very high
7 110 3200 100 92.2 Very high
8 115 6400 100 92.2 Very high

Table 5.1. Data behavior comparison of the Results Based on Recommended Exposure Limit
(REL) and the neural fuzzy model for moderate task.

6. Conclusion

The main thrust for the present work has been to develop a neuro-fuzzy model for the
prediction of cognitive task efficiency as a function of noise level, cognitive task type and
age. It is evident from the graph that the cognitive task efficiency, for the same cognitive
task, depends to a large extent upon the noise level and age. It has also been verified that
young age are slightly affected even at medium noise level while old ages get significantly
affected at much lower noise level. It is to be appreciated that the training done using ANFIS
is computationally very efficient as the desired RMSE value is obtained in very less number
of epochs. Moreover, minor changes are observed in the shape of the membership functions
after training the model. This is because of close agreement between the knowledge
provided by expert and input/output data pairs.The present effort also establishes the
usefulness of the fuzzy technique in studying the ergonomic environmental problems where
the cause-effect relationships are inherently fuzzy in nature.

6.1 Scope for future research

1. The study may also be done by changing the input parameters such as: type of task,
gender of the workers, environmental conditions (light, temperature, vibration,
humidity) etc.

2. Data should collect from noisy environment for different ages for workers doing
cognitive tasks, and the questionnaire form must be filled carefully to simulate high
performance model.
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3. The input & output variables range may also be converted into small ranges such as

extremely low, very low, low, medium low, medium etc.

4. Input/output data must be categorized and scaled to set the optimum number and
shape of membership functions, by increasing the probability (membership functions)

model performance will be improved.

5. Workers subjected under high cognitive task must be working on low noise level

environment to keep their performance.

6. This study proved the questionnaire studies it's easy to simulate and programming

using neural-fuzzy model to give as approximately solution for several case steadies.

7. The problem of noise should be taken into consideration during their establishment
phases (construction of the building, allocation of the machinery, etc.).
8. It's possible to modify the present model (FIS) to be a part of control system.

7. Appendix
7.1 Appendix-A
Department of labor occupational noise exposure standard

NOISE EXPOSURE CHART

W b 0 ON®

BN

Hours

15 e

N

< 1 o |

PERMITTED DAILY EXPOSURE

30

Minutes

4

415

20 a5 100 105
Measured noise level, dBA, slow response

Fig. A.1. Permitted daily exposure time [30]

0 Duration per day (Hrs.) Sound level dBA, slow response
1 8 90

2 6 92

3 4 95

4 3 97

5 2 100

6 1-1/2 102

7 1 105

8 2 110

9 1/4 or less 115

Table A.1. Permissible Noise Exposures
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7.2 Appendix-B

1. Noise level dB(A)

2. age years
sex MorF

STRONGLY DISAGREE NEUTRAL AGREE STRONGLY
DISAGREE AGREE

4. Easytolearningnew A B C D E
things

5. you like repetitive nature A B C D E
of work

6. You are creative thinking A B C D E
at work

7. Your skill is high A B C D

8. Care for timespanof A B C D E
activities and
development nature of
job

9. Don’tHavealotofsay A B C D E
on job

10. You are free to take own A B C D E
decision while working

11. You are not continual A B C D E
dependence on others

12. You are not affected by A B C D E
influence over
organization change

13. You are not affected by A B C D E
influence of a policies of
union

14. You are regular meeting A B C D E
of work team

15. Doesn’t Supervising A B C D E
people at your job

16. You effected are not by A B C D E

influence over work
team decision

17. Have a hard work A B C D E
18. Don’t Have a fast work A B C D E
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19. Have excessive work A B C D

20. Time is enough to finish A B C D E
your work

21. There is conflicting A B C D E
demands on your job

22. Have high emotional A B C D E
demands to work

23. You are negotiation with A B C D E
others

24. You suppressing A B C D E
genuine emotion

25. Highly care for your job A B C D

26. Your consultation is A B C D E
constant with others

27. You don't have high A B C D E
responsibility to taking
care for home

28. You have high A B C D E
interference between
family life and your job

29. You get the concern and A B C D E
the help of your
supervisor

30. Have friendly and A B C D E
helpful coworkers

31. Have organizational care A B C D E
about workers opinions

32. You care about A B C D E
we-being

33. Have high consideration A B C D E
of goals and values

34. you concern about A B C D E
workers

35. You need to collect A B C D E

accurate information to
make decision

36. You need providing A B C D E
opportunities to appeal
the decision
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37. You need generated A B C D E
standards to take
consistent decision

38. Your work is steady A B C D

39. You are threat to job A B C D E
security

40. You are lay off recently A B C D E

41. You have future lay A B C D
off

42. You have valuable skills A B C D

43. Hard to keep job for long A B C D E
duration

44. Much physical effortis A B C D E
required

45. Have rapid physical A B C D E
activities

46. Have heavy loads at A B C D E
work

47. You feel awkward body A B C D E
position

48. You feel awkward upper A B C D E
body position

49. Sharing the hardship of A B C D E
the job

50 Have possibility to help A B C D E

the coworkers and a
unity among
workers

Feeling depressed

Sleep restless

W|w|H |
elkelielle
O|9|J|0
el el Weal e

A
A
Do not Enjoy life A
Feel nervous while A
working

@)
v
t

Exceptionally tired in the A B
morning and exhausted

mentally and physically

at end of the day

Table B.1. Cognitive task (CT) questionnaire form for industrial applications [2]
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Data Processing in Industrial Applications

Silvia Cateni and Valentina Colla
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Italy

1. Introduction

In the last years Fuzzy Inference Systems (FIS) have been used in several industrial
applications in the field of automatic control, data classification, decision analysis, expert
systems, time series prediction, and pattern recognition.

The large use of FIS in the industrial field is mainly due to the nature of real data, that are
often incomplete, noisy and inconsistent, and to the complexity of several processes, where
the application of mathematical models can be impractical or even impossible, due to the
lack of information on the mechanisms ruling the phenomena under consideration. Fuzzy
theory is in fact essential and applicable to many complex systems and the linguistic
formulation of its rule basis provides an optimal, very suitable and intuitive tool to
formalise the relationships between input and output variables.

In real world database anomalous data (often called outliers) can be frequently found, which
are due to several causes, such as erroneous measurements or anomalous process
conditions. Outliers elimination is a necessary step, for instance, when building a training
database for tuning a model of the process under consideration in standard operating
conditions. On the other hand, in many applications, such as medical diagnosis, network
intrusion or fraud detection, rare events are more interesting than the common samples. The
rarity of certain patterns combined to their low separability from the rest of data makes
difficult their identification. This is the case, for instance, of classification problems when the
patterns are not equally distributed among the classes (the so-called imbalanced dataset
(Vannucci et al.,, 2011)). In many real problems, such as document filtering and fraud
detection, a binary classification problem must be faced, where the data belonging from the
“most interesting” class are far less frequent than the data belonging to the second class,
which corresponds to normal situations. The main problem with imbalanced dataset is that
the standard learners are biased towards the common samples and tend to reduce the error
rate without taking the data distribution into account.

In this chapter a preliminary brief review of traditional outlier detection techniques and
classification algorithms suitable for imbalanced dataset is presented. Moreover some recent
practical applications of FIS that are capable to outperform the widely adopted traditional
methods for detection of rare data are presented and discussed.
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2. Outlier detection

Outliers are measurements that are different from other values of the same dataset and can
be due to measurement errors or to the variability of the phenomenon under consideration.
Hawkins (Hawkins, 1980) defined an outlier as "an observation that deviates so much from other
observations as to arouse suspicion that it was generated by a different mechanism".

The detection of outlier is an important step of data mining because it improves the quality
of data and it represents a useful pre-processing phase in many applications, such as
financial analysis, network intrusion detection and fraud detection (Hodge, 2004).

Classical outlier detection methods can be classified into four main groups: distance-based,
density-based, clustering-based and statistical-based approaches. All these approaches have
several advantages or limitations and in the last years a lot of contributions have been
proposed on this subject. Artificial intelligence techniques have been widely applied to
overcome the traditional methods and improve the cleanness of data; in particular some
fuzzy logic-based approaches proved to outperform classical methodologies.

2.1 Distance-based methods

Distance-based method is based on the concept of the neighborhood of a sample and it was
introduced by Knorr and Ng (Knorr & Ng, 1999). They gave the following definition: "An
object O in a dataset T is a DB(p,D)-outlier if at least fraction p of the objects in T lie at a distance
greater than D from O". The parameter p represents the minimum fraction of samples that is
out of an outlier's D-neighborhood. This definition needs to fix a parameter and do not
provide a degree of outlierness. Ramaswamy et al. (Ramaswamy et al., 2000) modified the
definition of outlier: "Outliers are the top n data points whose distance to the kth nearest neighbor
is greatest". Jimenez-Marquez et al. (Jimenez-Marquez et al., 2002) introduced the
Mahalanobis Outlier Analysis (MOA) which uses Mahalnobis distance (Mahalanobis, 1936)
as outlying degree of each point. Another outlier detection method based on Mahalanobis
distance was proposed by Matsumoto et al. (Matsumoto et al., 2007). Mahalnobis distance is
defined as the distance between each point and the center of mass. This approach considers
outliers data points that are far away from their center of mass.

2.2 Density-based methods

Density-based methods calculate the density distribution of data and classify as outliers the
points lying in low-density regions. Breunig et al. (Breunig et al., 2000) allocate a local
outlier factor (LOF) to each point on the basis of the local density of its neighborhood. In
order to understand the formula concerning the Local Outlier Factor is necessary introduce
several definitions. The k-distance of a point x is the distance between two points x, y
belonging to the dataset D such that for at least k points data d(x,y')<d(x,y); where y'e D-{x}
and k an integer value. The k distance neighborhood of a data point x includes points
whose distance from x is not greater than the k distance. Moreover the reachability distance
of a data point x respect to the data point y is defined as the maximum between k-distance
of y and distance between the two data points. The Local reachability density of the data
point x is defined as the inverse of the mean reachability distance based on the MinPts-
nearest neighbors of x. Finally the Local Outlier Factor is defined as the mean of the ratio of
the local reachability density of x and the cardinality of the set including the MinPts-nearest
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neighbors of x. It is evident that MinPts is an important parameter of the proposed
algorithm. Papadimitriou et al. (Papadimitriou et al., 2003) propose LOCI (Local Correlation
Integral) which uses statistical values belonging to data to solve the problem of choosing
values for MinPts.

2.3 Clustering-based methods

Clustering-based methods perform a preliminary clustering operation on the whole dataset
and then classify as outliers the data which are not located in any cluster.

Fuzzy C-means algorithm (FCM) is a method of clustering developed by Dunn in 1973
(Dunn, 1973) and improved by Bezdek in 1981 (Bezdek, 1981). This approach is based on the
notion of fuzzy c-partition introduced by Ruspini (Ruspini, 1969). Let us suppose X={xi,
X2, ... Xn) be a set of data where each sample x;, (h=1, 2, ... n) is a vector with dimensionality p.
Let U., be a set of real cxn matrices where ¢ is an integer value which can assume values
between 2 and n. The fuzzy C-partition space for x is the following set:

Mcn = { UEUcn; uihe[or 1] ; Ziczluih = 1/ 0< Zﬁ:luih <n } (1)

where uy, is the degree of membership of x, in cluster i (I<i<c). The objective of FCM
approach is to provide an optimal fuzzy C-partition minimizing the following function:

JnU,V;X) = Eioq Xicain)™ Nl — vill? )

where V=(v;, v;... v;) is a matrix of cluster centres, |||| is the Euclidean norm and m is a
weighting exponent (m>1).

Many clustering-based outlier approaches have been recently developed. For instance, Jang
et al. (Jang et al., 2001) proposed an outlier-finding process called OFP based on k-means
algorithm. This approach considers small clusters as outliers. Yu et al. (Yu et al.,, 2002)
proposed an outlier detection method called FindOut, which is based on removing of
clusters from original data to identify outliers. Moreover He et al. (He et al., 2003)
introduced the notion of cluster-based local outlier and outlier detection method
(FindCBLOF), which exploits a cluster-based LOF in order to identify the outlierness of each
sample. Finally Jang et al. (Jang et al., 2005) proposed a novel method in order to improve
the efficiency of FindCBLOF approach.

2.4 Statistical-based methods

Statistical-based methods use standard distribution to fit the initial dataset. Outliers are
defined considering the probability distribution and assuming that the data distribution is a
priori known. The main limit of this approach lies in the fact that, for many applications, the
prior knowledge is not always distinguishable and the cost for fitting data with standard
distribution could be considerable. A widely used method belonging to distribution-based
approaches has been proposed by Grubbs (Grubbs, 1969). This test is efficient if data can be
approximated by a Gaussian distribution. The Grubbs test calculates the following statistics:

_max; (x4 — 1) 3)

G; .
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where u is the mean value and ¢ the standard deviation of data. When G is greater than a
fixed threshold the i-th data-point is classified as an outlier. The critical value depends on
the required significance level of test; common values are 1% and 5%. Other similar tests
that assume that data are normally distributed are Rosner's test (Gibbons, 1994) and Dixon's
test (Dixon, 1993).

2.5 Fuzzy Inference System based method

In the last years novel interesting FIS-based outlier detection approaches have been
proposed in order to outperform the classical approaches.

Yousri et al. (Yousri et al., 2007) proposes an approach which combine an outlier detection
method with a clustering algorithm. The outlier detection method is used for two objectives:
to give a hard membership for outliers to decide if the considered pattern is an outlier or not
and to give a degree of outlierness. A clustering algorithm is then used to allocate patterns
to clusters. Let P indicate the dataset and p its generic sample and let To be the outlier
detection technique and Tc the adopted clustering algorithm. The combination of outlier
detection and clustering algorithms is provided by the following formula, providing the
degree of outlierness of a sample p:

Op — WOOTO(p) + WCOTC (p) (4)
w, + w,

where Or, (p) is the degree of outlierness resulting from To for each sample p while Or, (p) is
the degree of outlierness resulting from Tc considering an outlier the patterns allocated to
tiny clusters or not assigned to any cluster. Finally w, and w, represent the weights given to
both algorithms to determine outliers. The two weights must be not negative (w,, w. = 0) and
their sum must be positive (w,+w. > 0). Equation (4) can be rewritten as follows:

W,
W_OOTO (p) + 0Tc (p)
0,= —~— ®)
=0 +1
We

The parameter wy/w. should be accurately fixed considering a balance between the
membership degree given to the outlier cluster and the clusters in the set of initial groups.

The main advantage of this approach is that it is general, i.e. it can combine any outlier
detection method with any clustering algorithm, and it is effective with low and high
dimensional dataset.

Another novel fuzzy approach is proposed by Xue et al. (Xue et al., 2010). The approach is
called Fuzzy Rough Semi-Supervised Outlier Detection (FRSSOD) and combines two methods:
the Semi-Supervised Outlier Detection method (SSOD) (Gao et al., 2006) and the clustering
method called Fuzzy Rough C-Means clustering (FRCM) (Hu & Yu, 2005). The aim of this
approach is to establish if samples on the boundary are outliers or not, by exploiting the
advantages of both approaches. In order to understand FRSSOD a brief description of SSOD
and FRCM is necessary.



Fuzzy Inference System for Data Processing in Industrial Applications 219

SSOD is a semi-supervised outlier detection method (Li et al. 2007; Zhang et al. 2005; Gao et
al., 2006; Xu & Liu, 2009) main that uses both unlabeled and labelled samples in order to
improve the accuracy without the need for a high amount of data. Let us suppose that X is
the dataset with n samples forming K clusters. The first | samples are labelled as binary
values: the null samples are considered outliers while the unitary value are not outliers. If
we consider that outliers are not included in any of the K clusters, an nxK matrix must be
found whose elements t;, (i=1,2 ... ,n; h=1, 2, ..., K) are unitary when x; belongs to cluster C;.
Outliers are determined as points that do not belong to any clusters through the
minimization of the following objective function:

Q= Xy XRoy tin dist (cn,x)? + ya(n = Xy Dhoq tin) + V2 Dica|wi — Xhoa tin] ()

where ¢, represent the centroid of cluster G, dist is the Euclidean distant and y;, y» are
adjusting parameters. The objective function is the sum of three parts. The first part come
from k-means clustering and outliers are not considered, the second part is used to constrain
the number of outliers below a certain threshold and finally the third part is used to
maintain consistency of labelling introduced by authors with existing label.

FRCM is a combination between Fuzzy C-means algorithm and Rough C-means approach.
Fuzzy C-means method was introduced by Dunn (Dunn, 1974) and it is an unsupervised
clustering algorithm. The approach assigns a membership degree to each sample for each
cluster by minimizing the following objective function:

Jm U, V; X) = Biog Bioq ufk Nl — vill? ?)

where V = (v3, vy, ..., vy is the vector representing the centres of the clusters, uj is the degree
of membership of the sample x; to the cluster i. The iteration stops when a stable condition is
reached and the sample is allocated to the cluster for which the membership value is
maximum. The centres initialization is an important step affecting the final result.

The RCM approach is based on the concept of C-means clustering and on the concept of
rough set. Rough set was introduced by Pawlak (Pawlak, 1982; Pawlak, 1991). In the rough
set concept each observation of the universe has a specified amount of information. The
objects which have the same information are indistinguishable. A rough set, unlike a precise
set, is characterized by lower approximation, upper approximation and boundary region.
The lower approximation includes all objects belonging to the considered notion, while the
upper approximation contains objects which possibly belong to the notion. The boundary
region represents the difference between the two regions. In RCM method each cluster is
considered as a rough set having the three regions. A sample, unlike in the classical
clustering algorithm, can be member of more than one cluster. Also, it is possible to have
overlaps between clustering. Lingras and West (Lingras & West, 2004) proposed a method
based on the following four properties:

- A sample can belong only to one of lower approximation regions.

- The lower approximation region of a cluster must be a subset of its upper
approximation region.

- If a sample do not belong to any lower approximation regions then it is member of at
least two upper approximation regions.

- Samples belonging to boundary region are undecided data and are assigned to two or
more upper approximation regions.
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FRCM integrates the concept of rough set with the fuzzy set theory adding a fuzzy
membership value of each point to the lower approximation and boundary region of a
cluster. The approach divides data into two sets, a lower approximation region and a boundary
region; then the points belonging to the boundary region are fuzzified. Let us suppose that
X={x1, X2, ..., Xu} is the available dataset and C, and C}, are respectively the lower and upper
approximation of the cluster ii. The boundary region is calculated as the difference between
the two regions. If u={u;} are memberships of clusters the problem of FRCM become the
optimization of the following function:

H

Im u U zz zh z (8)
i=1h

FRSSOD combines the two methods above described, i.e. FRCM and SSOD, in order to
create a novel approach. Let X be the set of data with n samples and Y its subset formed by
the first I[<n samples. The elements of Y are labelled as y; = {1, 0} where null value indicates
that the considered point is an outlier. The normal points, i.e. points that are not considered
outliers, form C clusters and each point normal point belong to each cluster with a
membership value, while outliers do not belong to any cluster. The main aim of FRSSOD is
to create a nxc matrix called u, whose generic entry uj represents the fuzzy membership
degree of the iy sample on the cluster. The optimization problem consists in the
minimization of the following function:

n C C
Irrz(u/v)ZZZ(uik)mdiZI(+7l Z(Zulk) )H’zz zuik)z ©)
k=1

i=1k=1 i=1 k=1

where y; e y2 are adjusting positive parameters in order to make the three terms compete
with each other and m is a fuzziness weighting exponent (m>1). As the idea of SSOD
approach only normal points are divided in two clusters and also the points considered as
outliers don't compare in the first term of the equation. Then the second term of the
equation is used to maintain the number of outliers under a certain limit and finally the
third term maintains consistency of user labelling with existing label punishing also the
mislabelled samples. The proposed method is applied on a synthetic dataset and on real
data and results show that FRSSOD can be used in many fields having fuzzy information
granulation. The experimental results show also that the proposed method has many
advantages over SSOD improving outlier detection accuracy and reducing false alarm rate
thanks to the control on labelled samples. The main disadvantages of the FRSSOD method
are that the result depends on the determination of number of cluster, initialization of the
centres of clusters and adjustment parameters.

Another fuzzy based method to detect outliers is proposed by Cateni et al. (Cateni et al.,
2009). The proposed approach combines different classical outlier detection techniques in
order to overcome their limitations and to use their advantages. An important advantage of
the proposed method lies in the fact that the system is automatic and no a priori
assumptions are required. The method consists in calculating four features for each pattern
by using the most popular outlier detection techniques:

1. Distance-based. The Mahalanobis distance is calculated and normalized with respect to
its maximum value. Patterns which assume value near 1 are considered outliers.
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2. Clustering-based. The clustering algorithm used for each method is the fuzzy C-
means (FCM) that has already been described. The output of the clustering represents
the membership degree of the selected samples to clusters and it lies in the range
[0,1]. Samples for which such features is close to 0 have to be considered outliers.
The FCM approach requires the number of clusters to be a priori known. If the
distribution is unknown, it is not easy to find the optimal number of clusters. In this
approach a validity measure based on intra-cluster and inter-cluster distance measures
(Ray & Turi, 1999) is calculated in order to determine automatically the most suitable
number of clusters. This step is fundamental because the result of clustering strongly
depends on this parameter.

3. Density-based. For each pattern the Local Outlier Factor (LOF) is evaluated. This
feature requires that the number of the samples of nearest neighbours K must be known
a-priori. Here K corresponds to the number of elements in the less populated cluster
that has been previously calculated by the Fuzzy C Means algorithm. The LOF
parameter lies in the range [0;1] where the unitary value means that the considered
sample is an outlier.

4. Distribution-based. The Grubbs test is performed and the result is a binary value: an
unitary value indicates that the selected pattern is an outlier, is null otherwise.

This four features are fed as inputs to a FIS of the Mandani type (Mandani, 1974). The
output of the system, called outlier index, represents the degree of outlierness of each pattern.
Finally a threshold, set to 0.6, is used to point out the outliers.

The proposed method has been tested in a dataset provided by a steelmaking industry in
the pre-processing phase. The extracted data represent the chemical analysis and process
variables associated to the liquid steel fabrication. A dataset has been analyzed in order to
find factors that affect the final steel quality. In this case outliers can be caused by sensor
failures, human error during registration of data of off-line analysis or abnormal conditions;
this kind of outliers are the most difficult to discover because they do not differ so much
from some correct data. In the considered problem the variables which are mostly affected
by outliers are tapping temperature, reheating temperature and the addition of aluminium.
First of all each variable has been normalised in order to obtain values in the range [0,1].
Table 1 illustrates the results that have been obtained on 1000 measurements through 6
different approaches: a distance-based approach, a clustering-based approach a density-
based approach, a distribution-based approach and two fuzzy-based approaches. The
effective outliers are five and they have been pointed out by technical skilled personnel
working on the plant and in the table are identified with alphabetic letters in order to
understand how many and which outliers are correctly detected by several methods. In the
second row the outliers are shown that are present for each considered variable and the
other columns refer to outliers detected by each considered method. Finally, table 2
illustrates how many samples have been misclassified as outliers (the so-called false alarms)
for each method.

Table 2 shows that fuzzy-base approach is able to detect all outliers present in the dataset
without fall in false alarms errors. Therefore the obtained results confirm the effectiveness of
the fuzzy-based approaches because they outperform traditional techniques and in
particular the second fuzzy proposed approach (Cateni et al., 2009) obtains the best results.



222 Fuzzy Inference System — Theory and Applications

Tapping Reheating Aluminium
Temperature Temperature addition
OUTLIERS A-B-C A-B-C A-B-C-D-E
Mal.lalanobls B A-D-E
distance

Fuzzy C-means A-B A-B B-C
B
A

Local Outlier Factor B A-B-C-E
Grubbs Test A B-D-E
Fuzzy 1 (Yousri et
al,2007) A-B A-B A-B-C-E
Fuzzy 2 (Cateni et

al., 2009) T - A-B-C A-B-C-D-E

Table 1. Outlier Detection.

Tapping Reheating Aluminium

Temperature Temperature addition
OUTLIERS A-B-C A-B-C A-B-C-D-E
Mal.lalanobls 0 0 1
distance

Fuzzy C-means 0 0 1

Local Outlier Factor 1 0 0

Grubbs Test 0 0 2
Fuzzy 1 (Yousri et

al.,2007) 0 0 0

Fuzzy 2 (Cateni et 0 0 0

al., 2009)

Table 2. Number of false alarms.

3. Imbalanced datasets

In a classification task often there are more instances of a class than others. Class imbalance
is mainly connected to the concept of rarity. There are two types of rarity, rare cases or outliers
(as seen in the previous paragraph) and rare class where a class of interest includes few
samples in comparison to the other classes present in the dataset. Outliers and rare classes
are not related but there are empirical studies which demonstrate that the minority class
contains more outliers than the majority class (Weiss and Provost, 2003). Imbalanced
datasets are present in many real-world applications such as detecting cancerous cell (Chan
and Stolfo, 1998), fraud detection (Phua et al., 2004), keyword extraction (Turney, 2000), oil-
spill detection (Kubat et al., 1998), direct marketing (Ling and Li, 1998), and so on. Many
approaches have been proposed in order to solve the imbalance problem (Visa and Ralescu,
2005) and they include resampling the training set, feature selection (Castillo and Serrano,
2004), one class learners (Raskutti and Kowalczyk, 2004) and finally cost-sensitive learners,
that take into account the misclassification cost (Zadrozny et al., 2003). In this kind of data
one class is significantly larger than other classes and often the targeted class (known as
positive class) is the smallest one. In this cases classification is difficult because the
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conventional computational intelligence methods tend to classify all instances to the
majority class (Hong et al., 2007). Moreover this methods (such as Multilayer Perceptron,
Radial Basis Functions, Linear Discriminant Analysis...) cannot classify imbalanced dataset
because they learn data based on minimization of accuracy without taking into account the
error cost of classes (Visa & Ralescu, 2005; Alejo et al., 2006; Xie & Qiu, 2007).

The performance of machine learning is typically calculated by a confusion matrix. An
example of the confusion matrix is illustrated in Tab.3 where columns represent the
predicted class while the rows the actual class. Most of studies in imbalanced domain are
referred to binary classification, as a multi-class problem can be simplified to a two-class
problem. Conventionally the class label of the minority class is positive while the class label
of the majority class is negative. In the table True Negative value (TN) represents the
number of negative samples correctly classified, True Positive (TP) value is the number of
positive samples correctly classified, False Positive (FP) is the number of negative samples
classified as positive and finally the False Negative (FN) is the number of positive samples
classified as negative. Other common evaluation measures are Precision (Prec) which is a
measure of the accuracy providing that a specific class has been predicted and Recall (Rec)
which is a measure of a prediction model to select instances of a certain class from a data set.
In this case, Recall is also referred to as true positive rate and true negative rate is also called

Specificity (Spec).

[ | Predicted Negative | Predicted Positive

TN FP
FN TP

Table 3. Confusion Matrix

Through this matrix the following widely adopted evaluation metrics can be calculated:

Accuracy = (TP+TN)/(TP+FN+FP+TN) (10)

FP rate = Spec =FP/(TN+FP) (11)

TP rate = Rec = TP/(TP+FN) (12)

Prec = TP/(TP+FP) (13)

F - Measures = [(1+p2)*Rec*Prec]/[( p2*Prec)+Prec] (14)

where f corresponds to the relative importance of Precision versus Recall. Typically p=1
when false alarms (false positive) and misses (false negative) can be considered equally
costly.

3.1 Traditional approaches

In general approaches for imbalanced dataset can be divided in two categories: external
and internal approaches. The external methods do not depend on the learning algorithm
to be used: they mainly consist in a pre-processing phase aiming at balancing classes
before training classifiers. Different re-sampling methods fall into this category. In



224 Fuzzy Inference System — Theory and Applications

contrast internal method develops variations of the learning algorithm in order to solve
the imbalance problem.

3.1.1 External methods

Re-sampling strategies have several advantages. First of all re-sampling methods are
competitive (McCharty, 2005) and often similar (Maloof, 2003) to the results obtained
choosing the cost-sensitive learning. Moreover re-sampling methods are simple and do not
require to modify the internal working of the classifier chosen (Elkan, 2001). Re-sampling
methods are pre-processing techniques and they can be divided in two categories:
oversampling techniques and undersampling techniques. Oversampling methods balance
the classes by adding new points to the minority class while undersampling methods
increase the number of samples belonging to the minority class.

The simplest re-sampling techniques are the random oversampling method and the random
undersampling methods. The random oversampling method balances the distribution
classes by randomly replicating some instances belonging to the minority class but random
oversampling can lead to overfitting. The random undersampling technique randomly
removes negative examples from the majority class encountering the problem to deleting
some important information of the dataset. Both random techniques sample the dataset until
the classes are approximately balanced. In order to solve the cited limitations improved re-
sampling techniques have been proposed.

3.1.1.1 Oversampling techniques

Synthetic Minority Oversampling TEcnique (SMOTE) creates minority samples to over-
sample the minority class avoiding the overfitting problem (Chawla et al., 2002). Instead of
replicating existing data points SMOTE generates new samples as follow: for every minority
example, its 11 nearest neighbours belonging to the same class are evaluated (in SMOTE # is
set to 5); then new synthetic data points are randomly generated along the segment joining
the original data point and its selected neighbour. Figure 1 shows an example concerning
SMOTE algorithm: x represents the selected data point, n; are the selected nearest
neighbours and s;, s, and s3 are samples generated by the randomized interpolation.

Fig. 1. Example of SMOTE algorithm.
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As SMOTE over-generalizes the minority class but does not take into account the
distribution of neighbours from the majority class another novel approach, called
Borderline-SMOTE (Han et al., 2005), is proposed. This approach is a generalization of
SMOTE approach, it focuses the attention on oversampling around samples located in the
borderline between classes. This approach is based on the assumption that the positive
instances are divided into three regions: noise, borderline and safe by considering the number
of negative examples on k nearest neighbours. If n is the number of negative examples
among the k nearest neighbours, the regions are defined as follow:

- Noise: n=k
- Borderline: 0.5k<n<k
- Safe: 0<n<0.5k

Borderline-SMOTE exploits the same oversampling technique as SMOTE but it oversamples
only the instances belonging to the borderline region.

Bunkhumpornpat et al. proposed another approach called Safe-Level-SMOTE
(Bunkhumpornpat et al., 2009). This method assigns for each positive data-points a safe-level
(sf) which is defined as the number of positive data-points in the k nearest neighbours. If the
safe level of an instance is close to k, then it considered safe. The safe level ratio is defined as
the ratio between the safe level of a positive instance and the safe level of a nearest
neighbours. Also each synthetic new point is generated in safe region by considering the
safe level ratio of instances. This method is able to outperform both SMOTE and Borderline-
SMOTE because they may generate instances in unsuitable positions such as overlapping or
noise regions.

Wang et al. (Wang et al., 2006) propose a novel approach that improves the SMOTE
algorithm by including the Locally Linear Embedding (LLE) algorithm (Sam & Lawrence,
2000). The SMOTE approach has an important limitation: it assumes that the local space
between any positive samples is positive, i.e. belonging to the minority class. This fact could
be not true if the training data is not linearly separable. This method maps the training data
into a lower dimensional space through the Locally Linear Embedding technique, then
SMOTE is applied in order to create the desirable number of synthetic data points and
finally the new data points are mapped back to the initial input space. The so-called LLE-
based SMOTE algorithm is evaluated on three datasets applying three different classifiers:
Naive Bayesian, K-NN classifier and Support Vector Machine (SVM). Experimental results
show that the LLE-based SMOTE algorithm outperforms the conventional SMOTE.

Liu and Ghosh (Liu & Ghosh, 2007) propose a novel oversampling method, called
generative oversampling, which increases information to the training set by creating
artificial minority class points on the basis of the probability distribution to model the
minority class. Also, generative oversampling can be used if the data distribution can be
approximated with an existing model. Firstly a probability distribution is chosen in order to
model the minority class, then parameters for the probability distribution are studied on the
basis of the training data and finally synthetic data points are created from the learned
probability distribution until the necessary number of points belonging to the minority class
has been reached. Authors demonstrate that this approach works well for a range of text
classification datasets using as classifier a SVM classifier. This method is simple to develop
and it is suitable for several data types by selecting appropriate generative models.
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3.1.1.2 Undersampling techniques

A popular undersampling method is the Condensed Nearest Neighbour (CNN) rule (Hart,
1968). CNN is used in order to find a consistent subset of samples. A subset $ is defined
consistent with S if, using a one nearest neighbour, S correctly classifies the instances in S.
Fawcett and Provost (Fawcet and provost, 1997) propose an algorithm to extract a subset
S from S and using the approach as an undersampling method. Firstly one example
belonging to the majority class is randomly extracted and put with all examples belonging
to the minority class in $. Then a 1-NN over the examples in $ is used in order to classify the
examples belonging to S. If an example in S is misclassified, it is moved to $. The main aim
of this method is to delete the examples belonging to the majority class which are distant
from the decision border.

Another undersampling approach is the so-called Tomek links (Tomek, 1976). This method
can be defined as follow: let us suppose that x; and x; are two examples belonging to
different classes and d(x; x;j) is their distance. A pair (x; x;) is called a Tomek link if there is
not an example xx such that d(x;, x))< d(x;, x;) or d(x;, x1)< d(x;, xj). If two examples are a Tomek
link then either one of these is noise or both are borderline. If Tomek Link is used as
underline sampling, only samples belonging to the majority class are removed. Kubat and
Matwin (Kubat & Matwin, 1997) propose a method, called One-Side Selection (OSS) which
uses both Tomek Link and CNN. Tomek Link is used as undersampling technique removing
noisy and borderline samples belonging to the majority class. Borderline samples are
considered as unsafe since noise can make them fall on the wrong side of the decision
border. CNN is used to delete samples belonging to the majority class which are distant
from the decision border. The remainder samples including safe samples of majority class
and all samples belonging to the minority class, are used for learning.

3.1.2 Internal methods

Internal methods deal with variations of a learning algorithm in order to make it less
sensitive for the class imbalance.

Two common methods Boosting and Cost-Sensitive learning are used in this area.

Boosting is a method used to improve the accuracy of weak classifiers. The most famous
boosting algorithm is the so-called AdaBoost (Freund & Schapire, 1997). It is based on the
fusion of a set of weak learners, i.e. classifiers which have better performance than random
classifiers in a classification task. During the learning phase weak learners are trained and
included in the strong learner. The contribution of the added learners is weighted on the
basis of their performance. At the end all modified learners contribute to classify unlabelled
samples. This approach is suitable to deal with imbalanced dataset because the samples,
belonging to the minority class, are most likely to be misclassified and also have higher
weights during iterations. In literature several approaches using boosting techniques for
imbalanced dataset has been proposed (Guo & Viktor, 2004; Leskovec & Shawe-Taylor,
2003) and results confirm the effectiveness of the method.

Another effective approach is the cost-sensitive learning. In this approach cost is associated
with misclassifying samples; the cost matrix is a numerical representation of the penalty of
classifying samples from a class to another. A correct classification has not penalty and the
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cost of misclassifying minority examples is higher than the cost of misclassifying the
majority examples. The aim of this approach is to minimize the overall cost on the training
dataset. The cost matrix can balance the dataset by assigning the cost misclassifying a class
with inverse proportion to its frequency. Another way is to set the cost matrix by
considering the application driven criteria taking into account user requirements. Cost
matrix is a general notion which can be exploited within common classifiers such as decision
tree (Pazzali et al., 2004; Chawla, 2003) or neural networks (De Rouin et al., 1991).

Soler and Prim (Soler & Prim, 2007) propose a method based on the Rectangular Basis
Function network (RecBF) in order to solve the imbalance problem. RecBF networks have
been introduced by Berthold and Huber (Berthold & Huber, 1995) and are a particular type
of Radial Basis Function (RBF) networks which exploit neurons with hyper-rectangular
activation function in the hidden layer.

3.2 Fuzzy based approaches

In classification task with imbalanced dataset SVMs are widely used (Baser et al., 1992). In
(Akbani et al., 2004; Japkowicz & Shayu, 2002) the capabilities of SVM and their effect on
imbalance have been widely discussed. SVM is a widely used machine learning method
which has been applied to many real world problems providing satisfactory results. SVM
works effectively with balanced dataset but provides suboptimal classification models
considering the imbalanced dataset; several examples demonstrate this conclusion
(Veropoulus et al., 1999; Akbani et al., 2004; Wu & Chang, 2003; Wu & Chang, 2005; Raskutti
& Kowalczyk, 2004; Imam et al., 2006; Zou et al., 2008; Lin et al., 2009; Kang & Cho, 2006; Liu
et al., 2006; Haibo & Garcia, 2009). SVM is biased toward the majority class and provides
poor results concerning the minority class.

A limit of the SVM approach is that it is sensitive to outliers and noise by considering all the
training samples uniformly. In order to overcome this problem a Fuzzy SVM (FSVM) has
been proposed (Lin & Wang, 2002) which is a variant of the traditional SVM algorithm.
FSVM associates different fuzzy membership values (called weights) for different training
samples in order to assign their importance degree of its class. Subsequently the proposed
approach includes these weights inner the SVM learning algorithm in order to reduce the
effect of outliers or noise when finding the separating hyperplane.

An extension of this approach is due to Wang et al. (Wang et al.,2005). They introduced two
membership values for each training sample defining the membership degree of positive
and negative classes. This approach has been proposed again by Hao et al. (Hao et al., 2007)
based on the notion of vague set.

Spyrou et al. (Spyrou et al., 2005) propose another kind of fuzzy SVM approach which uses
a particular kernel function built from fuzzy basis functions. There are also other works
which combine fuzzy theory with SVM assigning a membership value to the outputs of the
algorithm. For example Xie et al. (Xie et al., 2005) define a membership degree for the output
class through the decision value generated by SVM algorithm, while Inoue and Abe (Inoue
& Abe, 2001) use the fuzzy output decision for multiclass classification. Finally Mill and
Inoue (Mill & Inoue, 2003) propose an approach which generates the fuzzy membership
values for the output classes through the strengths support vectors.
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Another typology of FSVM regards the extraction of fuzzy rules from the trained SVM
model and a lot of works were been proposed (Chiang & Hao, 2004; Chen & Wang, 2003;
Chaves et al., 2005; Castro et al., 2007).

The above approaches demonstrate that FSVM outperforms the traditional SVM algorithm
avoiding the frequent problem of outliers and noise. However the FSVM technique, such as
the SVM method, can be sensitive to the class imbalance problem. Batuwita and Palade
(Batuwita & Palade, 2010) propose a novel method which uses the FSVM for class imbalance
leraning (CIL). This approach, that is called FSVM-CIL, is able to classify with a satisfactory
accuracy solving both the problems of class imbalance and outlier/noise. FSVM-CIL is
been improved by Lakshmanan et al. (Lashmanan et al., 2011) extending the approach to
multi-class classification problem instead of binary classification.

The general implementation scheme of the proposed approach is represented in figure 2.

Dataset

SVM FSVM FSVM-CIL
| g |

Membership )
value assignment | ,j,

Class Imbalance
problem repressed

v

Outliers and Noise
removed

v |

7 FSVM-CIL
SVM performance FSVM performance 3
: evaluation performance

evaluation evaluation

Performances
- comparison

Fig. 2. Implementation diagram

h 4

FSVM-CIL method assigns a membership value for training examples in order to suppress
the effect of class imbalance and to reflect the within-class importance of different training
samples suppressing the effect of outliers and noise. Let us suppose that ki* and ki are the
membership values of the positive class sample x;* and negative class sample x; in their
own class respectively. They are calculated as follows:
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kit =f(xr )k ke =f(xr )k (15)

where k* and k- are values which reflect the class imbalance such that k* > k- and f(x; ) is
defined considering the distance between x; and its class centre d.

Samples near to the class centre are considered important samples because containing more
information and also their f(x;) value is high. In contrast, samples which lie far away from
centres are treated as outliers or noise and their f(x;) value is low. In FSVM-CIL approach
authors use two separate decaying functions of distance to define f(x;): a linearly decaying
function fy;,(x;) and fexp(x;). The two functions are defined as follows:

fiin(xi) = 1-[dy/(max{di}+a)] (16)
where a is a small positive value which is introduced in order to avoid that fi(x;) could
assume null value.

Jew(xi)) = 2/(T+exp{Pdi}) 17)

where f, which can assume values inner the range [0;1], determines the steepness decay and
d; is the Euclidean distance between x; and its own centre.

The performance measure used in this approach is the geometric mean of sensitivity GM
and it is represented in equation (18).

GM = V/SE = SP (18)

where SE and SP are the proportions of positive and negative samples among the correctly
classified ones, respectively.

Three datasets (Blanke & Merz, 1988) have been exploited in order to demonstrate the
effectiveness of the FSVM-CIL approach. Then a comparison between this method and SVM
and FSVM has been evaluated considering both linear and exponential decaying function.
Table 4 shows a description of the used datasets while Tab.5 illustrates the obtained results
for the several approaches tested.

77 259 0.297
268 500 0.536
115 5358 0.021

Table 4. Datasets descriptions. IR represents the imbalance ratio, i.e. the ratio between the
positive and the negative class.

As already mentioned, SVM classifier favours the majority class over the minority class
obtaining an high value of SP and a low value of SE. This result confirms that SVM classifier
is sensitive to the imbalance problem. Concerning FSVM results show that the best FSVM
setting depends on the considered dataset. For Ecoli and Pima databases the choice of the
type of decaying function is irrelevant while treating with page-blocks dataset the
exponential decaying function provides better results than the linear one. Finally table
shows that concerning FSVM-CIL approach, the use of exponential decaying function
provides the best results independently from the considered dataset.
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FSVM-

FSVM  FSVM /
(in) %)  (exp) (%) CH(;/f,l)m) CIL(.,}SXP)

GM 88.59 88.53 85.50 89.08 90.64

FSVM-

SVM (%)

SE 78.67 78.18 78.64 90.02 92.45
sp 93.12 93.60 92.97 86.52 88.19
GM 70.18 69.78 71.33 71.56 72.74
SE 55.04 54.55 55.60 66.94 69.10
sp 89.50 87.5 82.50 76.14 76.35
GM 76.47 79.15 81.62 94.51 95.05
SE 58.26 61.74 67.06 93.81 93.14
SpP 99.54 91.48 99.01 95.21 95.36

Table 5. Classification results and comparison between several methods

Jesus et al. (Jesus et al., 2006) propose the study of the performance of Fuzzy Rule Based
Classification System (FRBCS) in imbalanced datasets (Chi et al., 1996). The authors analyze
the synergy of the linguistic FRBCS with some pre-processing techniques using several
approaches such as undersampling, oversampling or hybrid models. A FRBCS is composed
by a Knowledge Base (KB) and a Fuzzy Reasing Method (FRM). FRM uses the information
of KB in order to determine the class for each sample which goes to the system. KB is
composed of two elements: the Data Base (DB) which includes the notion of the fuzzy sets
associated to the linguistic terms and the Rule Base (RB) which contains a set of
classification rules.

The FRM, which is an inference procedure, utilizes the information of KB to predict a class
from an unclassified sample. In a classification task the model of FRM includes four
operations:

1. Compute the compatibility degree of data with the precedent of the rules.

2. Compute the association degree of data to the consequent class of each rule. This step

consists in the generation of an aggregation function between the compatibility degree

and the certainty degree of the rule with the class related.

Set the association degree of data with the several classes.

4. Classify by applying a decision function F on the association degree of data with
classes.

@

FRBCS has been proposed in (Chi et al., 1996) and is an extension of the well known Wang
& Mendel method (Wang & Mendel, 1992) to classification task. FRBCS finds the
relationship between variables of the problem and establishes an association between the
space of the features and the space of the classes. The main operations are as follows:

e  Firstly a domain of variation of each feature Xi is determined, then fuzzy partitions are
computed. This step is important in order to establish the linguistic partitions.

e  For each example, a fuzzy rule is generated. Rules are created by considering several
main steps.
e Computing the matching degree of each example to the several fuzzy regions.
e Assigning the selected example to the fuzzy region with the higher membership

degree.
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e Creating a rule for each example in this manner: the antecedent is determined by
the selected Fuzzy region with the label of class of the sample in the subsequent.
¢  Compute the certainty degree.

In order to demonstrate the effectiveness of the proposed approach, authors considered
several datasets belonging to the UCI repository with different degrees of imbalance.

The proposed method has been divided into three parts: an analysis of the use of pre-
processing for imbalanced problems (such as SMOTE, random oversampling, random
under-sampling ...), a study of the effect of the FRM and an analysis of the influence of the
granularity applied to the linguistic partitions in combination with the inference method.

Results show that in all considered cases the presence of the pre-processing phase improves
the behaviour of the learning algorithm.

The main conclusion of the proposed method is that the FRCM algorithm outperforms the
other analyzed methods obtaining the best results adding a re-sampling operation before
use the FRCM technique; moreover authors have found that FRBCSs perform well again the
C4.5 decision tree in the context of very high imbalanced datasets.

An alternative to imbalance problem is the use of Complementary Learning Fuzzy Neural
Network (CLFNN) which is proposed in (Tan et al., 2007). The use of fuzzy logic allows to
tolerate uncertainty in the data reducing the effect of data imbalance. CLFNN has the main
advantage that does not requires data pre-processing and hence, does not make any a prior
assumption on data and does not alter the data distribution. This method exploits a neuro-
fuzzy system which is based on complementary learning theory (Tan et al., 2005).
Complementary learning is a system observed in human brain; with this theory different
brain areas, which are segregated and mutually exclusive, are registered in order to
recognize different objects (Gauthier, 2000). When an object is seen, registered areas are
activated while the irrelevant areas are inhibited; this mechanism is called lateral inhibition.
Generally complementary learning has the following characteristics:

e  Features extraction of positive and negative examples.
e  Separation of positive and negative information.
e Development of lateral inhibition.

According to this concepts, the different approaches that are present in the literature can be
divided into three groups:

1. Positive/negative systems, where the system builds information on the basis only of the
target class.

2. Neutral learning systems, where the notion of positive and negative does not exist.

3. Complementary learning systems, where the system creates knowledge on the basis of
positive and negative classes considering the relation between positive and negative
samples.

CLFNN is considered a 9-tuple (X, Y, D, A, R, B, I, s, p). The definition of each element is as
follows:

- X is the observation, belonging to the input space U, which has a set of variables x=(x,
X2, ery xl).
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- Y is the output associated to the input X. If M is the number of possible outputs, YeV
(V=V1x V2 x...x V) where V is the output space. Moreover Y is the union of Y*and Y-
which represent respectively the positive and negative output.

- D is a set of observation X and its relative output Y and represents the source
knowledge data.

- Aisaset of knowledge which explains the behaviour amongst samples X in D.

- R represents the rules, i.e. the information learnt from D connecting the inputs to the
relative outputs.

- Bis aset of knowledge which explains the behaviour amongst samples Y in D.

- I represents the learning function building the CLENN based on D. This function
includes two complementary learning function: s and p.

- s is the structure learning which builds the net. For instance a clustering algorithm can
independently obtain the structures from data. Moreover it creates the fuzzy sets and
memory elements that describe the underlying data. If the existing knowledge is not
sufficient for data description, other nodes are added. The process ends when the
structure of data is suitable to reflect the data D.

- pis the parameter learning which can be any supervised learning algorithm.

In CLENN the behaviour is characterized by a linguistic term derived by fuzzy set A. A is a
mapping of X to the linguistic model of CLFNN; each set A identifies a set of locations in the
input space characterizing by their membership functions. CLFNN is less subjected to data
imbalance problem because it builds its knowledge from positive and negative classes
separately and the influence of each class on the other one is minimized. Moreover in
CLENN the inference system uses the lateral inhibition which improves the system
performance treating with imbalanced dataset.

In order to demonstrate the efficiency of CLFNN method, four imbalanced datasets are
used: Single Photon Emission Computed Tomography (SPECT) (Blake & Merz, 1998),
Wisconsin Breast Cancer diagnosis (WBCD) (Blake & Merz, 1998), Fine Needle Aspiration
(FNA) (Cross & Harrison, 2006) and Thermogram (THERM).(Ng &Fok, 2003).

The dataset is divided in training set, testing set and validation set maintaining the class
distribution. The averaged performance of CLFNN, which is calculated by the F-Measure
over three cross-validation sets, is compared with other popular methods: Multilayer
Perceptron (MLP)(Rosenblattx, 1958)., Radial Basis Function (RBF) (Powell, 1985), Linear
Discriminant Analysis (LDA) (McLachlan, 2004), Decision tree C4.5 (Brodley & Utgoff,P.E.)
and Support Vector Machine (SVM).

Table 6 illustrates the description of datasets and the averaged results obtained over the
different cross validations with the several approaches. The acronym IR indicates the
imbalanced ratio, i.e. the ratio between the number of positive samples and the number of
negative samples.

Table 6 shows that CLFNN provides better results than the other approaches. In
thermogram dataset none of the system can give satisfactory results because of its very high
imbalance ratio but, also in this case, CLFNN outperforms the other approaches. This work
confirms that CLFNN provides more consistent results over different data distributions
coming a promising tool for handling imbalanced dataset.
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# Positive 5
Samples

_ SPECT WBCD N THERM
212

# Negative 357 65
Samples

0.59 0.07
0.925 0.2
0.912 0.2
0.907 0.2

0.93 0.2
0.931 0.2

0.96 0.37

Table 6. Datasets description and averaged results.

4. Conclusions

Fuzzy Systems offer several advantages, among which the possibility to formalise and
simulate the expertise of an operator in process control and tuning. Moreover the fuzzy
approach provides a simple answer for processes which are not easily modelled. Finally
they are flexible and nowadays they can be easily implemented and exploited also for real-
time applications. This is the main reason why, in many industrial applications, dealing
with processes that are difficult to model, fuzzy theory is widely adopted obtaining
satisfactory results.

In particular, in this chapter, applications of FIS to industrial data processing have been
presented and discussed, with a particular emphasis on the detection of rare patterns or
events. Rare patterns are typically much difficult to identify with respect to common objects
and often data mining algorithms have difficulty dealing with them. There are two kind of
“rarity”: rare case and rare classes. Rare cases, commonly known as outliers, refer to
anomalous samples, i.e. observations that deviate significantly from the rest of data. Outliers
may be due to sensor noise, process disturbances, human errors and instruments
degradation. On the other hand, rare classes or more generally class imbalance, occur when,
in a classification problem, there are more samples of some classes than others.

This chapter provides a preliminary review of classical outlier detection methods and then
illustrates novel interesting detection methods based on Fuzzy Inference System. Moreover
the class imbalance problem is described and traditional techniques are treated. Finally
some actual Fuzzy based approaches are considered.

Results demonstrate how, in real world applications, fuzzy theory can effectively provide an
optimal tool outperforming other traditional techniques.
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1. Introduction

In the last years many industries have increased the exploitation of vision systems applied
to several fields. This fact is basically due to the technological progress that has been
reached by these systems: the reliability of vision systems allows the industries to achieve
considerable cost savings in terms of both material and human resources.

Among the most important applications of vision systems in the industrial field there are
robot positioning and driving, code reading, non contact measuring as well as quality
control and monitoring.

In particular quality controls are nowadays performed through vision systems in many
industries; these systems guarantee reliability comparable and sometimes greater with
respect to human operators, especially for a large quantity of products. In fact, vision-based
automatic inspection systems allow to process a huge amount of data in a very small time
with respect to human performance.

The vision systems are usually composed by several components: a set of cameras to capture
the images, an illumination system and a system for the image processing and classification.
These systems are able to capture images of a wide range of products in order to find defects
which do not fit the quality standards of the considered industrial production process.

The present chapter deals with the application of Fuzzy Inference Systems (FIS) for the
classification of images, once they have been pre-processed through suitable algorithms.
One of the main reasons for exploiting a FIS to this aim lies in the possibility of approaching
the problem in a way similar to human reasoning. In fact a FIS allows:

e To describe the problem in linguistic terms;

e To translate the human experience (which is very often the reference starting point in
industrial applications) through inference rules. The possibility of providing a
methodological description in linguistic terms is a great advantage in problems that
cannot be solved in terms of precise numerical relations, especially when only empirical
a priori knowledge is available.

e To perform an eventual further adaptation of the rules of the inference machine by
exploiting the available data, as a neural training algorithm can be applied to tune some
parameters of the fuzzy classifier.



244 Fuzzy Inference System — Theory and Applications

Moreover, FIS-based classifiers provide the further advantage of a great flexibility, thanks to
the possibility to add rules without affecting the remaining parts of the inference machine.

Clearly the preliminary image processing phase should be developed with the aim to extract
the most suitable features from the images to be fed as input to the fuzzy system.

The chapter will be organised as follows: a preliminary generic description of the main
features of FIS-based image classifiers will be provided, with a particular focus on those
general applications where a preliminary ad-hoc image features extraction phase is
included. The advantages and limitations of FIS-based classifiers toward other algorithms
will be presented and discussed. Afterwards, some case studies will be proposed, where
FIS-based image classifiers are applied in an industrial context.

2. Vision systems

In the last years the use of computer vision systems has enormously increased, especially in
the industrial field, for several tasks (Malamas et al., 2003; Chin & Harlow, 1982; Nelson et
al., 1996).

Traditionally human experts performed visual inspection and quality control and, in some
cases, the human performance are better than the one provided by a machine. On the other
hand, human operators are slower than machines, their performance is not constant through
time and finding many expert operators is not easy for any industry. Moreover there are
several applications where the job may be repetitive and boring (such as target training or
robots guidance) or also difficult and dangerous (such as underwater inspection, nuclear
industry, chemical industry ...).

Vision system are widely adopted in the control of robots for pick and place operations
showing their power in very complex tasks (Sgarbi et al., 2010).

A vision system consists of electronic, optical and mechanical components and it is able to
capture, record and process images. Typically it consists of one or more cameras, an
optical system, a lighting system, an acquisition system and, finally, an image processing
system. The object to be tested is placed in front of cameras and it is properly illuminated.
The optical system forms an image on camera sensor which produces in output an
electrical signal. Then this signal will be digitized and stored. Finally the image can be
analysed with an appropriate software. A general scheme of a typical industrial vision
system is shown in Fig.1.

The computational resources are exploited for processing the captured images through
suitable analysis and classification software. One or more cameras acquire images under
inspection and a lighting system is adopted to illuminate the scene in order to facilitate the
acquisition of the image features (Malamas et al., 2003).

The prerequisites for the design and development of a good machine vision system depend
on the application field and the task to be reached. An “universal” vision system, i.e. which
is capable to fulfil any task in any application, does not exist; only after having established
the requirements of the specific application the vision system can be designed.

In the last years computer and machine vision are been connected together for non invasive
quality inspection. Machine vision allows to analyse video data, such as data coming from a
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video camera, in order to plan future operations. The automatic systems which carry out
visual inspection by means of machine vision are often called Automatic Visual Inspection
Systems (Jarvis, 1979).

Image
Processing
SW

Image Processing
HW

ﬂ_ Control System

Fig. 1. Scheme of a simple industrial vision system.

Artificial vision is defined as the set of computational techniques which aim to create an
approximate model of the three-dimensional world from two-dimensional projections of
it. A classic problem concerning artificial vision is to determine whether there are specific
objects or activities in the image. Another problem, which is solved by vision systems, is
to reconstruct a three dimensional model about the scene to be analysed, given one or
more two-dimensional images of it (Klette et al., 1998). The optical techniques which are
widely adopted can be divided in two approaches: active methods and passive methods.
Active methods regard the case where the scene is radiated by appropriate
electromagnetic radiation, while passive methods regard the case where the images of the
scene are the real images. Active methods are more expensive than passive ones and they
are not always applicable. In contrast, passive methods have lower resolutions than the
active ones. Both approaches adopted the visual cues that are used by human vision
system to retrieve the depth of the scene projection on the retina, such as blurring and
other optical phenomena.

There are many applications of artificial vision in industrial field such as defect detection,
robot placement, robot orientation and robot guidance (Lowe & Little, 2005), codes reading,
classification. In the last decades the Artificial Vision has evolved into a mature science,
which embraces different markets and applications becoming a vital component of
advanced industrial systems (Lanzetta, 1998).
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3. Feature extraction procedure from the image

Image processing belongs to the field of signal processing in which input and output signals
are both images.

Feature extraction tends to simplify the amount of property required to represent a large set
of data correctly. A feature can be defined as a function concerning measurements which
represent a property of a considered object (Choras, 2007). Features can be classified as low-
level features and high level feature.

The low-level features are the features which can be extracted automatically from image
without any information about the shape. A widely used approach is the so called edge
detection, which is adopted in order to identify points in a digital image at which the image
brightness changes brusquely, also edge detection highlights image contrast. The boundary
of features within an image can be discover detecting contrast as the difference in intensity.
Trucco & Verri (Trucco & Verri, 1998) identified three main steps to perform edge detection:
noise smoothing, edge enhancement and edge localization. Noise smoothing, also called
noise reduction, eliminates noise as much as possible without destroying the edges of the
image. Edge enhancement produces images with large intensity values at edge pixels and
low intensity levels elsewhere. Finally edge localization is used to decide which local
maxima among the filter outputs are effectively edges and are not produced by noise
(Roque et al., 2010).

The Sobel edge detection operator (Sobel, 1970) has been the most popular operator until the
improvement of the edge detection techniques having a theoretical basis. It consists of two
masks in order to identify the edges under a vector form. The inputs of the Sobel approach
include an image I and a threshold ¢. Once the noise smoothing filters have been applied, the
corresponding linear filter is carried out to the new smoothed image by using a pair of 3x3
convolution masks, one estimating the gradient in the x-direction (columns) and other
estimating the gradient in the y-direction (rows).

-1-2-1] -1 01
[ 0 0 O] [—2 0 2] 1)
1 2 111-101

The output of the two above defined masks is represented by two images I; and . Through
equation (2) the degree of the intensity gradient is estimated for each pixel I(ij).

P ) =L )D? + (0 )? )
Finally the pixels p(i,j) which are greater than the threshold ¢ are identified as edges.

Canny edge detection operator (Canny, 1986) is probably the most popular edge detection
technique at the moment. It is created by taking into account three main purposes:

e Dest possible detection with no spurious responses;
e good localisation with minimal distance between detected and effective edge position;
¢ single response to delete multiple responses to a single edge.

The first requirement reduces the response to noise through an optimal smoothing. Canny
demonstrated that Gaussian filtering is optimal concerning edge detection. The second
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requirement is introduced to improve the accuracy, in fact it is used to detect edges in the
right position. This result is obtained by a process of non-maximum suppression (similar to
peak detection) which maintains only the points that are located at the top of a crest of edge
data. Finally the third requirement regards the position of a single edge point when a
change in brightness occurs.

High-level features extraction is used to find shapes in computer images. To better understand
this approach let us suppose that the image to be analyzed is represented by a human face.
If we want to automatically recognise the face, we can extract the component features, for
example the eyes, mouth and the nose. To detect them we can exploit their shape
information: for instance, we know that the white part of the eye is ellipsoidal and so on.
Shape extraction includes finding the position, the orientation and the size. In many
applications the analysis can be helped by the way the shape are placed. In face analysis we
imagine to find eyes above and the mouth below the nose and so on.

Thresholding is a simple shape extraction technique. It is used when the brightness of the
shape is known, in fact pixels forming the shape can be detected categorizing pixels
according to a fixed intensity threshold. The main advantage lies in its simplicity and in the
fact that it requires a low computational effort but this approach is sensitive to illumination
change and this is a considerable limit. When the illumination level changes linearly, the
adoption of a histogram equalization would provide an image which does not vary;
unfortunately this approach is widely sensitive to noise rendering and again the threshold
comparison-based approach is impracticable. An alternative technique consists in the
subtraction of the image from the background before applying a threshold comparison; this
approach requires the a priori knowledge of the background. Threshold comparison and
subtraction have the main advantage to be simple and fast but the performances of both
technique are sensitive to partial shape data, noise and variation in illumination.

Another popular shape extraction technique is the so called Template matching, which
consists in matching a template to an image. The template is a sub-image that represents the
shape to be found in the image. The template is centred on an image point and the number
of points that match the points in the image are calculated; the procedure is repeated for the
whole image and points which led to the best match are the candidates to be the point
where the shape is inner the image. Template matching can be seen as a method of
parameter estimation, where parameters define the position of the template but the main
disadvantage of the proposed approach is the high computational cost.

Another popular technique which locates shapes in images is the Hough Transform (Hough,
1962). This method was introduced by Hough to find bubble tracks and subsequently
Rosenfeld (Rosenfeld, 1969) understood its possible advantages as an image processing
method. It is widely used to extract lines, circles and ellipses and its main advantage is that
it is able to reach the same results than template matching approach but is it faster (Princen
et al., 1992). The Hough Transform delineates a mapping from the image points into an
accumulator space called Hough space; the mapping is obtained in a computationally
efficient manner based on the function that represents the target shape. This approach
requires considerable storage and high computational resources but much less than
template matching approach. When the shape to be extracted is more complex than lines
and circles or the image cannot be partitioned into geometric primitive a Generalised Hough
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Transform (GHT) approach can be used (Ballard, 1981). GHT can be implemented basing on
the discrete representation given by tabular functions.

4. Industrial quality control

In the field of quality control there are two main elements which play an important role: the
presence of sensors used to capture data, such as signals or images, and the adopted
computational intelligence techniques (Piuri & Scotti, 2005). The quality monitoring includes
the use of signal measurements or machine visual systems in order to allow a standardized
and non-invasive control of industrial production processes. The computational intelligence
techniques comprise the formalisation of the mechanism which allows the extraction of
useful information from the images and its interpretation for the purposes the systems it is
designed for; therefore it may also include components such as neural networks, fuzzy
systems and evolutionary computer algorithms. A generic quality control system needs to
manage techniques belonging to several scientific areas, such as depicted in Fig.2.

{ R

Data Acquisition

L 7
{ l 3
Data Pre-processing
- J

l

Features Extraction and
Selection

| |
[ Datausion ]

Classification

System Optimization

Fig. 2. Generic scheme of quality control system
In the following, a brief explanation of all the blocks included in Fig. 2 is provided.

4.1 Data acquisition

The data acquisition is a typical problem concerning measurements systems. A lot of studies
demonstrate how the computational intelligence techniques can improve the performance of
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sensors from both the static and the dynamic point of view (Ferrari & Piuri, 2003). The
sensor modules can be able to self-calibrate and also reduce the unexpected non-linearities.
Also eventual errors can be detected and, if necessary, corrected (Wandell et al., 2002).
Images are usually acquired by cameras in digital format.

4.2 Data pre-processing

The main aim of signal pre-processing is to reduce the noise and to make use of inherent
information provided by signals. In literature many conventional pre-processing techniques
have been proposed (Proakis & Manolakis, 1996; Rabiner & Gold, 1975) including
computational intelligence techniques; in this context a good survey of neural and fuzzy
approaches for signal pre-processing is due to Widrow and Sterns (Widrow & Stern, 1985).

If the captured data consist of an image, pre-processing phase is used to correct image
acquisition and not perfect source image conditions. In each system, which implements
machine vision functionalities, a pre-processing phase is recommended in order to correct
image acquisition errors or to improve characteristics for visual inspection.

Image pre-processing is a phase which, through several operations, improves the image by
suppressing undesirable distortions or enhancing relevant features for the further analysis
tasks. Note that image pre-processing does not add information content to the image
(Haralik & Shapiro, 1992; Hlavak et al., 1998) but uses the redundancy basing on the concept
that a real object has similar neighbouring pixels which correspond to a similar brightness
value. A distorted pixel can be removed from the image and it can also be reinserted in the
image having a value equal to the average of the neighbouring pixels.

The main operations included in the pre-processing image phase are resumed as follow:

e  Cropping

e  Filtering

¢ Smoothing

e  DBrightness

o Detecting Edges

Cropping is introduced to remove some parts of the image in order to point out the regions
of interest.

Image filtering exploits a small neighbourhood of a pixel belonging to the input image in
order to provide a new brightness value in the output image.

Smoothing techniques are used to reduce noise or eventual fluctuations occurring in the
image. To reach this task it is necessary to suppress high frequencies in the Fourier
transform domain.

Brightness threshold is a fundamental operation to extract pertinent information. It consists in
a gray scale transformation whose result is a binary image. This approach is based on the
segmentation and separates objects from their background.

Edge Detection is a very important step in image pre-processing. Edges are pixels lying
where the intensity of image charges roughly. In previous paragraph the edge detection
method is treated in more details.
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4.3 Features extraction and selection

With the previous operation all features that are processed by sensors have been fixed.
Through feature extraction and selection the initial data can be reduced in order to
diminish the computational complexity of the system. Moreover a reduction of features
number simplifies both the pattern representation and the classifier structure; finally a
reduction of features number solve the problem of "curse of dimensionality" (Roudys &
Jain, 1991). The so-called curse of dimensionality problem consists in the fact that the
number of instances for feature exponentially increases with the number of features
itself; also in order to reduce the complexity of the computational intelligence modules
under training, it is fundamental to limit the number of features to consider. Both
feature extraction and feature selection are used for the reduction of the feature space.
The main difference between the two approaches is that the feature extraction approach
generates new features based on transformation or combination of the original features
while feature selection approach selects the best subset of the original feature set (Dalton,
1996).

4.4 Data fusion

This operation combines the available features in order to obtain more significant
information concerning the quality of the industrial process under consideration. A
widely used technique is the so called sensor fusion, which combines information of
different type coming from several sensors. A lot of papers, concerning the use of
intelligent techniques have been proposed, such as (Bloch, 1996; Filippidi et al., 2000; Xia
et al., 2002; Benediktsson et al., 1997). Data fusion systems can be composed by several
elements such as sensors, data-fusion nodes, data-fusion databases and expert knowledge
databases.

4.5 Classification

Once the features are fixed, they are led in input to a classifier which outputs a value
associated to the classification of the quality (integer value) or a quality index (real value).

The classification can be divided into two approaches: conventional classification and
computational intelligence-based classification. The computational intelligence-based
approach includes statistical approach (Fukunaga, 1972), neural networks (Haykin, 1999)
and fuzzy systems (Bezdek, 1992). This last issue will be treated in the next section.

4.6 System optimization

Modules belonging to the quality control system contain parameters which need to be fixed
in order to improve final accuracy, computational complexity, maximum possible
throughput and memory exploitation. These parameters include, for instance, thresholds,
filter coefficients and number of hidden neurons in the case of use of neural network.

In order to build a satisfactory quality control system it is important to integrate all the
above cited activities. In order to obtain more accurate, adaptive and performing systems
the use of computational intelligence techniques are recommended.
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5. Fuzzy classifier

Fuzzy Logic has been introduced by Zadeh (Zadeh, 1965) and it is based on the concept of
"partial truth", i.e. truth values between "absolutely true" and "absolutely false". Fuzzy Logic
provides a structure to model uncertainty, the human way of reasoning and the perception
process. Fuzzy Logic is based on natural language and through a set of rules an inference
system is built which is the basis of the fuzzy computation. Fuzzy logic has many
advantages, firstly it is essential and applicable to many systems, moreover it is easy to
understand and mostly flexible; finally it is able to model non linear functions of arbitrary
complexity. The Fuzzy Inference System (FIS) is one of the main concepts of fuzzy logic and
the general scheme is shown in Fig.3.

FuzzyRule Base

l
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Input
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Fig. 3. FIS scheme

A FIS is a way of mapping input data to output data by exploiting the fuzzy logic concepts.

Fuzzification is used to convert the system inputs, which is represented by crisp numbers
into fuzzy set through a fuzzification function. The fuzzy rule base is characterized in the
form of if-then rules and the set of these fuzzy rules provide the rule base for the fuzzy logic
system. Moreover the inference engine simulates the human reasoning process: through a
suitable composition procedure, all the fuzzy subsets corresponding to each output variable,
are combined together in order to obtain a single fuzzy for each output variable. Finally the
defuzzification operation is used to convert the fuzzy set coming from the inference engine
into a crisp value (Abraham, 2005).

Fuzzy classification is an application of fuzzy theory. In fuzzy classification an instance can
belong to different classes with different membership degrees; conventionally the sum of the
membership values of each single instance must be unitary. The main advantage of fuzzy
classification based method includes its applicability for very complex processes.

6. Exemplar industrial applications

The quality control in industrial applications is used to monitor and to guarantee the quality
of the processes.
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Actually many industries have adopted vision systems for improve the quality control of
products (Amiri & Shanbehzadeh, 2009; Ferreira et al., 2009). The quality control includes the
ability tackling problems of several scientific areas, such as signal acquisition, signal
processing, features extraction, classification and so on. Many approaches have been proposed
in order to design intelligent signal and visual inspection systems for the quality control using
fuzzy theory, that has been recognized in the literature as a good tool to achieve these goals. In
the following a description of some exemplar fuzzy-based methods is proposed.

6.1 Vehicle classification exploiting traffic sensors

Kim et al. (Kim et al., 2001) propose an algorithm for vehicle classification based on fuzzy
theory. Many approaches have been proposed in order to identify vehicles through traffic
sensors; one of the most typically adopted technologies for vehicle classification is the
combined loop and piezoelectric sensor system (Kim et al., 1998; Kim et al., 1999). A
heuristic knowledge about vehicle speed or shape, once the vehicle length is known, is
available, but in the loop/piezo detector there is not a precise mathematic association
between the vehicle length and speed or shape. Also this heuristic knowledge could be well
formalised using the if-then fuzzy rules.

The main idea of the proposed method is to modify the output length value from the loop
sensor and use it to classify each vehicle. The general scheme of the proposed algorithm is
shown in Fig.4.
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Fig. 4. Scheme of the system for vehicles classification.
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Two features are selected to be fed as inputs to the fuzzy system namely the vehicle weight
and speed. The output of the fuzzy system is a weighting factor which is used to modify the
length value. Inputs and output are interpreted as linguistic values in this manner:

- Speed : slow, medium, fast
- Weight: very light, light, medium, heavy
- Length mod: negative big, negative small, zero, positive small, positive big.

Triangular membership functions have been defined to represent each linguistic value.
Finally the fuzzy rule basis have been created with the help of expert's heuristic knowledge,
which is described in Tab.1.

Speed Weight Length Modification
Slow Very light Zero
Medium Very light Negative small
Fast Very light Negative big
Slow Light Positive small
Medium Light Zero
Slow Medium Positive big
Medium Medium Positive small
Fast Medium Zero
Slow Heavy Positive big
Medium Heavy Positive big
Fast Heavy Positive small

Table 1. Rule basis

On the basis of the rules the output of the fuzzy system is evaluated through an inference
system of Mandani type (Mandani, 1974) and a defuzzification operation. Finally the
modified vehicle length is calculated as follows:

LM =L *[1 + (WE /100)] @)

where LM is the modified length, L represents the measured length and IWF is the weighting
factor in output from the fuzzy system. The modified length is used as input to a classifier in
order to obtain the vehicle classification. Experimental results demonstrate that the
proposed algorithm using fuzzy approach significantly outperforms the conventional
vehicle classification algorithm (Kim et al.,, 1998; Kim et al., 1999). The classification error
using a conventional algorithm is 12.78% (74 errors on 579 vehicles analysed), while
adopting the proposed fuzzy approach the classification error decreases to 6.56% (38 errors
on 579 vehicles).

6.2 Classification of surface defects on flat steel products

Borselli et al. (Borselli et al., 2011) propose a fuzzy-based classification in order to classify a
particular class of defects that can be present on the surface of some flat steel products. In
the steelmaking industry a lot of steel rolling mills are equipped with an Automatic
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Inspection System (ASIS) (Stolzenberg & Geisler, 2003). Such system contains a lighting system
to illuminate the two faces of the moving strip and a set of cameras catch the images related to
the steel surface each time a potential defect is detected. The defect is classified, when possible,
and the images are stored in a database. Due to large amount of images and to the time
constraints, often an on line classifier can misclassify some defects or it is not able to classify
particular defects. An offline analysis of the non classified defects through more powerful
although time-consuming techniques concerning this class of defects can greatly enhance the
quality monitoring. In (Borselli et al., 2011) an off line classifier is proposed, that is capable to
distinguish two types of particular defects called Large Population of Inclusions (LPI) and Rolled
In, which are very similar. Before classification process an image cleaning is carried out
through two filtering operations in order to improve the image quality. In particular a Sobel
filter (Weng & Zhong, 2008) and a binarization are applied. Sobel filter is used to detect the
edge while the binarization is a filter used to point out the regions having a different lightness
with respect to the background. The two filters are independently applied to the original
image and then the resulting images are summed in order to achieve a binary image where
relevant defects are more visible. Depending on the nature of the considered defects, four
features are extracted from the image which are: number of the regions where a defect is
focused, the maximum width, the shape and the brightness of the considered regions. The four
features are fed as inputs to classifier and the output, a value lying in the range [0,1],
represents the probability that the analyzed defect is effectively a LPI defect. Finally a
threshold comparison determines whether the defect belong to the LPI class or to the Rolled In
class. The threshold is set to 0.5 and output values greater than 0.5 are considered LPI defects,
Rolled In otherwise. The general scheme of the proposed approach is shown in Fig.5.

| Initial Image 1

— .

Sobel filter Binarization

umber o .
s Brigthness
regions

Classifier

Probability of
LPldefect

F —) LPI
A5 ) Roller in

Fig. 5. Diagram of the proposed approach.
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The classification is based on a FIS. Four fuzzy sets are considered:

- Number of regions: small, high
- Maximum width: small, high

- Shape: small, high

- Brightness: low, high.

The output is a fuzzy set, called probability of LPI defect, which can assume two values: low
and high.

The inference rules that have been adopted are described in Table 2.

Number of  Maximum Shape Brigthness Operator Probability
regions Width of LPI defect
Small High High Small Or low
High Small Small High Or high

Table 2. Rules

All the considered membership functions are Gaussian and are tuned by exploiting the
data, as the adopted FIS is an Adaptive Neuro-Fuzzy Inference System (ANFIS) (Jang,
1991; Jang, 1993).

In order to demonstrate the effectiveness of the proposed method a comparison with other
common classifiers has been made. The tested classifiers are: a Multi Layer Perceptron
(MLP) classifier (Werbos, 1974), a Decision Tree (DT) (Argentiero et al., 1982) based on C4.5
algorithm (Quinlan, 1993), a Support Vector Machine (SVM) (Yan et al., 2009), a Learning
Vector Quantization-based (LVQ) classifier (Elsayad, 2009). The method has also been
compared to a previous system developed by the same authors (Borselli et al., 2010), which
exploits a non-adaptive FIS whose parameters have been heuristically tuned.

The experimental data involve 212 images provided by an Italian steelmaking industry
which have been randomly divided in two groups: a training set which includes the 75% of
data and a validation set with the remaining 25%.

The performance has been quantified in terms of average accuracy x and standard deviation
o, that are calculated on 30 tests and are defined as follows:

_ >N, Acc(i)
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where Acc(i) is the accuracy calculated during test i-th, N is the number of tests (in this
example N=30).

Results show that the proposed ANFIS-based approach outperforms the other approaches
providing the highest accuracy (94.4%) and a low standard deviation values (2.1 %). This
approach outperforms the other ones mainly because it is based on the knowledge of the
technical personnel.
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6.3 On line defects detection in Gas Metal Arc Welding

Another fuzzy application used in industrial field is proposed by Naso & Turchiano (Naso
& Turchiano, 2005), who propose the development of an intelligent optical sensor for on line
defects detection in Gas Metal Arc Welding (GMAW).

GMAW (Li & Zhang, 2001) is a welding process widely used in industrial field (Bingul et al.,
2000) which presents many advantages, such as low costs, high metal deposition rate and
suitability to automation. Also the process monitoring and defect-detections methods are
very important tasks in order to improve the weld quality reducing manufacturing costs.

The electro-optical sensor includes two main modules (sensor and telescope) which are
interconnected with optical fibers. This equipment aims at filtering and splitting the
measured radiation into four components: infrared (IR), ultraviolet (UV) and two radiations
at visible wavelengths (VIS1, VIS2). Photodiodes convert the resulting beams in electrical
signals. The wavelength of the two signals belonging to the visible spectrum is set to tolerate
the computation of the electronic temperature (Te) of the plasma. If VISI, VIS2, Te are
interdependent, then only Te and VIS are taken into account to eliminate redundancies.

Before the on line classification operation, a signal pre-processing phase is necessary in
order to improve the signal quality. The pre-processing phase includes two stages: signal
filtering and extraction of the regularity indices. Signal filtering is a fundamental step in this
context because a large amount of noise affects the observed signals. The Kalman filter
(Brown & Hwang, 1992) has been adopted to this purpose, which provides efficient
algorithms for estimating useful parameters in the stochastic environments. Regularity
indices are extracted considering several factors: first of all, given a fixed configuration of
the welding equipment, the signals associated to successful welding processes have the
same behaviour; in contrast, signals observed during defective welds contain particularly
features which are easily associable to the occurred defect. Also, it is possible to discover
when the quality of the weld decreases, the cause of such downgrading and the type of
defect. For the classification task the information describing the behaviour of the observed
signal can be synthesized in three independent features:

1. Normalized Signal Offset (NSO), which is used to quantify the deviation of the signal
from the expected value belonging to an ideal weld.

2. Change of Normalized Signal Offset (CNSO), which measures the change in signal levels
between two consecutive time windows.

3. Residual Signal Noise (RSN), which represents the remain noise in the signal after the
Kalman filtering.

The extracted features are fed as inputs into a classifier. In order to develop a classifier
that directly exploits the experts knowledge a fuzzy system has been chosen. It must be
noticed that signals belonging to different welds are different due to the stochastic nature
of the phenomena under consideration; also the deviation of one or more indices from
their expected behaviour often is due to the occurrence of a defect during the welding
process. Fuzzy system, in this context, is the ideal classifier, as it is simple, it can directly
use the knowledge of the experts and it can be easily reconfigured when new knowledge
is available.
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In order to limit the number of membership functions and rules the classification task is
developed through two different fuzzy systems operating parallel. The first fuzzy
classification system is used to provide a percentile index of acceptability of the weld, while
the second fuzzy system detects the simultaneous signal patters directly connected with a
specific defect. The first FIS gives a real time estimate of the quality of each weld, also for
each time-window the system analyzes the indices through a rule-based method. Firstly a
partition of the range of each observed input three fuzzy set is been made basing on the set
of reference welds used as training set. The three introduced fuzzy sets are referred to
quality: Optimal (OPT), acceptable (ACC) and unacceptable (UNA) and the membership
functions have a trapezoidal shape. Finally the fuzzy system uses the welding time (Time) as
an input to let the classification ignore the first seconds of process when the welding
equipment is warming up. To describe the time interval a single linear piecewise increasing
membership function regime (REG) is introduced. The output is represented by three
membership functions as well. In this case the membership function are represented by
three singletons as follows:

- OPT=100%
- ACC=50%
- UNA=0%

Once the membership functions have been defined, a few generic rules are introduced. The
first rules refer to obvious conditions; then, each time, another rule is included and the
overall classification performance is evaluated in order to adjust membership function and
rule weights. The output is so defined as an index of weld quality, in particular 0% (UNA)
indicates the occurrence of defect while 100% (OPT) represents an optimal weld, values in
the range 0-100% represent intermediate acceptability. Subsequently a threshold of
acceptability is introduced in order to convert the fuzzy degree of quality in a binary
decision: good or defective weld.

The fuzzy rules used by the quality estimation system can be described as follow:

1. If Time is not REG then the output is OPT. (weigth=1).

2. If Time is REG, NSO (IR) is OPT and CNSO (IR) is OPT and RSN (IR) is OPT and NSO
(UV) is OPT and CNSO (UV) is OPT and RSN (UV) is OPT and NSO (VIS) is OPT and
CNSO (VIS) is OPT and RSN (VIS) is OPT and NSO (Te) is OPT and CNSO (Te) is OPT
and RSN (Te) is OPT then the OUTPUT is OPT. (weigth =1).

3. If NSO (IR) is UNA or CNSO (IR) is UNA or RSN (IR) is UNA or NSO (UV) is UNA or
CNSO (UV) is UNA or RSN (UV) is UNA or NSO (VIS) is UNA or CNSO (VIS) is UNA or
RSN (VIS) is UNA or NSO (Te) is UNA or CNSO (Te) is UNA or RSN (Te) is UNA then the
OUTPUT is UNA. (weigth =0.1).

4. If NSO (IR) is ACC or CNSO (IR) is ACC or RSN (IR) is ACC or NSO (UV) is ACC or
CNSO (UV) is ACC or RSN (UV) is ACC or NSO (VIS) is ACC or CNSO (VIS) is ACC or
RSN (VIS) is ACC or NSO (Te) is ACC or CNSO (Te) is ACC or RSN (Te) is ACC then the
OUTPUT is ACC. (weigth =0.2).

5. If Time is REG, NSO (IR) is ACC and CNSO (IR) is ACC and RSN (IR) is ACC and NSO
(UV) is ACC and CNSO (UV) is ACC and RSN (UV) is ACC and NSO (VIS) is ACC and
CNSO (VIS) is ACC and RSN (VIS) is ACC and NSO (Te) is ACC and CNSO (Te) is ACC
and RSN (Te) is ACC then the OUTPUT is ACC. (weigth =0.8).
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6. If Time is REG, NSO (IR) is UNA and CNSO (IR) is UNA and NSO (VIS) is not OPT then
the OUTPUT is UNA. (weigth =0.18).

7. If Time is REG, NSO (UV) is UNA and NSO (VIS) is not UNA then the OUTPUT is UNA.
(weigth =0.18).

8. If Time is REG, NSO (IR) is UNA and CNSO (IR) is UNA and RSN (IR) is UNA and NSO
(UV) is UNA and NSO (VIS) is UNA and NSO (Te) is UNA then the OUTPUT is UNA.
(weigth =0.18).

9. If Time is REG and RSN (IR) is UNA and NSO (Te) is UNA and CNSO (Te) is UNA and
RSN (Te) is UNA then the OUTPUT is UNA. (weigth =0.18).

10. If Time is REG and CNSO (IR) is UNA and CNSO (UV) is UNA and RSN (UV) is UNA and
CNSO (VIS) is UNA and RNS (VIS) is UNA and CNSO (Te) is UNA then the OUTPUT is
UNA. (weigth =0.18).

The second fuzzy system is used to display messages which explain the occurred defect or
the anomaly operation in the considered weld. The considered events for this aim are the
common ones such as current increase, current decrease, voltage variation, gases assistance
decrease, contamination of with materials having different thermal properties and
occurrence of hole in the metal. The second FIS is similar to the first one working with
analogous membership functions and rules and provides six outputs, one for each
considered defect. It is evident that a single defect could be associated to one or more causes.

Input Signal

‘ Kalman Filter I

RegularityIndeces
Extraction

Fuzzy System 1 Fuzzy system 2
Weld Specific Anomaly
Acceptability Classification

Fig. 6. Diagram of the proposed approach
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Both Fuzzy Inference Systems are Mandani type and a general scheme of the proposed
approach is shown in Fig.6.

The proposed approach has been evaluated with 40 different welding processes, where the
70% of processes are non defective while the remaining 30% present particular defects
voluntarily induced or a posteriori detected with an appropriate tool. Furthermore, 60% of
data are used as training set and 40% as validation set.

In order to demonstrate the effectiveness of the proposed method a comparison with a
stochastic approach (Sforza & DeBlasiis, 2002) is provided. It is important consider that
stochastic approach is not able to indicate the type of defect and, in order to make the
comparison, the fuzzy index of quality must be convert in a binary value, also a threshold is
necessary. The obtained results show that the fuzzy classification system correctly classifies
all considered welds while the stochastic approach misclassifies 14% of the welds.

Finally a sensitivity analysis in order to evaluate the robustness of the proposed approach,
when membership function, rules and operating condition vary, is carried out. The
sensitivity investigation on the several variation of parameters leads to the following
conclusion: if a proper pre-processing signal phase and a correct identification of the
important features are been carried out, then the proposed fuzzy classification system can be
effectively built and tuned.

6.4 Detection of wafer defects

An interesting industrial application which exploits the advantages of the fuzzy theory is
due to (Tong et al., 2003). The authors propose a process control chart which integrate both
fuzzy theory and engineering experience in order to monitor the defects on a wafer which
have been clustered.

The wafer manufacturing process contains many step, such as alignment, etch and
deposition. It is a very complex process; the occurrence of defects on the wafer surface is
unavoidable and decreases the wafer yield.

Typically Integrated Circuits (IC) manufacturers use c-charts to monitor wafer defects. This
technique assumes that wafer defects are randomly and independently distributed so that
the number of defects has a Poisson distribution. A limit of this approach is that the real
defect clustering infringes this constraint creating a non acceptable occurrences of false
alarms. A modified c-chart, introduced in order to solve this problem, is presented by Albin
& Friedman (Albin & Friedman, 1991) and it is based on a Neyman Type-A distribution.
Unfortunately also this approach presents a considerable limit, as it can monitor only the
variation in the number of defects but it is not able to detect variation located within the
wafer. The authors demonstrate that applying fuzzy theory in combination with
engineering experience it is possible to build a process control chart which is able to monitor
the clustered defect and defect clustering simultaneously. The proposed algorithm is
illustrated in Fig.7.

The KLA 2110 wafer inspection system (Castucci et al., 1991) is adopted to obtain the wafer
map. This system provides in-line wafer inspection information such as number of defects,
size of defects, placement of defects and, finally, type of defects. The number of defects are
determined and the cluster index is calculated. Some cluster indices are provide to calculate
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the extent of the clustering of the defects; an efficient cluster index is due to Jun et al. (Jun et
al., 1999). This particular Cluster Index (CI) does not require any a-priori assumption
concerning the defects distribution. Cl is calculated in the following way: let us suppose that
d represents the number of defects occurred on a wafer, and X; and Y; are the coordinates of
the generic defect i (1<i<n) in a two dimensional plane.

[ Wafer Map acquistion J

4

[ Number of defects determination and Cl calculation J

-

[ Membership Functions construction J

-

[ Rules Definitions J

-

[ Fuzzy Inference System construction J

-

[ Fuzzy Control Chart creation J

-

[ Rules for determining the out of control of the process J

Fig. 7. Procedure of proposed approach

Sorting X; and Y; in ascending order, we can define X and Y; as the coordinates of the ith
defect. Moreover the two follow intervals A; and B; are evaluated:

A,‘=Xi - X,‘.] (6)

B=Yi-Yig @)
Note that X and Y are considered null.

Finally CI can be defined as in equation (8)

CI = min{ ua%/642 , up%/cs? } ®)

where ua and up are the mean value of A; and B; respectively, while 64 and 63 are their
standard deviation. CI=1 when the defect distribution is uniform, moreover if CI>1 then the
defects are clustered.

Once CI is available, the membership functions corresponding to number of defects, CI and
output of the system are evaluated. Number of defects and clustering are important
characteristics which mainly determine the wafer yield. In this approach this two variables
as input of the FIS, which is Mandani type, and the output of the process represents the



Fuzzy Inference Systems Applied to Image Classification in the Industrial Field 261

output of the fuzzy system. In the proposed examples the number of defected can be
classified in seven classes defined as follows:

very low

low

medium low
medium
medium high
high

very high

NSOl ®h=

Also, for each fuzzy set a triangular membership function is constructed accordingly.

Clustering phenomena is classified in ten classes and the output can be classified in ten
levels as well. Finally, according to the process control a set of rules based on experts
knowledge has been defined. It is important to consider that, when many defects are
present, without clustering, the process is considered out of control, while when the number
of defects is low clustering is significant and also under control.

The corresponding rules created to monitor the process can be written as follow:

R1: IF Defect is very high and C1 is term 1, then value is term 10
R2: IF Defect is very high and C1 is term 2, then value is term 10

Ri: IF Defect is medium and C1 is term 10, then value is term 2

R70: IF Defect is very low and C1 is term 10, then value is term 1

Subsequently a fuzzy system according to the rules and a fuzzy control chart can be
designed also building eventual control limits. Once the defect data are stored, they are
transformed into output of the fuzzy inference rules and a control chart which monitor both
number of defects and clustering is constructed. The last important step is determine the
rules which determine when the process is out of control.

The main advantages of the proposed approach include the possibility to incorporate within
the fuzzy system the knowledge of experts and the experience of engineering. Moreover the
proposed chart is easy and very helpful in judging real process conditions and, finally, it is
simpler and more efficient respect to Poisson based c-chart and the Neyman-based c-chart.

6.5 Detection of defective products in the paper industry

A further application of a combination of vision systems and fuzzy inference is found in
(Colla et al., 2009) and is related to a quality control task within the paper industry.

One of the main phases of the manufacturing of paper rolls for domestic consists in cutting a
long semi-finished roll into rolls of standard length by means of an automatic machinery
equipped with a fast-rotating circular blade.
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These iterated cuts damage the blade of the machinery devoted to this operation due to the
resistance of the paper roll. The performance of the damaged blade decreases the quality of
the cut and can lead to surface defects on the roll section and on the contour of the roll itself,
as shown in Fig. 8.

Fig. 8. Defects on the roll surface.

Unfortunately, independently on the quality of the paper itself, the presence of these
defects compromises the marketability of the final product, thus a quality control step is
needed in order to perform the selection of the final product. Usually this latter control is
manually performed by a human operator which assesses the quality of each product, one
by one, taking into account the quantity, intensity and kind of defects that are present on
the roll sections. The human operator decides not only if each single roll has to be
discarded or put into market but also when to stop the machinery for the maintenance of
the cutting blade.

Within this context it would be desirable to automate the process of quality control for
different purposes: on one hand in order to avoid an alienating task for the human operator,
on the other hand in order to speed-up the control and to increase the repeatability and
standardise the performance of the control operations, as, obviously, the results of the
quality check are heavily affected by the experience and skills of the human operators. For
these reasons a fuzzy inference-based vision system has been developed for the quality
control on the previously described process.

This automatic system is placed immediately after the cutting machinery, in order to
examine the rolls as soon as they are produced, while in the laboratory experimental set up,
the paper roll is manually placed in front of the camera. In the real industrial operating
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scenario, each time a new roll is cut, a belt or a robot should place it with its circular section
in front of the camera that is part of the vision system.

The vision system exploits one single static analogical B/W camera which acquires the
images and digitalizes them. The decision system directly operates on the digitalized grey
scale image and, as a result, provides the decision concerning the destination (market or
recycling) of the inspected product.

The main goal of the developed system is to evaluate the quality of single products on the
basis of the defects that are eventually present on the internal part of the paper section,
neglecting the irregularity of the contour, as this latter defect can be due also to other phases
of the manufacture and does not compromise the marketability of the product.

The quality control system here described implements three subsequent processing stages,
which are summarized in the flow chart depicted in Fig.9.
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Fig. 9. Flow diagram of the quality control system for the assessment of paper rolls.

The first one performs some image processing operations which elaborate the grey scale
image and aim to put into evidence those areas of the roll section that are affected by surface
defects. At this stage, a combination of filters is used to highlight the grey level
discontinuities on the images. These filters take into account the grey intensity of each
specific point and of its neighbours for calculating the so-called gradient associated to each
pixel, which is higher in correspondence of strong and abrupt variations of the image. This
feature can indicate the presence of defects. In order to select only those points where the
grey level change is particularly high and, by consequence, more probably belonging to a
defect, a threshold operator which produces a binary image is used.
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This latter operation, together with the faulty zones, puts into evidence the contour of the
paper roll which has to be eliminated from the resulting image for the successive processing
steps. For this reason the pixels corresponding to the borders of the roll are detected through
a specific edge finding algorithm based on the Canny method (Canny, 1986) which achieves
good results and is not sensitive to the noise present in the examined image.

The second step of the computation analyses the binary image through an ad-hoc developed
clustering algorithm which groups the single potentially defective points into macro-defects
which represent the potential final defects of the product. The clustering is necessary in
order to perform a selection among all the highlighted points and in order to put into
evidence some key feature of the potential defects. The result of the clustering is a set of
clusters, each one representing a potential defect and characterized by the points it includes.
A first selection among these candidate defects is performed by discarding those clusters
formed by less than a predefined threshold of points. The remaining ones are passed to the
third control stage for the final assessment.

Fig. 10. The result of the image processing and clustering stage: single potentially defective
points and clusters are highlighted.

This final decision is taken by means of a FIS (Mandani type) which implements the same
rationale adopted by the human operators currently performing this task. In general human
operators take into account two main characteristics of the identified critical regions: their
extensions and the linearity of their shapes, thus the developed FIS is based on the following
two input variables:
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1. defect extension which is measured in terms of the number of pixels belonging to a
cluster. Three fuzzy sets correspond to this fuzzy variable and refer to the number of
pixels in the cluster: low, medium and high.

2. linearity is calculated as the mean square distance of pixels of the clusters from the best-
fitting straight-line. Also for this variable three fuzzy sets are created: low, medium and

high.

The output of the designed FIS is represented by a single variable, the so-called defectiveness,
which reflects the decision about the final roll destination. This variable corresponds to three
fuzzy sets: not defective, uncertain and defective.

The adopted membership functions are Ga