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Preface

In general, all-IP network architecture only provides “Best Effort” services for large
volume of data flowing through the network. This massive amount of data and
applications in different areas increasingly demand better treatment of the
information. Many applications such as medicine, education, telecommunications,
natural disasters, stock exchange markets or real-time services, require a superior
treatment than the one offered by the “Best Effort” IP protocol.

The new requirements arising from this type of traffic and certain users' habits have
produced the necessity of different levels of services and a more scalable architecture,
with better support for mobility and increased data security. Large companies are
increasing the use of data content, which requires greater bandwidth. Video-
conferencing is a good example. There are also delay-sensitive applications like the
stock exchange market.

The relentless use of mobile terminals and the growth of traffic over
telecommunication networks, whether fixed or mobile, are a true global phenomenon
in the field of telecommunications. The increasing use of mobile devices in recent years
has been exponential. Nowadays, the number of mobile terminals exceeds that of
personal computers. At the same time, we see that mobile networks are a good
alternative to complement or replace existing gaps for Internet access in fixed
networks, especially in developing countries.

The growth in the use of Telecommunications networks has come mainly with the
third generation systems and voice traffic. With the current third generation and the
arrival of the 4G, the number of mobile users in the world will exceed the number of
landlines users. Audio and video streaming have had a significant increase, parallel to
the requirements of bandwidth and quality of service demanded by those
applications.

The increase in data traffic is due to the expansion of the Internet and all kinds of data
and information on different types of networks. The success of IP-based applications
such as web and broadband multimedia contents are a good example. These factors
create new opportunities in the evolution of the Telecommunications Networks. Users
demand communications services regardless whether the type of access is fixed or via



Preface

radio, using mobile terminals. The services that users demand are not only traditional
data, but interactive multimedia applications and voice (IMS). To do so, a certain
quality of service (QoS) must be guaranteed.

The success of IP-based applications has produced a remarkable evolution of
telecommunications into an all-IP network. In theory, the use of IP communications
protocol facilitates the design of applications and services regardless the environment
where they are used, either a wired or a wireless network. However, IP protocols were
originally designed for fixed networks. Their behaviour and throughput are often
affected when they are launched over wireless networks.

When it comes to quality of service in communications, IP-based networks alone do
not provide adequate guarantees. Therefore, we need mechanisms to ensure the
quality of service (QoS) required by applications. These mechanisms were designed
for fixed networks and they operate regardless the conditions and status of the
network. In wireless networks (Sensor, Manet, etc.), they must be related to the
mobility protocols, since the points where a certain quality of service is provided may
vary. The challenge is to maintain the requested QoS level while terminals move on
and handovers occur.

The technology requires that the applications, algorithms, modelling and protocols
that have worked successfully in fixed networks can be used with the same level of
quality in mobile scenarios. The new-generation networks must support the IP
protocol. This book covers topics key to the development of telecommunications
networks researches that have been made by experts in different areas of
telecommunications, such as 3G/4G, QoS, Sensor Networks, IMS, Routing, Algorithms
and Modelling.

Professor Jestus Hamilton Ortiz
University of Castilla La Mancha
Spain
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Access Control Solutions for
Next Generation Networks

F. Pereniguez-Garcia, R. Marin-Lopez and A.F. Gomez-Skarmeta
Faculty of Computer Science, University of Murcia
Spain

1. Introduction

In recent years, wireless telecommunications systems have been prevalently motivated
by the proliferation of a wide variety of wireless technologies, which use the air as a
propagation medium. Additionally, users have been greatly attracted for wireless-based
communications since they offer an improved user experience where information can be
exchanged while changing the point of connection to the network. This increasing interest
has led to the appearance of mobile devices such as smart phones, tablet PCs or netbooks
which, equipped with multiple interfaces, allow mobile users to access network services and
exchange information anywhere and at any time. To support this always-connected experience,
communications networks are moving towards an all-IP scheme where an IP-based network
core will act as connection point for a set of accessible networks based on different wireless
technologies. This future scenario, referred to as the Next Generation Networks (NGNs), enables
the convergence of different heterogeneous wireless access networks that combine all the
advantages offered by each wireless access technology per se.

In a typical NGN scenario users are expected to be potentially mobile. Equipped with
wireless-based multi-interface lightweight devices, users will go about their daily life (which
implies to perform movements and changes of location) while demanding access to network
services such as VoIP or video streaming. The concept of mobility demands session continuity
when the user is moving across different networks. In other words, active communications
need to be maintained without disruption (or limited breakdown) when the user changes its
connection point to the network during the so-called handoff.

This aspect is of vital importance in the context of NGNs to allow the user to roam seamlessly
between different networks without experiencing temporal interruption or significant delays
in active communications. Nevertheless, during the handoff, the connection to the network
may for various reasons be interrupted, which causes a packet loss that finally impacts on the
on-going communications.

Thus, to achieve mobility without interruptions and improve the quality of the service
perceived by the user, it is crucial to reduce the time required to complete the handoff. The
handoff process requires the execution of several tasks (N. Nasser et al. (2006)) that negatively
affect the handoff latency. In particular, the authentication and key distribution processes
have been proven to be one of the most critical components since they require considerable
time (A. Dutta et al. (2008); Badra et al. (2007); C. Politis et al. (2004); Marin-Lopez et al. (2010);
R. M. Lopez et al. (2007)). The implantation of these processes during the network access control
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demanded by network operators is destined to ensure that only allowed users can access the
network resources in a secure manner. Thus, while necessary, these security services must be
carefully taken into account, since they may significantly affect the achievement of seamless
mobility in NGNs.

In this chapter we are going to revise the different approaches that have been proposed to
address this challenging issue in future NGNs. More precisely, we are going to carry out
this analysis in the context of the Extensible Authentication Protocol (EAP), a protocol which
is acquiring an important position for implementing the access control solution in future
NGN:Ss. This interest is motivated by the important features offered by the protocol such as
flexibility and media independence. Nevertheless, the EAP authentication process has shown
certain inefficiency in mobile scenarios. In particular, a typical EAP authentication involves
a considerable signalling to be completed. The research community has addressed this
problem by defining the so-called fast re-authentication solutions aimed at reducing the latency
introduced by the EAP authentication. Throughout this chapter, we will revise the different
groups of fast re-authentication solutions according to the strategy followed to minimize the
authentication time.

The remaining of the chapter is organized as follows. Section 2 describes the different
technologies related to the network access authentication. Next, Section 3 outlines the
deficiencies of EAP in mobile environments, which have motivated the research community
the proposal of fast re-authentication solutions. The different fast re-authentication schemes
proposed so far are analyzed in Section 4. Finally, the chapter finalizes with Section 5 where
the most relevant conclusions are extracted.

2. Protocols involved in the network access service
2.1 AAA infrastructures: Authentication, Authorization and Accounting (AAA)

Network operators need to control their subscribers so that only authenticated and authorized
ones can access to the network services. Typically, the correct support of a controlled access
to the network service has been guaranteed by the deployment of the so-called Authentication,
Authorization and Accounting (AAA) infrastructures (C. de Laat et al. (2000)). AAA essentially
defines a framework for coordinating these individual security services across multiple
network technologies and platforms.

An overview of the different components is the best way to understand the services provided
by the AAA framework.

e Authentication. This service provides a means of identifying a user that requires access to
some service (e.g., network access). During the authentication process, users provide a set
of credentials (e.g., password or certificates) in order to verify they are who they claim to
be. Only when the credentials are correctly verified by the AAA server, the user is granted
access to the service.

* Authorization. Authorization typically follows the authentication and entails the process
of determining whether the client is allowed to perform and request certain tasks or
operations. Authorization is the process of enforcing policies, determining what types
or qualities of activities, resources or services a user is permitted.

e Accounting. The third component in the AAA framework is accounting, which measures
the resources a user consumes during network access. This can include the amount of time
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a service is used or the amount of data a user has sent and/or received during a session.
Accounting is carried out by gathering session statistics and usage information, and it is
used for different purposes like billing.

The following sections provide a detailed description for the general AAA architecture and
the most relevant AAA protocols.

2.1.1 Generic AAA architecture

The general AAA scheme, as defined in (C. de Laat et al. (2000)), requires the participation
of four different entities (see Fig. 1) that take part in the authentication, authorization and
accounting processes:

* A user desiring to access a specific service offered by the network operator.

* A domain where the user is registered. This domain, typically referred to as home domain, is
able to verify the user’s identity based on some credentials. Optionally, the home domain
not only authenticates but also provides authorization information to the user

e A service provider controlling the access to the offered services. The service provider
can be implemented by the domain where the user is subscribed to (home domain) or
by a different domain in the roaming cases. In the case the service provider is located
outside the home domain, the access to the service is provided on condition that an
agreement is established between the service provider and the home domain. These
bilateral agreements, which may take the form of formal contracts known as Service Level
Agreements (SLAs), suppose the establishment of a trust relationship between the involved
domains that will allow the service provider to authenticate and authorize foreign users
coming from another administrative domains.

* A service provider’s service equipment which will be typically located on a device that belongs
to the service provider. For example, in the case of network access service, this role is
played by the Network Access Server (NAS) like, for example, an 802.11 access point.

Home Domain
Subscription

User/ I Agreement (SLA)
Network
Equipment

Service Provider

AAA Server

Service
Equipment

Fig. 1. Generic AAA architecture

2.1.2 Relevant AAA protocols

To allow the communication between AAA servers, it is required the deployment of a AAA
protocol. Nowadays, the most relevant AAA protocols are RADIUS (C. Rigney et al. (2000))
and Diameter (P. Calhoun & J. Loughney (2003)). Despite Diameter is the most complete
AAA protocol, RADIUS is the most widely deployed one in current AAA infrastructures. In
the following, it is provided a brief overview of both.
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2.1.2.1 RADIUS

RADIUS is a client-server protocol where a NAS usually acts as RADIUS client. During
authentication procedures, the RADIUS client is responsible for passing user information in
the form of requests to the RADIUS server and waits for a response from the server. Depending
on the policy, the NAS may only need a successful authentication or further authorization
directives from the server to enable data traffic to the client. The RADIUS server, on the
other hand, is responsible for processing requests, authenticating the users and returning the
information necessary for user-specific configuration to deliver the service.

The typical RADIUS conversation consists of the following messages:

o Access-Request. This message is sent from the RADIUS client (NAS) to the server to request
authentication and authorization for a particular user.

o Access-Challenge. This message, sent from the RADIUS server to the client, is used by the
server to obtain more information from the NAS about the end user in order to make a
decision about the requested service.

o Access-Accept. This message is sent from the RADIUS server to the NAS to indicate a
successful completion of the request.

e Access-Reject. This message is sent by the server to indicate the rejection of a request.

Typically, the main part of a RADIUS -conversation consists of several
Access-Request/Access-Challenge message exchanges where the RADIUS client and
server exchange information transported within RADIUS attributes. Depending on whether
the client is successfully authenticated or not, the RADIUS server finalizes the communication
with an Access-Accept or Access-Reject, respectively.

Apart from these main messages, the RADIUS base specification defines some others to
transmit accounting information (Accounting-Request / Accounting-Response) or the status of the
RADIUS entities (Status-Client / Status-Server).

Regarding the protocol used to transport RADIUS messages, protocol designers considered
that the User Datagram Protocol (UDP) was the most appropriate one since the Transmission
Control Protocol (TCP) session establishment is a time-consuming process requiring the
management of connection state. Nevertheless, the lack of a reliable transport causes serious
problems to RADIUS. For example, clients are unable to distinguish when a request is received
by the server or a communication problem has occurred and the RADIUS packet has not
reached its destination. Similarly, a client cannot distinguish whether a server is down or
discarding requests.

RADIUS security is another aspect that was not deeply considered. In particular, it is based
on the use of shared secrets between the RADIUS client and the server. In real deployments,
this basic security mechanism has been known to cause several vulnerabilities:

e Shared secrets must be statically configured. No method for dynamic shared secret
establishment is defined in the RADIUS protocol.

® Shared secrets are determined according to the source IP address in the RADIUS packet.
This introduces management problems when the client’s IP address change.

e When using RADIUS proxies, the RADIUS client only shares a secret with the RADIUS
server in the first hop and not with the ultimate RADIUS server. In other words, the trust
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relationship between the RADIUS client and the final RADIUS server is transitive rather
than using a direct trust relationship. If a server in the chain is compromised, some security
problems arise.

e RADIUS does not provide high transport protection. For example, an observer can
examine the content of RADIUS messages and trace the content of a specific attribute.

To overcome these security weakness, it has been proposed the use of TLS (T. Dierks & C.
Allen (1999)) to provide a means to secure the RADIUS communication between client and
server on the transport layer (S. Winter et al. (2010)). Nevertheless, the main research and
standardization efforts have focused on the design of a new AAA protocol called Diameter.

2.1.2.2 Diameter

Diameter, proposed as an enhancement to RADIUS, is considered the next generation AAA
protocol. Diameter is characterized by its extensibility and adaptability since it is designed
to perform any kind of operation and supply new needs that may appear in future control
access technologies. Another cornerstone of Diameter is the consideration of multi-domain
scenarios where AAA infrastructures administered by different domains are interconnected to
provide an unified authentication, authorization and accounting framework. For this reason,
Diameter is widely used in 3G networks and its adoption is recommended in future AAA
infrastructures supporting access control in NGN.

The Diameter protocol defines an extensible architecture that allows to incorporate new
features through the design of the so-called Diameter applications, which rely on the basic
functionality provided by the base protocol. The Diameter base protocol (P. Calhoun & J.
Loughney (2003)), defines the Diameter minimum elements such as the basic set of messages,
attribute structure and some essential attribute types. Additionally, the basic specification
defines the inter-realm operations by defining the role of different types of Diameter entities.
Diameter applications are services, protocols and procedures that use the facilities provided
by the Diameter base protocol itself. Every Diameter application defines its own commands
and messages which, in turn, can define new attributes called Attribute Value Pair (AVP) or
re-use existing ones already defined by some other applications.

The Diameter base protocol does not define any use of the protocol and expects the definition
of specific applications using the Diameter functionality. For example, the use of Diameter
for providing authentication during network access is defined in the Diameter NAS Application
(P. Calhoun et al. (2005)). In turn, this specification is used by the Diameter EAP Application
(P. Eronen et al. (2005)) to specify the procedure to perform the network access authentication
by using the EAP protocol. Similarly, authorization and accounting procedures are expected
to be handled by specific applications.

Within a Diameter-based infrastructure, the protocol distinguishes different types of nodes
where each one plays a specific role:

1. Diameter Client: represents an entity implementing network access control like,
for example, a NAS. The Diameter client issues messages soliciting authentication,
authorization or accounting services for a specific user.

2. Diameter Server: is the entity that processes authentication, authorization and accounting
request for a particular domain. The Diameter server must support the Diameter base
protocol and the applications used in the domain.
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3. Diameter Agent: is an entity that processes a request and forwards it to a Diameter server
or to another agent. Depending on the service provided, we can distinguish:

(a) Relay agents: which forward messages based on routing-related attributes and routing
tables.

(b) Proxy agents: which act as a relay agent that, additionally, may modify the routed
message based on some policy.

(c) Redirect agents: instead of routing messages, they inform the sender about the proper
way to route the message.

(d) Translation agents: which perform protocol translations between Diameter and other
AAA protocols such as RADIUS.

The different types of nodes exchange Diameter messages that carry information. Instead of
defining a message type, Diameter uses the concept of command to specify the type of function
a Diameter message intends to perform. Because the message exchange style of Diameter
is synchronous, each command consists of a request and its corresponding answer. Table 1
provides a brief summary of the main Diameter commands defined in the base protocol
specification.

Command Abbreviation|Description

Capabilities-Exchange- Request /Answer CER/CEA |Discovery of a peer’s identity and its
capabilities.

Disconnect-Peer-Request /Answer DPR/DPA |Used to inform the intention of
shutting down the connection.

Re-Auth-Request [Answer RAR/RAA |Sent to an access device (NAS) to
solicit user re-authentication.

Session-Termination-Request /Answer STR/STA |To notify that the provision of a
service to a user has finalized.

Accounting-Request /Answer ACR/ACA |To exchange accounting information
between Diameter client and server.

Table 1. Common Diameter commands

2.2 The Extensible Authentication Protocol (EAP)

The Extensible Authentication Protocol (EAP) (B. Aboba et al. (2004)) is a protocol designed
by the Internet Engineering Task Force (IETF) that permits the use of different types of
authentication mechanisms through the so-called EAP methods (e.g., based on symmetric keys,
digital certificates, etc.). These are performed between an EAP peer and an EAP server, through
an EAP authenticator which merely forwards EAP packets back and forth between the EAP
peer and the EAP server. From a security standpoint, the EAP authenticator does not take
part in the mutual authentication process but acts as a mere EAP packet forwarder.

One of the advantages of the EAP architecture is its flexibility since does not impose a specific
authentication mechanism. Additionally, EAP is independent of the underlying wireless
access technology, being able to operate in NGNs. Finally, EAP allows an easy integration
with existing Authentication, Authorization and Accounting (AAA) infrastructures (B. Aboba
et al. (2008) by defining a configuration mode that permits the use of a backend authentication
server, which may implement some authentication methods. These advantages have
motivated the success of the EAP authentication protocol for network access control in future
NGNs.
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2.2.1 Components

The EAP protocol consists of request and response messages. Request messages are sent from
the authenticator to the peer. Conversely, response messages are sent from the peer to the
authenticator. The different messages exchanged during an EAP execution are processed by
several components that are conceptually organized in four layers:

e EAP Lower-Layer. This layer is responsible for transmitting and receiving EAP packets
between the peer and authenticator.

e EAP Layer. The EAP layer is responsible for receiving and transmitting EAP packets
through the transport layer. The EAP layer not only forwards packets between the EAP
transport and peer/authenticator layers, but also implements duplicate detection and
packet retransmission.

e EAP Peer / Authenticator Layer. EAP assumes that an EAP implementation will support
both the EAP peer and the authenticator functionalities. For this reason, based on the code
of the EAP packet, the EAP layer demultiplexes incoming EAP packets to the EAP peer
and authenticator layers.

e EAP Method Layer. An EAP method implements a specific authentication algorithm that
requires the transmission of EAP messages between peer and authenticator.

2.2.2 Distribution of the EAP entities

As previously mentioned, an EAP authentication involves three entities: the EAP peer,
authenticator and server. Whereas the EAP peer is co-located with the mobile, the EAP
authenticator is commonly placed on the Network Access Server (NAS) (e.g., an access point
or an access router). Depending on the location of the EAP server, two authenticator models
have been defined. Figures 2(a) and 2(b) show the standalone authenticator model and the
pass-through authenticator model, respectively. On the one hand, in the standalone authenticator
model (Fig. 2(a)), the EAP server is implemented on the EAP authenticator. On the other hand,
in the pass-through authenticator model (Fig. 2(b)), the EAP server and the EAP authenticator
are implemented in separate nodes.

In order to deliver EAP messages, an EAP lower-layer (e.g., IEEE 802.11) is used to transport the
EAP packets between the EAP peer and the EAP authenticator. The protocol used to transport
messages between the EAP authenticator and the EAP server depends on the authenticator
model employed. More precisely, in the standalone authenticator model, the communication
between the EAP server and standalone authenticator occurs locally in the same node. In the
pass-trough authenticator model, the EAP protocol requires help of an auxiliary AAA protocol
such as RADIUS or Diameter.

2.2.3 EAP authentication phases

As depicted in Fig. 3, a typical EAP conversation ! occurs in three different phases. Initially, in
the discovery phase (Phase 0), the peer discovers the EAP authenticator near to the peer’s
location with which it desires to start an authentication process. This phase, which is
supported by the specific EAP lower-layer protocol, can be performed either manually or
automatically.

! Without loss of generality, it is assumed an EAP pass-through authenticator model.
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Fig. 2. EAP authenticator models

The authentication phase (phase 1) starts when the peer decides to initiate an authentication
process with a specific authenticator. This phase consists of two steps. Firstly, the phase 1a
includes an EAP authentication exchange between the EAP peer, authenticator and server. To
start an EAP authentication, the EAP authenticator usually starts the process by requesting
the EAP peer’s identity through an EAP Request/Identity message. The trigger that signals the
EAP authenticator to start the EAP authentication is outside the scope of EAP. Examples of
these triggers are the EAPOL-Start message defined in IEEE 802.1X (IEEE 802.11 (2007)) or
simply an 802.11 association process. On the reception of the EAP Request/Identity, the EAP
peer answers with an EAP Response/Identity with its identity. With this information, the EAP
server will select the EAP method to be performed. The EAP method execution involves
several exchanges of EAP Request and EAP Response messages between the EAP server and
the EAP peer. A successful EAP authentication finishes with an EAP Success message.

Certain EAP methods (Dantu et al. (2007)) are able to generate key material. In particular,
according to the EAP Key Management Framework (EAP KMF) (B. Aboba et al. (2008)) two
keys are exported after a successful EAP authentication: the Master Session Key (MSK) and the
Extended Master Session Key (EMSK). The former is traditionally sent (using the AAA protocol)
to the authenticator (Phase 1b) to establish a security association with the EAP peer (Phase 2).
Instead, the latter must not be provided to any other entity outside the EAP server and peer.
Thus, both entities may use the EMSK for further key derivation. In particular, as we will
analyze in Section 4, some authentication schemes propose to employ the EMSK to derive
further key material for enabling a fast re-authentication process.
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Fig. 3. EAP authentication exchange

2.3 Existing technologies for network access control

The EAP lower-layer protocol allows an EAP peer to perform an EAP authentication
process with an authenticator. Basically, the EAP lower-layer is responsible for transmitting
and receiving EAP packets between peer and authenticator. Currently, a wide variety of
lower-layer protocols can be found since each link-layer technology defines its own transport
to carry EAP messages (e.g., IEEE 802.1X, IEEE 802.11, IEEE 802.16e). However, there are also
lower-layer protocols operating at network level which are able to transport EAP messages on
top of IP (e.g., PANA). Finally, some other lower-layer protocols provide an hybrid solution
to transport EAP packets either at link-layer or network layer (e.g., IEEE 802.21 MIH). In the
following, the most representative technologies for network access control are analyzed.

2.3.1 IEEE 802.1X

The IEEE 802.1X specification (IEEE 802.1X (2004)) is an access control model developed
by the Institute of Electrical and Electronics Engineers (IEEE) that allows to employ different
authentication mechanisms by means of EAP in IEEE 802 Local Area Networks (LANs). As
depicted in Fig. 4, there are three main components in the IEEE 802.1X authentication system:
supplicant, authenticator and authentication server. In a Wireless LAN (WLAN), the supplicant
is usually a mobile user, the access point usually represents an authenticator and an AAA
server is the authentication server. 802.1X defines a mechanism for port-based network
access control. A port is a point through which a supplicant can access to a service offered
by a device. The port in 802.1X represents the association between the supplicant and the
authenticator. Both the supplicant and the authenticator have a PAE (Port Access Entity) that
operates the algorithms and protocols associated with the authentication process.
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Initially, as depicted in Fig. 4, the authenticator’s controlled port is in unauthorized state, that
is, the port is open. Only received authentication messages will be directed to the authenticator
PAE, which will forward them to the authentication server. This initial configuration allows
to unauthenticated supplicants to communicate with the authentication server in order to
perform an authentication process based on EAP. Once the user is successfully authenticated,
the PAE will close the controlled port, allowing the supplicant to access the network service
offered by the authenticator’s system.

Authentication Server\‘,
(AAA/EAP Server)

’

Services offered

i
! 1

! 1

by authenticator’s 1 — !
system H Authentication !
: :

A ’
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§ Authenticator (EAP) k

{ 1
i Authenticator ]
i PAE i
| ™ Port ]
i 1
i :

unauthorized
[*~~ Uncontrolled
port
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PAE

Supplicant
. (EAP Peer)

Fig. 4. IEEE 802.1X architecture

2.3.2 IEEE 802.11

IEEE 802.11 extends the IEEE 802.1X access control model by defining algorithms and
protocols to protect the data traffic between station (STA) and access point (AP). More precisely,
once the EAP authentication is successfully completed, both STA and AP will share a Pairwise
Master Key (PMK). This key, derived from the MSK exported by the EAP authentication,
is used by a security association protocol (called 4-way handshake) intended to negotiate
cryptographic keys to protect the wireless link between STA and AP. Once the security
association is successfully established, the controlled port is closed and access to the network
is granted to the supplicant.

The authentication process, described in Fig. 5, involves three entities: an STA acting as
supplicant, an AP acting as authenticator and an authentication server (e.g., an AAA server)
that assists the authentication process. The process starts with the so-called IEEE 802.11
association phase where the STA firstly discovers the security capabilities implemented by the
AP (1). Next, the IEEE 802.11 authentication exchange (2) is invoked in order to maintain
backward compatibility with the IEEE 802.11 state machine. This exchange is followed by an
association process (3) where the negotiation of the cryptographic suite used to protect the
traffic is performed.

In the subsequent IEEE 802.11 authentication phase, an EAP authentication is performed where
the STA acts as EAP peer and the AP acts as EAP authenticator (4). Conversely, the EAP
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Fig. 5. IEEE 802.11 message flow

server can be co-located with the EAP authenticator (standalone configuration) or within an
external authentication server (pass-through configuration), in which case an AAA protocol (e.g.,
RADIUS or Diameter) is used to transport EAP messages between the authenticator and the
server. Once the EAP authentication is successfully completed, the 32 more significant bytes
(MSB) from the exported MSK is used as PMK.

Following the establishment of the PMK, a 4-way handshake protocol is executed during the
IEEE 802.11 security association phase (5) to confirm the existence of the PMK and selected
cryptographic suites. The protocol generates a Pairwise Transient Key (PTK) for unicast traffic
and a Group Transient Key (GTK) for multicast traffic. Thus, as result of a successful 4-way
handshake, a secure communication channel between the STA and the AP is established for
protecting data traffic in the wireless link.

2.3.3 IEEE 802.16e

The IEEE 802.16e (IEEE 802.16e (2006)) specification is an extension for IEEE 802.16 networks
that enables the mobility support and enhances the basic access control mechanism defined
for fixed scenarios in order to provide authentication and confidentiality in IEEE 802.16-based
wireless networks. In particular, the security architecture is further strengthened by
introducing the Privacy and Key Management protocol version 2 (PKMv2) which provides
mutual authentication and secure distribution of key material between the IEEE 802.16
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subscriber station (SS) and the base station (BS). The authentication can be performed by using
an EAP-based authentication scheme.
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Fig. 6. IEEE 802.16e message flow

Figure 6 shows the authentication process. As observed, while the SS acts as EAP peer, the BS
implements the EAP authenticator functionality. Depending on the EAP configuration mode,
the EAP server can be placed in the BS (standalone mode) or in a AAA server (pass-through),
which is the case assumed in Fig. 6. As observed, while EAP messages exchanged between
SS and BS are transported within the PKMv2 EAP-Transfer message, an AAA protocol (e.g.,
RADIUS or Diameter) is used to convey EAP messages between the BS and the AAA server.

Once the EAP authentication is successfully completed, from the exported MSK a Pairwise
Master Key (PMK) is derived. In turn, from this PMK, an Authorization Key (AK) is generated
for the security association establishment. For this reason, the 802.16e specification requires
the use of EAP methods exporting key material. Finally, as previously mentioned, the
AK shared between SS and BS is employed by a security association protocol called 3-way
handshake (5), which verifies the possesion of the AK and generates a Traffic Encryption Key
(TEK) used to protect the traffic in the wireless link.

2.3.4 PANA

The Protocol for carrying Authentication for Network Access (PANA) (D. Forsberg et al. (2008))
is a network-layer transport for authentication information designed by the IETF PANA
Working Group (PANA WG). PANA is designed to carry EAP over UDP to support a variety
of authentication mechanisms for network access (thanks to EAP) as well as a variety of
underlying network access technologies (thanks to the use of UDP). As highlighted in Fig. 7,
PANA considers a network access control model integrated by the following entities:
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® The PANA Client (PaC) is the client implementation of PANA. This entity resides on the
subscriber’s node which is requesting network access. The PaC acts as EAP peer according
to the EAP model described earlier.

e The PANA Authentication Agent (PAA) is the server implementation of PANA. A PAA is in
charge of communicating with the PaCs for authenticating and authorizing them to access
the network service. The PAA acts as EAP authenticator.

e The Enforcement Point (EP) refers to the entity in the access network in charge of inspecting
data traffic of authenticated and authorized subscribers. Basically, the EP represents a
point of attachment (e.g., access point) to the network.

e The Authentication Server (AS) is in charge of verifying the credentials provided by a PaC
through a PAA. The AS functionality is typically implemented by an AAA server, which
also integrates the EAP server.

i} PANA SA @
PANA AAA protocol

(EAP peer) (EAP lower layer) (EAP Auth.) | (RADIUS, Diameter, etc...) |(EAP Server)
PaC [~~~ Y PAA | TTTTTTTTTTTS | AAA
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: Security
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————— > EP R e |
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[ CNP: Configuration Network Protocol
1 Data Traffic
v

API: Application Program Interface

Fig. 7. PANA architecture

Additionally, there are two types of security associations related to PaC in the PANA
architecture. On the one hand, a PANA security association (PANA SA) is established between
the PaC and PAA in order to integrity protect PANA messages. On the other hand, a PaC-EP
SA is established by performing a security association protocol between the PaC and an EP to
protect data traffic.

The PANA operation is developed along four different phases. Initially, during the
authentication and authorization phase, the PaC and the PAA negotiate some parameters, such as
the integrity algorithms used to protect PANA messages. They also exchange PANA messages
transporting EAP to perform the authentication and establish a so-called PANA session. If the
PaC is successfully authenticated, the protocol enters in the access phase where the PaC can use
the network service by just sending data traffic through the EP. If the PANA session is about
to expire, typically a re-authentication phase happens to renew this session lifetime. Finally,
the PaC or PAA can terminate the session (e.g., the PaC desires to log out the network access
session) during termination phase, where resources allocated by the network for the PaC are
also removed. If neither PaC nor PAA can complete the termination phase, both entities can
release the resources once the PANA session lifetime expires.

During each phase, a different set of messages can be sent. Basically we can find four types of
PANA messages.

e PANA-Client-Initiation (PCI). This message is sent by the PaC requesting the PAA start the
authentication process.
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® PANA-Auth-Request/Response (PAR/PAN). These messages are used during the
authentication and authorization phase and the re-authentication phase. They allow
to negotiate some parameters between the PaC and the PAA and to carry authentication
information in the format of EAP packets.

* PANA-Notification-Request/Response (PNR/PNA). These messages are exchanged once PaC
is authenticated. They are used as keep-alive mechanism of the PANA authentication
session or to signal the beginning of a re-authentication process.

e PANA-Termination-Request/Response (PTR/PTA). These messages are used to end up a
PANA session.

2.3.5IEEE 802.21 MIH

The IEEE 802.21 is a recent effort that aims at enabling seamless service continuity among
heterogeneous networks (IEEE 802.21 (2008); Taniuchi et al. (2009)). The standard defines a
logical entity, MIH Function (MIHF), which facilitates the mobility management and handover
process. The MIHF is located within the mobility management protocol stack of a mobile node
(MN) or network entity. Through the media independent interface, MIHF supports useful
services (events, commands or information) that help in determining the need for initiate a
handoff or selecting a candidate network
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Different tasks groups (TG) have defined extensions to IEEE 802.21. For example, the
standardization task group IEEE 802.21a is defining mechanisms that allow to protect the
IEEE 802.21 MIH protocol messages. The solution (EAP over MIH (2010)) designed by the
task group proposes that the mobile node (MN) must be authenticated and authorized before
granting access to the services offered by the Point of Service (PoS). In particular, EAP has
been proposed as one alternative to carry out this authentication process. Figure 8 depicts the
general process followed to perform an EAP-based Media-Independent Authentication Process.
As observed, the MN and PoS acts as EAP peer and authenticator, respectively. The EAP
server functionality is implemented by an entity named Service Authentication Server (Service
AS). Initially, an EAP authentication (1) is performed between the MN and the Service AS
through the PoS, which acts as authenticator. While the MIH protocol is used as EAP
lower-layer to transport EAP messages between MN and PoS, an AAA protocol is employed
between PoS and Service AS for the same purpose. Note that, since MIH protocol is
independent from the underlying transport, this is an hybrid solution that can operate either
at link-layer or network-layer. When the EAP authentication is completed, the Service AS
sends the MSK (2) exported by the EAP method to the PoS. From this MSK, a key hierarchy is
generated to protect MIH protocol packets (3).
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3. Fast re-authentication to optimize the network access control

As we can observe, EAP is a promising authentication protocol to be used in NGNs due to
its flexibility, wireless technology independence and integration with AAA infrastructures.
Furthermore, it is used by a wide variety of network access technologies as standard solution
for authentication. However, EAP has shown some drawbacks when mobility is taken into
consideration. The reason why the EAP authentication process is not so optimized for mobile
scenarios is due to two main motives. First, a typical EAP authentication requires several
message exchanges between EAP peer and server. Depending on the EAP method in use (R.
Dantu et al. (2007)), this number can vary. For example, one of the most common methods,
EAP-TLS (D. Simon et al. (2008)), involves in the best case up to eight messages between
peer and server to complete. Secondly, each round-trip is performed with the EAP server
placed on the EAP peer’s home domain, where the peer is subscribed to. Especially in
roaming scenarios, the EAP server may be far from the mobile user (EAP peer) and, therefore,
the latency introduced per each exchange increases. These issues are raised when an EAP
peer moves from one authenticator to another (inter-authenticator handoff). In this case, the
peer needs to perform an EAP authentication with the EAP server, through the new EAP
authenticator. Therefore, every time the EAP peer moves to a new EAP authenticator, it may
suffer from high handoff latency during EAP authentication.

This problem can affect the on-going communications since the latency introduced by the EAP
authentication during the handoff process may provoke a substantial packet loss, resulting in
a degradation in the service quality perceived by the user. In this sense, the performance
requirements of a real-time application will vary according to the type of application and
its characteristics such as delay and packet-loss tolerance. The ITU-T G.114 recommendation
(ITU-T Recommendation G.114 (1998)) indicates, for Voice over IP applications, an end-to-end
delay of 150 ms as the upper limit and rates 400 ms as a generally unacceptable delay.
Similarly, a streaming application has tolerable packet-error rates ranging from 0.1 to 0.00001
with a transfer delay of less than 300 ms. As has been proved in (R. M. Lopez et al. (2007)),
a full EAP authentication? based on a typical EAP method such as EAP-TLS can provoke an
unacceptable handoff interruption of about 600 milliseconds (or even in some cases several
seconds) for these kind of applications.

To solve this problem, it is necessary to define a fast re-authentication process (T. Clancy et al.
(2008)) to reduce the authentication time required by a user to complete an EAP-based
authentication. Researchers have not ignored this challenging aspect and a wide set of fast
re-authentication mechanisms can be found in the literature. Before analyzing the different
fast re-authentication schemes in next Section 4, we are going to present both the desired
design and security goals that a proper fast re-authentication mechanism should accomplish.
To be aware of these requirements is useful to determine advantages and disadvantages when
analyzing the different fast re-authentication solutions.

3.1 Design goals

A suitable fast re-authentication solution should accomplish the following requirements and
aims (T. Clancy et al. (2008)):

2 Note that the term full is used in comparison with reduced to denote that, in the execution of an EAP
method, there is no optimization to reduce the number of exchanges during the EAP authentication.
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(D1) Low latency operation.  The fast re-authentication mechanism must reduce the
authentication time executed during the network access control process compared with
a traditional full EAP authentication. Furthermore, the achievement of a reduced handoff
latency must not affect the security of the authentication process.

(D2) EAP lower-layer independence. Any keying hierarchy and protocol defined must be
independent of the lower-layer protocol used to transport EAP packets between the peer
and the authenticator. In other words, the fast re-authentication solution must be able
to operate over heterogeneous technologies, which is the expected scenario in NGNs.
Nevertheless, in certain circumstances, the fast re-authentication mechanism could require
some assistance from the lower layer protocol.

(D3) Compatibility with existing EAP methods. The adoption of a fast re-authentication solution
must not require modifications to existing EAP methods. In the same manner, additional
requirements must not be imposed on future EAP methods. Nevertheless, the fast
re-authentication solution can enforce the employment of EAP methods following the EAP
Key Management Framework (B. Aboba et al. (2008)).

(D4) AAA protocol compatibility and keying. Any modification to the EAP protocol itself
or the key distribution scheme defined by EAP, must be compatible with currently
deployed AAA protocols. Extensions to both RADIUS and Diameter to support these EAP
modifications are acceptable. However, the fast re-authentication solution must satisfy the
requirements for the key management in AAA environments (B. Aboba et al. (2008); R.
Housley & B. Aboba (2007)).

(D5) Compatibility with other optimizations. The fast re-authentication solution must be
compatible with other optimizations destined to reduce the handoff latency already
defined by other standards.

(D6) Backward compatibility. The system should be designed in such a manner that a user
not supporting fast re-authentication should still function in a network supporting fast
re-authentication. Similarly, a peer supporting fast re-authentication should still operate
in a network not supporting the fast re-authentication optimization.

(D7) Low deployment impact. In order to support the aforementioned design goals, a fast
re-authentication solution may require modifications in EAP peers, authenticators and
servers. Nevertheless, in order to favour the protocol deployment, the required changes
must be minimized (ideally, they should be avoided) in current standardized protocols and
technologies.

(D8) Support of different types of handoffs. The fast re-authentication mechanism must be
able to operate in any kind of handoff regardless of whether it implies a change
of technology (intra/inter-technology), network (intra/inter-network), administrative
domain (intra/inter-domain) or type of security required by the authenticator
(intra/inter-security).

3.2 Security goals

In addition to the aforementioned design goals, a secure fast re-authentication mechanism
should accomplish the following security goals (R. Housley & B. Aboba (2007)):

(S1) Authentication. This requirement mandates that a management and key distribution
mechanism must be designed to allow all parties involved in the protocol execution to
authenticate every entity with which it is communicating. That is, it must be feasible to
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gain assurance that the identity of the another entity is as declared, thereby preventing
impersonation. To carry out the authentication process, it is necessary to define the
so-called security associations between the involved entities.

(S2) Authorization. During the network access control process, the user is not only
authenticated but also authorized to access the network service. The authorization
decision is taken by the AAA server and the result is communicated to the authenticator.
The fast re-authentication solution proposed must not hinder the authorization process
performed once the user is successfully authenticated.

(S3) Key context. This requirement establishes that any key must have a well-defined scope
and must be used in a specific context for an intended use (e.g., cipher data, sign, etc.).
During the time a key is valid, all the entities that are authorized to have access to the key
must share the same key context. In this sense, keys should be uniquely named so that
they can be identified and managed effectively. Additionally, it must be taken into account
that the existence of a hierarchical key structure imposes some additional restrictions. For
example, the lifetime of lower-level keys must not exceed the lifetime of higher-level keys.

(S4) Key freshness. A key is fresh (from the viewpoint of one party) if it can be guaranteed to
be recent and not an old key being reused for malicious actions by either an attacker or
unauthorized party (A. Menezes et al. (1996)). Mechanisms for refreshing keys must be
provided within the re-authentication solution.

(S5) Domino effect. In network security, the compromise of keys in a specific level must not
result in compromise of other keys at the same level or higher levels that were used to
derive the lower-level keys. Assuming that each authenticator is distributed a key to carry
out the fast re-authentication process, a key management solution respecting this property
will be resilient against the domino effect (R. Housley & B. Aboba (2007)) attack, so the
compromise of one authenticator must not reveal keys in another authenticators.

(S6) Transport aspects. The solution developed must be independent of any underlying
transport protocol. Depending on the physical architecture and the functionality of the
involved entities, there may be a need for multiple protocols to perform the transport
of keying material between entities involved in the fast re-authentication architecture.
As far as possible, protocols already designed and used should be used to address the
cryptographic material distribution. For example, while AAA protocols can be considered
for this purpose between the EAP authenticator and server, the EAP protocol can be used
between EAP peer and server.

4. Overview of existing fast re-authentication schemes

This section analyzes the different efforts that have attempted to reduce the EAP
authentication time during the network access control process. According to the strategy
followed to achieve this objective, the different fast re-authentication solutions can be
classified in different groups: context transfer, pre-authentication, key pre-distribution, use of a
local server and modifications to EAP. In the following, we delve into each of them and detail
the mechanism proposed to achieve a reduced handoff latency.

4.1 Context transfer

As depicted in Fig. 9, the context transfer mechanism (T. Aura & M. Roe (2005), H. Kim
et al. (2005), C. Politis et al. (2004), IEEE 802.11 IAPP (2003), J. Bournelle et al. (2006)) tries
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to reduce the time devoted to network access control by transferring cryptographic material
(1) from an EAP authenticator (current) to a new one (target). When the user moves to the new
authenticator (2), it can use the transferred context (e.g., cryptographic keys and associated
lifetimes) to execute a security association protocol with the new authenticator (3) to protect
the wireless link. Thus, the user does not need to be authenticated and can directly start the
security association establishment process based on the transferred cryptographic material.

In order to perform a secure transference between both authenticators, it is assumed the
existence of a pre-established security association between them. Additionally, context
transfer solutions do not propagate the same cryptographic material (CM) from one
authenticator to another. Instead, the transferred cryptographic material is derived (CM")
from that owned by the current authenticator where the user is connected. The process
employed to generate the derived cryptographic material is followed by both the peer and the
authenticator. While the authenticator transfers the derived material to the new authenticator,
the peer employs it to start the security protocol execution.
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Fig. 9. Context transfer mechanism

Depending on when the transference is performed, we can distinguish between reactive
and proactive schemes. In the proactive mode, the context transfer is performed before the
peer performs the handoff. Therefore, when the peer moves to the new authenticator, the
cryptographic material has been already transferred to the new authenticator and the peer can
immediately establish the security association. Conversely, in the reactive mode, the context
transfer is performed once the user performs the handoff and is under the coverage area of the
new authenticator. The proactive mode introduces less latency to network access control than
the reactive mode since the transference of cryptographic material is performed in advance
before the handoff. Nevertheless, reactive solutions are interesting in situations where the
handoff happens unexpectedly and there is no anticipation to perform the transference.

An important advantage of context transfer mechanisms relies on their ability to
re-authenticate the user without the need of contacting an authentication server located in
the infrastructure. Nevertheless, they have been widely criticized as a promising technique
to achieve a fast network access due to an important security vulnerability known as the
domino effect (R. Housley & B. Aboba (2007)). The problem comes from the fact that context
transfer re-uses the same cryptographic material (or a derived one following a well-known
process) in different authenticators. Therefore, if one authenticator is compromised, the rest
of authenticators visited by the same user are also affected.



Access Control Solutions for Next Generation Networks 21

4.2 Pre-authentication

Pre-authentication solutions propose a scheme (see Fig. 10) where the mobile user performs a
full EAP authentication (1) with a candidate authenticator through the current associated one
before it performs the handoff. In this manner, when the handoff happens (2), given that the
MSK generated during the pre-authentication process will be already present in the candidate
authenticator, the peer only needs to establish a security association (3) with it to protect the
wireless link. As we see, pre-authentication decouples the authentication and network access
control operations from the handoff.

AAA/EAP
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\\ MSK
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Current EAP > Target EAP
Authenticator |__ === Authenticator

Fig. 10. Pre-authentication mechanism

Depending on the role adopted by the current authenticator during the EAP
pre-authentication, we can distinguish two scenarios of EAP pre-authentication signalling (Y.
Ohba et al. (2010)):

e Direct pre-authentication. In this type of EAP pre-authentication, the current authenticator
only forwards the EAP lower-layer messages between mobile node and candidate
authenticator as it would be data traffic.

o [Indirect pre-authentication. Here, the current authenticator plays an active role during
pre-authentication process. This type of pre-authentication is useful when the mobile
node neither has the candidate authenticator address nor is able to access to the
candidate authenticator for security reasons. Therefore, there is a signalling from mobile
node to/from current authenticator, and from/to the current authenticator to/from
the candidate authenticator. Note that current authenticator does not act as an EAP
authenticator; it only translates between different EAP lower-layer protocols.

The first pre-authentication proposal was initially introduced at link layer by the IEEE
802.11i technology (IEEE 802.11i (2005)) and later improved in IEEE 802.11r (IEEE 802.11r
(2005)). Nevertheless, the definition of pre-authentication mechanisms at link-layer has
some serious limitations since they cannot be applied for cases involving inter-domain
or inter-technology handoffs. To avoid this problems, some other solutions propose a
pre-authentication procedure at network layer. Network layer solutions (Y. Ohba and A. Yegin
(2010), R. M. Lopez et al. (2007), A. Dutta et al. (2008)) have the advantage of being capable to
work independent of the underlying access technologies and with authenticators located in
different networks or domains.
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Despite pre-authentication solutions can potentially achieve an important reduction in the
latency introduced by the authentication process during the network access control, this
technique presents some drawbacks. First, pre-authentication requires the existence of
network connectivity to carry out the pre-authentication process which is a requisite that
may not always be satisfied. Second, pre-authentication requires a precise selection of
the authenticator with which perform a pre-authentication process. If the user performs a
pre-authentication with authenticators where the user finally does not move, the technique
may incur in an unnecessary use of network resources. The third disadvantage is related
to the previous one. Since pre-authentication implies the pre-reservation of resources in
candidate authenticators, in practice, operators are reluctant to pre-reserve resources for users
that may or may not roam in the future. Therefore, pre-authentication may have a limited
application, specially in inter-domain handoffs. Finally, given that pre-authentication involves
a full EAP authentication, special care must be taken to determine the moment to start the
pre-authentication process. As a consequence, pre-authentication needs to be performed with
a considerable anticipation to the handoff.

4.3 Key pre-distribution

Key pre-distribution solutions (A. Mishra et al. (2004), S. Pack & Y. Choi (2002), Z. Cao et al.
(2011), EBernal-Hidalgo et al. (2011)) propose the pre-installation of cryptographic material
(e.g., keys) in candidate authenticators so that the keys required for secure association are
already available when the peer moves to the authenticators. As depicted in Fig. 11, the
mobile user initially performs an EAP authentication (1) with the AAA server. Once the
EAP authentication is successfully completed, the AAA server pre-distributes keys (2) to
authenticators which the user can potentially associate to in a near future. Therefore, when
the peer moves to a new authenticator (3 and 5), it is not required to perform a full EAP
authentication. Instead, using the key material already present in the authenticator and
known by the peer, a security association is established between both entities (4 and 6).

Fast re-authentication solutions based on key pre-distribution have two main disadvantages.
On the one hand, they require a precise selection of those authenticators to which
pre-distribute key material. If the user pre-distributes key material to authenticators where
the user finally does not move, the technique may incur in an unnecessary use of resources.
Nevertheless, this is a complex problem given the difficulty of predicting future movements
of the user. On the other hand, key pre-installation solutions have a significant deployment
cost since a modification in existing lower-layer technologies and AAA protocols is required
in order to allow pushing a key provided by an external entity instead of being produced as a
consequence of a successful EAP authentication executed through the EAP authenticator.

4.4 Use of a local server

According to the EAP authentication model (B. Aboba et al. (2004)), each time a user needs
to be authenticated, a full EAP authentication must be performed with the AAA/EAP server
located in the user’s home domain. This is a serious limitation for roaming scenarios, specially
in mobility contexts. The reason is that each time the visited network needs to re-authenticate
the client, the home domain must be contacted. This introduces a considerable latency during
network access process since the home EAP server could be located far from the current
user’s location. Furthermore, taking into account that typical EAP methods (e.g., EAP-TLS)
require multiple round trips, the home domain needs to be contacted several times in order to
complete the EAP conversation, resulting in unacceptable handoff times.
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Fig. 11. Key pre-distribution mechanism

To solve this issue, some solutions (3GPP TS 33.102 V7.1.0 (2006), R. Marin et al. (2006),
F.Bernal-Hidalgo et al. (2011), V. Narayanan & L. Dondeti (2008)) have proposed the use of
a local server near the area of movement of the peer to speed up the re-authentication. The
basic idea is to allow the visited domain to play a more active role in network access control
by allowing the home AAA server to delegate the re-authentication task to the local AAA
server placed in the visited domain. As depicted in Fig. 12, the user firstly performs a full
EAP authentication (1) with the home AAA/EAP server using the long-term credentials that
the home domain provides to their subscribers. This initial EAP authentication, commonly
named bootstrapping phase, is performed the first time the user connects to the network. Next,
once the EAP authentication is successfully completed, the home AAA/EAP server sends (2)
some key material (KM) to the visited AAA/EAP server. This key material, which is used
as mid-term credential between the mobile and the visited AAA/EAP server, allows to locally
perform re-authentication (3, 4) when the peer moves to other authenticators located in the
visited domain, thus avoiding AAA signalling with the home AAA/EAP server.

Despite this kind of fast re-authentication solutions do not require to contact the home domain
to re-authenticate the user, they do not define any optimization for the re-authentication
process with the local server. For example, authors in (R. Marin et al. (2006)) propose the use
of an EAP method based on shared secret key like EAP-GPSK which requires two message
exchanges with the local authentication server. Another serious disadvantage is found in
the process followed to distribute the key that establishes a trust relationship between the
peer and the local server. Solutions like (F.Bernal-Hidalgo et al. (2011); R. Marin et al. (2006))
use a two-party model to carry out a key distribution process which involves three entities:
peer, local re-authentication server and home AAA/EAP server. Since the use of a two-party
model is known to be inappropriate (D. Harskin et al. (2007)) from a security standpoint, a
three-party approach is recommended.
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Fig. 12. Use of a local server mechanism

4.5 Modifications to EAP

Finally, another group of solutions try to reduce the EAP authentication time by modifying the
EAP protocol itself. Between the different solutions following this approach, the most relevant
contribution is the EAP Extensions for EAP Re-authentication Protocol (ERP) (V. Narayanan &
L. Dondeti (2008)), which has been proposed by the IETF HandOver KEYing Working Group
(HOKEY WG).

ERP is a method-independent solution that modifies the EAP protocol to achieve a lightweight
authentication process. Additionally, ERP relies on the local server optimization (see Section
4.4) and assumes the existence of a local EAP Re-authentication (ER) server to optimize the
process, which will be in charge of both fast EAP re-authentication and key distribution
tasks. The ERP protocol describes a set of extensions to EAP in order to enable efficient
re-authentication for a peer that has already established some EAP key material with the
EAP server in a previous bootstrapping phase. These extensions include three new messages:
EAP-Initiate/Re-auth-Start, EAP-Initiate/Re-auth and EAP-Finish/Re-auth.

As shown in Fig. 13, the ERP negotiation involves the peer, the authenticator and the ER
server. Beforehand, it is assumed that the peer performs a full EAP authentication with the
ER server and both entities share a EMSK. From the EMSK, the peer and the ER server derives
a key named rRK. In turn, from the rRK, a new key named Re-authentication Integrity Key
(rIK) is derived to provide proof of possession and authentication during the re-authentication
process.

The ERP re-authentication process is initiated by the authenticator by
sending EAP-Initiate/Re-auth-Start to the peer. On the reception of this message, the
peer sends an EAP-Initiate/Re-auth protected with the rIK which is forwarded by the
authenticator to the ER server. Once the ER server successfully verifies this messages, it
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replays with a final EAP-Finish/Re-auth and derives a rMSK (from the rRK), which is sent to
the authenticator to establish a security association with the peer.

On the one hand, in general, the main problem of this kind of proposals relies on their
high deployment cost. Since these solutions update the EAP protocol basic operation,
they require the modification of existing EAP implementations in order to support the
new re-authentication functionality. Consequently, user equipments, authenticators and
authentication servers need to be updated, thus complicating the adoption of the solution.
On the other hand, in particular, an important drawback of ERP is found on the security of
the re-authentication process. Similarly to solutions (F.Bernal-Hidalgo et al. (2011); R. Marin
et al. (2006)) previously analyzed in Section 4.4, ERP follows an inappropriate two-party key
distribution model to distribute the rMSK from the ER to the authenticator.

5. Conclusion

The provision of seamless mobility has created an interesting research field within NGNs in
order to find mechanisms which try to provide a continuous access to the network during the
handoff. In fact, this is a critical process, where the connection to the network is interrupted,
thus causing packet loss that may affect on-going communications. To solve this problem,
efforts are directed at reducing the time required to complete the different tasks performed
during the handoff. In particular, the network access control process has been demonstrated
to be one of the most important factors that negatively affects handoff latency. This process
is demanded by network operators in order to control that only legitimate users are able to
employ the operator’s resources.

This chapter has provided a general overview about the state-of-art of technologies and
protocols related to network access control in future NGNs. In particular, we have reviewed
the EAP/AAA framework as a promising architecture for network access authentication in
future heterogeneous networks. While AAA infrastructures provide an unified framework
to handle the authentication, authorization and accounting processes, the EAP protocol is
used to implement the authentication service in AAA scenarios. Apart from being easily
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deployable within existing AAA infrastructures, EAP exhibits important features such as
flexibility to select an authentication mechanism and independence from the underlying
wireless technology.

Nevertheless, EAP presents some deficiencies when applied in mobile scenarios. In particular,
a typical EAP authentication introduces a prohibitive latency during the handoff which
provokes a connection disruption that may affect active communications. This problem
has been extensively studied by the research community, which has proposed different fast
re-authentication mechanisms.

Precisely, the second part of the chapter is devoted to revise and analyze the different schemes
that have tried to reduce the latency introduced by network access control during the handoff.
According to the strategy followed to reduce the authentication time, we can distinguish five
fast re-authentication schemes: context transfer, pre-authentication, key pre-distribution, use
of a local server and modifications to EAP. Throughout this chapter we have analyzed both
advantages and disadvantages of each approximation.
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1. Introduction

This chapter discusses the application of methodologies to plan and design IP Backbones
and 3G access networks for today's Internet world. The recent trend of the multi-frequency
band operations for mobile communication systems requires increasingly bandwidth
capacity in terms of core and access. The network planning task needs mathematical models
to forecast network capacity that match the service demands. As the nature of network
usage changed, to explain and forecast the network growth, new methods are needed. In
this chapter, we will discuss some strategies to optimize the bandwidth management of a
real service provider IP/MPLS backbone and later we will propose a method for traffic
engineering in a national IP backbone.

Currently, all telecommunications networks are using IP packets to transport several kind of
services. The industry has called this integration as IMS (IP Multimedia Subsystem) in 3G
technologies. One important challenge is how to implement this desirable integration with
the lack of well known mathematical models to perform capacity planning and forecast the
network needs in terms of growth and applications demands. In other way, the main
question is how to deliver the required level of service for all kind of applications using the
same structure but with different types of traffic and QoS (Quality of Service) requirements.

Due to the fact that many different services will use the same transport infrastructure, the
Quality of Service can also be described as a result of traffic characterization because the
traffic nature per service or at least per application shall be known. As demonstrated in
some research papers (Leland et al., 1994; Carvalho et al., 2009), the Erlang model is not able
to accurately describe the behavior of Ethernet and Internet traffic. Without the right model,
scientific prediction becomes very difficult and therefore, the planning and forecasting tasks
become almost impossible. The above research works verified that the Poisson traffic model
is not able to explain the IP traffic dynamics and this implies that the capacity planning tasks
for integrated services will need new methodologies. Some models have been used with
superior performance to  achieve  these goals, the self-similar or mono-
fractal model show acceptable results in several situations (Carvalho et al., 2007).

Several works show that the multifractal models are particularly promising for multimedia
networks (Riedi et al., 2000; Abry, 2002; Fonseca, 2005, Deus, 2007). The traffic
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engineering task is valuable to optimize the network resources such as links, routing and
processing capacity. One important issue in the traffic engineering task is that the
capacity planning forecasting may be for medium long periods (or more than one
year), due the fact is not easy to increase long distance link capacities in small periods of
time. This problem is much more valuable when the coverage area income isnot
proportional to the area, as in countries like Brazil, China, Russia in which large areas not
necessarily economically attractive.

2. Network planning

The planning task is fundamental to optimize resource utilization. The Fig. 1 describes, from
an industry point of view, a complete feasible telecommunications planning cycle. The
inputs are the service demands, described as all type of products/services needs per region
and also per customer. The physical and logical inventory are very important to be accurate
in terms of transmission mediums such as fiber or radio, demographic dispersion, network
elements complete description, management assets, and other important physical and
logical information.

In terms of innovation, the approach is to use new technologies to achieve new degrees of
service delivery; this function shall be used as a complement for planning and forecasting
purposes. Other very important function is the economic variables to calculate the return
of the investments (ROI) and all other related costs (fixed and variable). All information
about traffic usage will be collected and sampled depending on the nature of the service
and will have a fast track for immediate operations and decision-making, normally every
5 minutes. For long-term planning these samples will be aggregate in hours, days and
weeks.

The functions in Figure 1, in terms of long term capacity will be used to achieve the capacity
to deliver new services allowing network expansion related to the inputs, generating new
routing and topology and other capacity needs, as described in Figure 1. The traffic
engineering function is used in real-time, under human supervision, sometimes even when
some modification in terms of routing is proposed by an algorithm. Sometimes, this could
not be feasible in practice because network stability is more important in operational
environments (Carvalho et al., 2009; Evans & Filsfils, 2007).

The peering agreements will be done as a function of the outputs and also observing the
commercial issues. In this way, many service providers have a peering committee to
approve new peering interconnections, which has not only a technical importance as well as
a marketing approach. The capacity outputs will generate purchasing activities; this will be
done by an engineering implementation function. The main objective is to have an
operational network, providing all kind of facilities and desirable services.

Along with the massive growth of the Internet and other applications, an increasing
demand for different kinds of services for packet switching networks is important.
Nowadays, these networks are expected to deliver audio and video transmissions with
quality as good as that of a circuit switching network. In order to make it possible, the
network must offer high quality services when it comes to bandwidth provisioning, delay,
jitter and packet loss.
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Fig. 1. Telecommunications Industry Planning Process. Adapted from (De Deus, 2007; Evans
& Filsfils, 2007).

The processes of traffic characterization and modelling are very important points of a good
network project. A precise traffic modelling may allow the understanding of a physical
network problem as a mathematical problem whose solution may be simpler. For example,
the use of traffic theory suggests that mathematical models can explain, at least for some
confidence degrees, the relationship between traffic performance and network capacity (De
Deus, 2007; Fonseca, 2005).

The next sections will provide an example on a 3G network using traffic samples
to study the planning and project deployment phases. The network described in our study
runs with more than 1 million attached 3G costumers with national coverage. In this
network, we collected traffic in July 2009 in three different locations (Leblon, Barra da Tijuca
and Centro) in Rio de Janeiro. In this way, the first step was to classify the traffic per
application. The second step was to characterize the traffic using a procedure based on self-
similarity (Clegg, 2005) or multifractal analysis (Carvalho et al., 2009). These results were
used as basis for proposing a method to manage the traffic in the network.

To manage the traffic demands, we deployed a traffic engineering concept that divides the
traffic across the network through tunnels. The bandwidth was monitored and in the
observed period, we collected metrics that were used as inputs to decide how to configure
new parameters that may fit the incoming needs. An ILEC (incumbent local exchange



32 Telecommunications Networks — Current Status and Future Trends

carrier) service provider of IP traffic was used to collect real network traces and we
simulated a similar architecture of this network using the OPNET Modeler tool.

A 3G with a Metro Ethernet access was also analysed. The analysis considered a per
application separation of traffic. The statistical analysis was done using a self-similarity
approach, calculating the Hurst parameter using different calculation methodologies (Abry
et al., 2002). Some multifractal analysis was also done as a tool to better choose the time
scale.

The results show that the proposed method is able to generate better results in terms of an
on-line traffic engineering control and also to provide key information to long term capacity
planning cycles. The Traffic Engineering function is detailed using some network
simulations examples. Finally, some long term forecasting and short term traffic engineering
proposal was done in a 3G networks.

2.1 Traffic modelling in multimedia networks

The traffic modelling and its application to real traffic in operational networks, allows the
implementation of research platforms that simulate future or real network critical
conditions, which is particularly interesting for huge service providers. Injecting traffic
series generated accordingly to mathematical models may help to evaluate several
conditions in a network and certainly this may help to develop more accurate capacity
planning models regarding specific QoS requirements. Such procedures also facilitate the
creation of management strategies. A large number of tools on the Internet provide traffic
analysis, like TG (TG), NetSpec (NetSpec), Netperf (Netperf), MGEN (MGEN) and D-ITG
(D-ITG) and GTAR, Gerador de Trafego e Analisador de QoS na Rede (Carvalho et al.,
2006), FracLab (FracLab, 2011).

To model the traffic in integrated networks is necessary the use of mathematical models that
allow, from its base, to infer the impact of traffic on network performance. The efficient
characterization of traffic will be given by the degree of accuracy of the model in
comparison with the real traffic statistical properties.

In our work, the characterization of the traffic is used as a key element in the design of
complex telecommunications systems. Once characterized, the traffic on different time scales
can be used in network simulations. The simulation process can reproduce the behaviour of
traffic by application type, for parts of the network, by customer group or interconnections
with other networks, opening the possibility to increase the knowledge of the network and
making possible a better control of resources.

2.2 Poisson and erlang model

The use of the Internet to transmit real-time audio and video flows increases every day.
Some of these applications are transmitted at a constant rate. This kind of traffic results by
sending one packet every 1/Tx seconds, where Tx is the rate of transmission in packets per
second, defined by the type of the application.

In circuit switched networks, a very successfully model is based on the Poisson distribution.
The Poisson traffic is characterized by exponentially distributed random variables to
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represent the inter-packet times. The Erlang model, broadly used in telephony systems has
been successfully used for capacity planning for many years and is based in the premise that
a Poisson distribution describes the traffic in this type of network.

The Poisson model was considered accurate in the early years of the packet switched
networks and was heavily used for capacity planning. In the early 90’s, the work of
Leland(Leland et al., 1994) proved that the behavior of the Ethernet traffic was considerably
different than Poisson traffics mainly regarding self-similar aspects with long-range
dependence, which is not well described by short memory processes. In practice, the packet
switched networks that were planned using the Poisson model, normally had an
overprovision in links capacity to comply with the lack of accuracy of the model.
Considering the different works about capacity planning following the work of Leland, the
heavy-tail models were considered more accurate to describe the traffic in packet switched
networks and consequently, they appeared as a better choice.

2.3 Self-similar

One kind of traffic that appears often in wideband networks is the burst traffic. It can be
generated by many applications such as compressed video services and file transfers. This
traffic is characterized by periods with activity (on periods) and periods without activity (off
periods). Moreover, as proved in (Perlingeiro & Ling, 2005), (Barreto, 2007), it is possible to
generate self-similar traffic by the aggregation of many sources of burst traffics that presents
a heavy-tailed distribution for the on period.

The self-similar model defines that a trace of traffic collected at a time scale has the same
statistical characteristics that an appropriately scaled version of the traffic to a different time
scale (Nichols et al., 1998). From the mathematical point of view, the self-similarity of a
stochastic process in continuous time is defined as shown in Equation 1, which defines a
process in continuous time X () as exactly self-similar.

X(t)ia’HX(at), a>0 @

The sample functions of a process X(f) and its scaled version of the a-HX(at) obtained by
compressing the time axis by the factor amplitudes “a” , can not be distinguished
statistically. Therefore, the moments of order n of X(f) are equal to the moments of order n of
X (at), scaled by a-Hn. The Hurst parameter, H is then a key element to be identified in the
traffic. For self-similar traffic, the H is greater than 0.5 and less than 1. For a Poisson traffic
this value is close to 0.5. Experimental results show that this same parameter in operational
networks (Perlingeiro & Ling, 2005; Carvalho et. Al, 2007) has values between 0.5 and
0.95. Then, the parameter H may be a descriptor of the degree of dependence on long traffic
(Zhang et al.; 1997).

The aforementioned Hurst parameter plays a major role on the measurement of the self-
similarity degree. The closer it is of the unity, the greatest the self-similarity degree. One of
the most popular self-similar processes is the fractional Brownian motion (fBm), which is the
only self-similar Gaussian process with stationary increments. The increments process of the
fBm is the fractional Gaussian noise (fGn). To generate the traffic, we first create a fGn
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sequence based on the method presented in (Norros, 1995). Each sample of the sequence
represents the number of packets to be sent on a time interval of size T. The size of the time
interval and the mean of the sequence generated will depend on the traffic rate.

2.4 Multifractal traffic

As self-similar models, multifractals are multiscale process with rescaling properties, but
with the main difference of being built on multiplicative schemes(Incite, 2011). In this way,
they are highly non-Gaussian and are ruled by different limiting laws than the additive CLT
(Central Limit Theorem). Therefore, multifractals can provide mathematical models to many
world situations such as Internet traffic loads, web file requests, geo-physical data, images
and many others. The Holder function is defined by the h(t) function.

In the self similar model, also called as monofractal, the Hurst parameter is a global
property that quantifies the process changes according to changes in the scale. For
multifractal traffic, however, the Hurst parameter becomes less efficient in this
characterization and another metric is needed to perform the scaling analysis of the sample
regularity.

There are several ways to infer the scaling behavior of traffic, one way is widely used by
local singularities of the function. A singular point is defined as a point in an equation,
curve, surface, etc., which have transitions or becomes degenerate (Ried et al., 2000). It is
quite common that the singular points of the signal containing essential information on
network traffic packets.

In order to identify the singularities of a signal, it is necessary to measure the regularity of
the same point, which will reflect in burst periods occurring at all traffic scales. In (Gilbert &
Seuret, 2000) some examples can be found about the point and the exponents of the local
Holder values making possible to check the degree of uniqueness of network traffic.

According to Veira, (Veira et al., 2000) the Holder exponent is capable to describe the degree
of a singularity. Considering a function f : R— R, with x¢ as real number, and a a stricted
real positive number. It can be assumed that f belongs to Ca(xo) if a polynomial P,, with
degree n < a, as shown in (2).

f(x) = Pm(x—x,)| < Clx—x,|* )

As described in (Ludlam, 2004) a multifractal measure P can be characterized by calculating
the distribution f (a ), known as the multifractal, or singularity, spectrum where ais the
local Holder exponente (Clegg, 2005 ; Castro e Silva, 2004 ; Vieira, 2006 ). This measure can
be also shown as a probability density functionP (x), in this case, the local Holder
exponente (; Gilbert & Seuret, 2000) is defined ad in (7).

a(x)=liml—-0logP (B (1,x))logl 3)

where B (1,x)is a box centred at x with radiusl, and P (8B)is the probability density

integrated over the box B . It describes the scaling of the probability within a box, centred
on a point x , with the linear size of the box.
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Each point x of the support of the measure will produce a differenta(x), and the
distribution of these exponents is what the singularity spectrum f ( a ) measures. The points
for which the Holder exponents are equal to some value a form a set, which is in turn a
fractal object. The fractal dimension of this set can be calculated, and is a function of a,
namely f (o).

As described in (2), a function f(x) satisfies the Holder condition in a neighborhood of a
point, where c and n are constants, as in (4).

xXoif | f(x) - f(x0) | <c|(x-x0) | " )

And a function f(x) satisfies a Holder condition in an interval or in a region of the plane, for
all x and y in the interval or region, where c and n are constants, as in (5).

[f() - fW) | <clx-y|n ®)

3. Traffic characterization

The process of traffic characterization is a preponderant point of a feasible network project.
In this section a traffic characterization framework is described. The characterization intends
to describe a step by step procedure, which may be useful to understand the behavior of
traffic in large networks using a mathematical model as a tool to achieve good planning.
One difficult issue to characterize traffic in IP networks is the changing environment due to
new applications and new services that are appearing constantly. This implies that the
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characterization used in real environments shall considerer the evolution and the amount of
variation in the types of services, including not well known agents as social behavior and
emerging applications.

The efficiency in traffic characterization is given by the model accuracy when compared
with real traffic measures. As said by (Takine et al., 2004) a traffic model can only exist if
there is a procedure for efficient and accurate inference for the parameters of the same
mathematical structure. The traffic characterization is the main information source for the
correct mathematical interpretation of network traffic. Once characterized, the traffic may be
reproduced in different scales and periods and inserted into network simulators.

Figure 2 shows a complete characterization flow to optimize planning. This procedure was
implemented in the GTAR (Barreto, 2007) simulator, developed within our research.

4. Experimental analysis
4.1 Analysis of an IP network

The first network to be evaluated is a Brazilian Service Provider in Brazil, with more than
ten million PSTN (Public Switched Telephone Network) subscribers and more than one
million ADSL as well. The IP network is shown Figure 3 each access layer is a PPPoX router
capable called BRAS(Broadband Router Access Server).

To others '
Core routers

50.000
ADSL BRAS ‘
Subscribers
L Internet Edge
" Layer
50
DSLAMs BRAS

BRAS i,

- To others
................ Core routers
Access X

Layer

Fig. 3. Testbed Network Architecture with 40% of simultaneous attached subscribers at
least, all IP/MPLS interface 1 or 10 Gigabit Ethernet, also for long distance. (De Deus, 2007).
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Fig. 4. Downstream traffic “on peak” and “off peak”. The rate is normalized, 31 days
sampled (De Deus, 2007).

Figure 4 and 5 shows the downstream traffic collection results for a 31 days period. The
most important source of traffic is the HTTP(Browsing) following by P2P applications(e-
Donkey, Bitorrent, Kazaa). In Figure 10, the same analysis is made for a 24 hours period.
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Fig. 5. Downstream traffic “on peak” and “off peak”. Traffic rate is normalized, 24 hours
sampled (De Deus, 2007).

Figure 6 shows the packet size probability distribution. Less than 100 Bytes packets have
50% of probability. These samples are from a real network with Internet traffic of 4 million
xDSL subscribers, demonstrating the very large use of voice packets even when using http
flows. This happens mainly because of applications such as SKYPE.
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Fig. 6. Packet Size Probability Distribution (De Deus, 2007).

Table 1 shows and per application anaylis of traffic in which the Hurst parameter was
calculated with two different methods (De Deus, 2007). For real time traffic, the Hurst
parameter calculation demands attention because in some cases if statistical process does
not have a representative long range dependence characteristic the parameter may be
wrongly interpreted. Another issue is the trend present in the periodic traffic. For a more
accurate estimation, the cycle regularity is removed to delete all observed trends.

Day Hurst Hurst Chi-Square
(Variance-Time Plot)  (Kettani-Gubner) (G ian Distribution)
1 0,843 0,895 31,042
2 0,812 0,878 71,299
3 0,901 0,926 38,146
4 0,9 0,934 52,569
5 0,815 0,879 32,549
6 0,816 0,904 62,042
7 0,865 0,906 17,91
8 0,87 0,916 39,653
9 0,907 0,935 28,028
10 0,867 0,919 21,785
1" 0,869 0,906 27,167
12 0,671 0,861 35,778
13 0,878 0,909 36,208
14 0,839 0,894 44,604
15 0,874 0,907 30,611
16 0,753 0,85 23,292
17 0,851 0,914 40,299
Day Hurst Hurst Chi-Square
(Variance-Time Plot)  (Kettani-Gubner) (Gaussian Distribution)
1 0,915 0,948 63,549
2 0,942 0,962 49,771
3 0,937 0,963 45,25
4 0,902 0,935 28,243
5 0,902 0,928 20,708
6 0,901 0,942 30,181
7 0,939 0,964 43,258
8 0,932 0,964 52,354
9 0,937 0,968 39,007
10 0,922 0,948 38,576
11 0,86 0,926 37,5
12 0,904 0,942 33,84
13 0,937 0,965 55,799
14 0,922 0,958 46,972
15 0,935 0,963 46,757
16 0,935 0,967 49,986
17 0,933 0,964 37,285

Table 1. HTTP and P2P Hurst parameter estimation for 5 minutes average.
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In Table 1 is shown the estimation of the H parameter for the HTTP (Hyper Text Transfer
Protocol) applications. As can be seen, the H relies value between 0.67 and 0.93, which also
shows a higher degree of self-similarity, considering that the lower value appears just in one
day. For the P2P applications, the H parameter relies between 0.86 and 0.96.

The estimation of the the Hurst parameter in Table 1 uses three different methods: the
Variance-Time Plot Method, the Kettani-Gubner Method (Clegg, 2005), (Barreto, 2007). Also
a Chi-squared analysis was made as a non-parametric test of significance (Perlingeiro, 2006),
(De Deus, 2007), (Clegg, 2005) due to the fact that it is necessary to verify the distribution
similarity. The statistical significance test allows, with a certain degree of confidence, the
acceptance or rejection of a hypothesis, as shown in Figure 7. The sampled links had a load,
in the worst case around 70%.

Figure 7 shows the Holder calculation for the traffic. The conclusion in fact is that the traffic
is self-similar and monofractal, when the measurement is done in a 5 minutes per sample.
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Fig. 7. P2P and http 5 minutes samples, Holder exponent using the local Holder Oscillation
Based method [fraclab].

4.1.1 Bandwidth control strategies for the IP network

Figure 8 shows the proposal of a real-time network forecast. First, in the network the
samples are collected. Then the traffic is classified per application. The estimation and a
characterization of the parameters of collected samples are calculated. These parameters are
used as input to a traffic forecast tool based on a mathematical traffic model which intends
to find the sub-optimal capacity of the link for that traffic load, considering its self-similarity
nature.

The objective is to use these parameters as inputs of a simulation tool to forecast the traffic
and feedback in real-time the network to provide a new model to capacity plan in the
backbone.

Following Figure 8, first the network samples are collected. Thenext step is the execution of
classification procedure per application using tools based on protocols (Destination, Source,
Port, Payload types). Next phase is to estimate the parameter (e.g. Hurst, Holder) that will



40 Telecommunications Networks — Current Status and Future Trends

be used as input to a traffic forecast tool based on valid models (Norros at al., 2000). The next
step is to insert the parameter to a tool that will take a decision of how the auto-
configuration will be done and a configuration of the element abstracting the vendor (e.g.
Juniper, Cisco, Huawei). In figure 7 the example of application of the feedback process is
described using the auto configuration tool to change the tunnel characteristics, that will use
the proposed framework in Figure 8, as an example of setting up an outstream traffic
marked as Diffserv.

If the traffic can be characterized as asymptotical self-similar or monofractal or multifractal
some ready prediction models based (e.g. fBm, MWM, MMW) can be used. The core idea is
that using only some parameters the mathematical calculus can be feasible at real time, as
shown in Figure 14.

Network under
the test

Fast
decision

Fig. 8. Proposal of a network real-time forecast framework with bandwidth estimation.

In this case, the tunnels are configured using the self-similarity bandwidth estimators, as
described in (Carvalho, 2007). The traffic needs to be marked as the DiffServ and will be
injected per tunnel as the auto configuration tunnel selection.

There are several methods used to estimate bandwidth. The method used in our example is
the FEP(Fractal Envelope Process). This model has a good performance for long range
dependence with a high degree of confidence in the quasi-Real Time estimation (De Deus,
2007).
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Intsery REVP |
Tunnels

Auto configuration tunnel selection tool

Fig. 9. Tunnel selection between two routers using Diffserv and Inteserv to select the specific
tunnel.

The bandwidth estimation most accepted definition, currently known, use a concept
introduced by (Kelly et al., 1996), where there is a direct dependency on bulffer size and time
scales related to the buffer overflow possibility. The concept is shown in (6) where X[0, t] is
the amount of bits that arrive in an interval [0, t], considering that X[0, t] has stationary
increments. The letter b is the buffer size and t time or scale, BP is the capacity in bits per
second.

log E [ebX10:4]]

0<bt<w (6)
bt

BP(b,t) =
Based on this theory, several bandwidth estimators have been proposed and evaluated for
its effectiveness and complexity of evaluation. In (Fonseca et al., 2005) an evaluation of the
FEP estimator model (Fractal Envelope Process) was developed with good results, for use in
high speed networks.

Equation (7) represents the FEP process estimation where the K is the buffer, a is the
average, H is the Hurst parameter, ois the standart devitation and Ploss represents the
probability of packet loss when a buffer overflow. This is only valid when 0.5 <H < 1.

= | ]
EN=a+K " *([~2%In(B,,, *o )" *H(-H) i @)

Using (7) and correcting with (8) and (9), some curves are plotted in different time scales in
Figure 10 (FEP Estimator and FEP Model). The best results are with 5 and 1 minutes,
achieving the most next to average but still providing a good service with no delay, jitter or
packet loss. The “Modelo FEP” f,, means the dynamic calculation per hour, the “Tunel P2P
constante” and “Tunel HTTP constant”means the estimation with a Poisson Distribution
Estimator, the P2P and HTTP means the dynamic bandwidth calculation.
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2 BN 0r<n<t ©)
Tov =75 757 1
The f,p is calculated based on (Perlingeiro & Ling, 2005) study as shown in (8) and (9), where
EN is from (7) and b" is the normalized buffer (b’=b/bg), where b is the buffer and by
minimum possible buffer size, L is the burst factor.
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Fig. 10. Bandwidth estimation curves using the FEP method.

The FEP Model shown in Figure 10 uses a dynamic tunnel configurator as shown in Figure
9, denoting a better usage of the total available bandwidth. In the figures it appears that
when a constant calculated bandwidth is used, more bandwidth is required. In the same
way, the FEP Estimator shows that as much aggregated the traffic will be in any time scale,
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the difference will be minimum. In the other hand, when going to small time scales .05, .5 or
1 seconds, there is a trend in super estimation, proportional to the diminishing of the Hurst
parameter.

As shown in many works (Leland et al., 1994), (Abry et al., 2002), (Carvalho et al., 2009), the
Hurst parameter can show an accurate and single way to determinate the self-similarity. The
Erlang model is very useful because its simplicity. A traffic engineer only needs to have
some little information about service demand such as Retention time, blocking Probability,
Number of Calls in the maximum usage hour to have the traffic and number of channels or
resource needed.

The curves in Figure 10 show the possibility to have something, not so easy as Erlang model,
but also possible to be achieved as a traffic model when a self-similar characterization is
feasible. Also, the multi fractal model can also help to understand this same traffic in smaller
scales, or in some case depending the traffic nature.

4.2 Analysis of a 3G network

The second evaluated network is a brazilian 3G network. This network runs with more than 1
million attached 3G costumers with national coverage. The traffic samples were collected in
July, 2009 in three different locations (Leblon, Barra da Tijuca and Centro) in Rio de Janeiro.
Two monitors were located in the network to collect the traffic, as shown in Figure 11.
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Fig. 11. 3G Network.

The main objective in this section is to investigate planning and project deployment phases
based on traffic characterization. The first step is to classify the traffic per application. The
second is to characterize the traffic using a procedure based on self-similarity (Clegg, 2005)
or multifractal analysis (Carvalho et al, 2009).

Figure 12 shows the network topology for the Ethernet physical node B (ATM node) with an
ATM-IP router which is responsible to convert ATM to Ethernet(IP). The same situation is
found in RNC side where a Tellabs ATM-IP router aggregates all node B physical uplinks,
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every one carried through a Metro Ethernet network, with more than 50km radius Rio de
Janeiro metropolitan area coverage.
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Fig. 12. 3G topology from Node B to RNC.

The first performance analysis of this network found some drawbacks in terms of latency
and packet loss and jitter. In Figure 13 (before) is shown the first measures. One detected
problem was the high level of broadcasting (ARP included) for this metro Ethernet network,
in some periods, more than 80% of all IP traffic.
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Fig. 13. 3G Traffic analysis (before and after).

As shown in Figure 12, the transport from Node-B to the RNC is performed by a
MetroEthernet network that uses also a BFD protocol to track the availability of a
Multiprotocol Label Switching (MPLS) Label Switched Path (LSP). In particular, BFD
(Aggarwal et al., 2010) can be used to detect a data plane failure in the forwarding path of an
MPLS LSP.

LSP Ping is an existing mechanism for detecting MPLS LSP data plane failures and for
verifying the MPLS LSP data plane against the control plane, making possible the
PseudoWire connections through a MPLS environment.

The problem, in this case, was an architectural design mistake because all Node B uplinks
were configured in Level 2 VLANs (OSI Model), with more then 250+ 3G nodes B in the
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same IP subnet. The solution for this architectural problem was divide the Node Bs in 20 per
subnet, as shown in Figure 8 (after).

This division resulted in diminishing the broadcasting to less than 5%. This problem is very
simple in a typical Ethernet topology, but not so easy to be detected when inserted in a 3G
network. Ethernet is a protocol designed for local area purposes; the MEF (Metro Ethernet
Forum) inserted some signalling standards as a way to simplify the application in metro and
long-range use.

Figure 14 shows the traffic trace collected in the 3G network and Figure 15 and Figure 16
show the singularity spectrum and the Holder function for the 3G samples, showing the
possibility to use the multifractal model also to forecast purposes.

This information is important do show this traffic can be characterized as multifractal in
small scales of time, but in other hands the bandwidth model for this type of traffic model
is also hard to build, because the nature of the traffic. Other important thing to
understand is how to insert modifications with make the system not stable. In small
scales, huge systems will need a lot of information to compute the bandwidth between to
distance nodes.

The use of one model type can be very carefully choose because this could make the
Operations Staff make wrong decisions that could result in many downtime.
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Fig. 14. Normalized 3G Traffic samples (milliseconds time scale).
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5. Conclusion

This chapter presented an approach and a set of frameworks to characterize traffic and
optimize network planning in IP and 3G networks. Based on real traffic measurements, we
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characterized the traffic and showed examples of how to apply the proposed frameworks.
An special interest of our work has a focus in real operating networks and the examples
show the application of the proposed frameworks in these environments.

The traffic characterization procedures for mutilmedia traffic were explained. We provided
analyses by collecting different types of traffic and measuring its self-similar or multifractal
degrees. All of this work was done with some self-developed (Carvalho et al., 2006) tools
and also with some other tools (FRACLAB, 2011; OPNET, 2011).

The traffic models give us a good idea of the traffic behavior. In fact, the models can be
valuable tools to the conception, management and sizing of a telecom network, resulting on
efficient use of its resources. The operator can plan the growth of the network just to fit the
business model, guaranteeing at different moments the efficient use of network resources,
guaranteeing, on the other hand, the users satisfaction. In this context, the traffic models can
also be used to define alternative policies that, for example, promote the network adaptation
in periods with different levels of congestion.

Some very important to considering is how to improve the planning function with a better
forecasting (Zukerman et al., 2003)., in terms of long time period for new assets plan and
also to implement new products.

Something also very important is how to manage the network resources to have the best
optimization possible, this will provide costumer better experience when using and buying
exactly their needs.
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1. Introduction

QoS management(Raouyane B. et al., 2009) mechanisms as defined by 3GPP can be viewed
as a network-centric approach to QoS, providing a signalling chain able to automatically
configure the network to provision determined QoS to services on demand and in real time,
for instance on top of a DiffServ-enabled network. However, to envision a deployment of
such technology in a carrier-grade context would mean significant further effort. In
particular, premium paid-for services with SLA (Service Level Agreement) contracts such as
targeted by IMS (Poikselka and Georg, 2009)networks would require additional
mechanisms able to provide some degree of monitoring in order to asset the SLAs, while
IMS by itself does not provide such mechanisms.

The eTOM (enhanced Telecom Operations Map) (Creaner and Reilly, 2005) functional
framework is a widespread reference used to model and analyze networks and services
activity. From an eTOM point of view, one could argue that IMS does indeed cover the
Fulfilment part of service management, but lacks any means to carry out service Assurance.
The eTOM framework proposes a complete set of hierarchically layered processes
describing all operator activities in a standard way. It is furthermore sustained by a parallel
specification of a standard information model, the SID (Shared Information Data) (TMF
GB926 Release 4, 2004). It has to be noted however that both tools, the eTOM and the SID,
are generic. Also, the eTOM has been designed at times when Services were viewed as
centrally controlled and managed, whereas the IMS is really a distributed layer network.

The work presented in this contribution is an attempt to achieve Assurance functionality for
QoS-enhanced IMS services following strictly the eTOM specification, thus filling the
functional gap as analyzed earlier; furthermore, two architectures are proposed to be
compared: a centralized one and a distributed one.

2. IMS and service provisioning

The composition of the supply chain in NGN network is classically described with three
layers. The access layer provides IP (v4 or v6) connectivity regardless of the access
technologies (Wireless or Wire-line). The service layer therefore supports technology-agnostic
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services that are developed independently. The core layer i.e. the control layer is the IMS
system which provides the complex signalling responsible for routing sessions between users,
invocating services and security-related tasks (Figure
1). The information processing and management are carried out by nodes called CSCF (Call
State Control Function) and HSS (Home Subscriber Server). The IMS system introduces a control
environment similar to the CS session (Switched Commutation) but in CP (Packet Commutation).

Services

N | o Ics — LJB 1
u File Transfer - é e-Commerce
& Y s

Presence Server E‘ng E:JF @g_

Fig. 1. IMS Layers: Access, Control and Service.

In addition to access unification and diversity of services, IMS introduced a flexible and
capable QoS management architecture which organizes exchanges of QoS-related
requirements between the control and access layers, allowing resource reservation
mechanisms to offer best conditions of supply for e.g. multimedia services.

The service provisioning mechanism of IMS includes three consecutive steps impacting
resources: Reservation, Activation and Release (Figure 2).

When a user requests an IMS multimedia service by SIP signalling(Rosenberg et al., 2002)
through its attached P-CSCF, the P-CSCF, before forwarding this request must ensure
resources availability; this verification is performed through the exchange of Diameter
(Korhonen et al., 2010) messages during all media negotiation stages between the two ends
(User and AS). An agreement between the client and server can finally lead to change the
resource status from reserved into activated. Naturally the PCEF (Policy and Charging
Enforcement Function) (3GPP TS 29.210, 2006) applies the relevant QoS policy related to the
types of access and transport layers; the most used models are DiffServ(Blake et al., 1998),
RSVP(Wroclawski J., 1997) and MPLS (Le Faucheur et al).
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Fig. 2. Service request and negotiation in IMS network with QoS management.

The resources release is carried out at each end of session; the P-CSCF must announce to the
PCRF (Policy and Charging Rules Function) (3GPP TR 23.803, 2005) the end of the
multimedia session, and the PCRF notifies the PCEF in order to release reserved resources
for other applications. QoS management in IMS is a quite flexible on demand mechanism.

3. eTOM (enhanced Telecom Operations Map) architecture

The e€TOM is a framework proposed by the TeleManagement Forum and provides a
standardized telecom-oriented Business Process map covering all functions of an operator,
including service integration and supply. The decomposition layers and functional areas
(Customer Service, Resource, and Enterprise) allow detailed operation analysis and to
develop solutions according to a well-defined environment. The eTOM has been
standardized by the ITU-T (TeleManagement Forum GB921 D, 2010).

The eTOM in its operational part has three main areas: Fulfilment, Assurance and Billing.
This section will present only processes related to Assurance, and insist on execution
scenarios of SLA (Service Level Agreement)-enhanced services.
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3.1 eTOM processes

The 'Operations' area is the traditional heart of the business or service provider (SP). It
includes all processes that support client (and network) operations and management. It
includes a combination of processes and actions of customer support, including
management, provisioning and relationships with partners (Figure 3). The horizontal and
vertical processes groupings constitute a matrix formed by a crossing of several processes
from level 2, many being derivatives of TOM, which are connected to customer and support
operations (FAB).

enhanced Telecom Operations Map(eTOM)

Custgm er B R
Relationship Collection
Management ‘ Management

Service

Service &
Management Specific

& Operations 1 Instance Rating

Resource
Management
& Operations

Fig. 3. Operation area in eTOM framework.

A more detailed view of the eTOM business process model (ITU-T Recommendation
M.3050.3, 2004) shows a grouping of vertical processes called the FAB columns. These
processes are necessary to support operations dedicated to customer satisfaction and
operator management:

- Fulfilment: Vertical grouping of E2E processes which provide requested services timely
and accurately to customers. It reflects business activity. The processes inform
customers of their order status, ensure completion on time and customer satisfaction.

- Assurance: A group of vertical E2E processes is responsible for implementation of
proactive and reactive activities of maintenance to ensure that services are always
available and delivered correctly with respect to the SLA. The processes continuously
monitor resources status and performance in a proactive way to detect possible defects.
They collect performance data and analysis to identify potential problems. In case of
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trouble or SLA violation, relevant processes are activated to inform the client about
service and trouble status, and to attempt restoration or repair.

Billing: This grouping of vertical E2E process is responsible for collection of
appropriate user records, and production of accurate and timely bills, to provide
information on resources and services used for payment processing of the customer. In
addition, it handles requests from clients on billing, indicates billing status and
investigation, and is also responsible for resolving billing issues with respect to
customer satisfaction. These processes also support processing of services prepayment.

In addition to the FAB process columns, the Operation area proposes horizontal process
groupings:

Customer Relationship Management (CRM): this group of processes supports
knowledge of customer needs and includes all necessary features for acquisition,
improvement and maintenance of a relationship with a client. It focuses on service and
support, and also on retention management, cross-selling, up-selling and direct
marketing. CRM also collect customer and applications information, and customization
of service delivery to customers. The processes are responsible for identifying
opportunities to increase customer value in company. CRM applies to traditional
interactions between client and enterprise.

Service Management & Operations (SM&O): This group is focusing on services
(access, connectivity, content, solution, composition, etc.). It includes all necessary
features for management and operations of communications and information required
by or proposed to customers. The focus is on service delivery and management of
network and information technology. Some functions involve short-term capacity
planning service for a service instance, applying a service design to specific customers
or managing service improvement initiatives. These functions are closely related to
actual experience of customer. The processes in this group are responsible to meet, at a
minimum, QoS goals including performance processes and customer satisfaction with
service levels and service costs.

Resource Management & Operations (RM&O): This processes group maintains
knowledge of network-related resources (applications, logical and physical
infrastructure, communication, management etc.). This group is responsible for
managing all these resources (e.g. networks, computer systems, servers, routers, etc.). It
is used to provide and support services required by or proposed to customers. The
group also contains all features responsible for direct management of these resources
(network elements, routers, servers, etc.) used in business process inside operator.
These processes are responsible for ensuring that network infrastructure supports an
E2E services provisioning. The processes ensure that infrastructure works perfectly, and
is available on services and needs and managers.

The R&O group also has a function that allows collection of information from various
sources (e.g. network elements (NE) and/or management systems elements (EMS)), and
integrates, correlates and in many cases, summarizes data to be transmitted as
information relevant to the service management system. This group also includes
processes involved in traditional management of network elements (NEM), because
these processes are actually essential elements of any process of resource management.
RM&O processes thus manage the network service provider and overall infrastructure
to ensure reliable interaction with other service providers.
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Supplier/Partner Relationship Management (S/PRM): This process group supports all
FAB business processes: Fulfilment, Assurance and Billing. The processes include
issuing requisitions and monitoring them until delivery, mediation of requests that
must conform to external processes, validating billing and authorizing payment, as well
as management quality of suppliers and partners. When an operator sells its products
to a partner or supplier, this is done through the CRM business processes, acting on
behalf of the supplier or enterprise in such cases.

3.2 System Information & Data (SID)

Naturally the exchange of information between processes is crucial in the eTOM. The
detailed specification of the information supporting the eTOM is provided by the SID
informational framework (Figure 4). The SID provides an information model capable of
interpreting dynamic and static information of business processes and respects the
decomposition of the eTOM. The SID specification uses extensively UML class diagrams.

ProduciReferences

0.n 0.n

0.1 Product .
on . 0.1
ProductBundleComprisedOf ‘ s
[ |
0.1| ProductBundle \ | ProductComponentl

> ] [
ProductHasCustomerFacingServices [ J [ J

ProductHasPhysicalResources

Service Resource

‘ | 0.n [ | 0.n
ResourceFacingService CustomerFacingSernvice LogicalResource PhysicalResource

0.1 0.1¢ 1.n {0n 1.n o.n $oen 1.n

CFServiceRequiresRF Services PResourceSupportsl Resource

LogicalResourcesimplementRFS

PhysicalResourcesHostRFS

Fig. 4. The main classes of SID: Product, Resource and Service.

Product (TMF GB926 Release 4 Addendum 3 - Product, 2004): in the SID a Product is
considered as involving Services and Resources.

Service SID (TMF GB926 Release 4 Addendum 4 SO, 2004): the Product by design is a
single or composite service. The Service interacts with the Product to determine its
business characteristics, such as customer class and type of service with class
CustomerFacingService. And the ResourceFacingService (TMF GB926 Release 4 Addendum
4 5-QoS, 2004) class exposes resource behaviour for service delivery and its composition
for service delivery.

Resource: is divided into two main classes: the LogicalResource(TMF GB926 Release 4
Addendum 5 LR, 2004) that exposes logical components and services that are necessary
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for service design and product needs; and the PhysicalResource(TMF GB926 Release 4
Addendum 5 PR, 2004) which represents physical components of the network such as
routers.

3.3 Execution workflows in the eTOM

The eTOM flows during execution scenarios of SLA-monitored service deliveries describe
interactions between business processes as well as the information messages that are
exchanged in order to handle both cases: the normal execution and the SLA violation.

3.3.1 Normal execution

The normal execution is a normal state of service delivery without SLA violation and the
customer will be billed according to services offered and resources reserved. The operation
activates a set of processes and many messages are exchanged between them; the SLA
verification requires a mapping between Key Performance Indicators (KPIs) and Key
Quality Indicators (KQI) related to service and resource instances.

The SLA verification activates a number of separate processes (Figure 5) which are able to
assess QoS according to their positions in the different layers: Customer, Service and
Resource.
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Fig. 5. Active processes in SLA verification.
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The SLA verification involves following processes:

- Resource Data Collection & Distribution: this process is responsible for the collection
of indicators and performance data by contacting all resource agents that provide
monitoring, configuration and performance data. The process is also responsible for
collecting performance indicators (KPIs) and metrics for all services running in the
network. It allows furthermore redistribution of performance data to other processes
after aggregation and structuring.

- Resource Performance Management: this process reports collected KPIs after filtering
and aggregation. The reports provide a structured view of KPIs and a preliminary
detection of exceeded thresholds.

- Service Quality Management: this process performs a mapping between KPIs and KQIs;
it identifies for each service its quality indicators (KQIs) before determining appropriate
actions to be performed to calculate them. KQIs values are used to identify failures causes
of QoS degradation such a resources failure or lack of capacity in SLA violation.

- Customer QoS/SLA Management: is responsible for checking SLA thresholds against
measured QoS. After retrieving the KQIs from the Service Quality Management
processes and receiving a preliminary report, the process imports the customer profile
and SLA parameters to identify thresholds for comparison. It also manages reports of
management systems and provides a comprehensive report on the service (metrics,
KQIs, key performance indicators, resource use, etc. ...).

The workflow of the SLA verification consists of following steps:

1. When a client requests an IMS service (eg video streaming VoD), the provisioning or
"ordering" operation activates all agents in the network to monitor performance
indicators and retrieve their values in log files.

2. Resource Data Collection & Distribution retrieves KPIs and metrics collected from
different entities in the network. Afterwards, it communicates with the RPM (Resource
Performance Management) to identify the existence of critical values and generate
performance reports.

3. The performance indicators KPIs collected are sent as XML to Service Quality
Management, which identifies indicators KQIs and realize mapping function, and
comparing with thresholds are specific to requested service.

4. The Customer QoS / SLA Management uses the loaded profile of customer to identify
product thresholds to apply to data collected prior to drafting of audit report of SLA
against QoS.

5. The process Billing & Collection Management performs charging functions and taxation
with received information to make bills.

3.3.2 SLA violation

The SLA violation scenario begins with a simple verification as above, but in this case a
threshold violation occurs. In this case the eTOM provides an escalation mechanism: first,
the Resource Layer attempts to solve the problem locally, while warning the Service Layer
in order to plan alternative solutions. If the trouble persists, Service processes must perform
an alternative service configuration produced by an Ordering operation; this new
configuration may be the best solution and is followed by a return to normal SLA
verification. The operation chronology consists of three stages: detection and attempted
correction, reconfiguration, return to normal verification of SLA.
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A real-time continuous monitoring of provided services allows early alerts concerning
exceeded thresholds and resource failure alarms, which are main causes of violations and
SLA unconformity. Most interactions occur within Assurance processes, but interactions are
also concerning the Fulfilment processes, and violation is considered for reimbursement
through the Billing processes.

Two specific processes handle the escalation mechanism depicted above: the Service problem
Management and Resource Trouble Management processes (Figure 6).
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Fig. 6. Active processes in SLA violation.

The goal of these two processes is to perform a restoration of services and resources in short
time, and to locate troubles before their expansion, with an optional notification to the user.

The operation is initiated by a usual collection of data by the RDC&P process when
detecting and exceeded threshold. The process sends relevant information to RPM to alert
the RTM process; in case of a component failure the communication is done directly
between RDC&P and RPM.

The RPM process sends details to the Service Quality Management (SQM) and to the RTM
process, depending on the type of trouble, trying to start procedures for resource
restoration; for each attempt it notifies the Service Problem Management (SPM) process to
synchronize their information about troubles (Figure 7).
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Fig. 7. Processes Flow in SLA execution with violation.

The communication between SPM and SQM aims to correlate their information about
troubles whether solved or not; the SQM process sends details of impact on services and
alarms to Customer QoS / SLA Management (CQoS / SLAM), a process that specifies SLA
violation and customer importance by obtaining all this information from Retention &
Loyalty, and finally notifies the customer about QoS degradation according to its importance.

If the cooperation between the Service Problem Management and the Resource Management
Trouble processes is unsuccessful, the SC&A process will be activated to perform its own
corrective action, such as a new configuration. The new configuration will take into account
all resource constraints and infrastructure development and service contract terms.

The reconfiguration proposed by SC&A follows exactly the steps of the Ordering operation,
and is finalized by launching normal SLA verification, and tries to close all open troubles
reports in SPM and RTM. The CQoS / SLAM process can inform the customer about service
restoration and quality with the possibility of sending a QoS report.

4. Issues

3GPP specifications provide a basic QoS management architecture for the IMS network
which ensures an adequate level of service compared to best effort service. However, the
IMS services need to be monitored and managed by a set of mechanisms and methods
taking into consideration constraints of the business enterprise. Such a set is explicitly
proposed by the eTOM. The eTOM describes its operations and processes in ways that are
generic and applicable to any transaction and promises to be fully applicable to the IMS
architecture with no applicability constraints. The next step of the study is therefore to plan
a mapping strategy in order to map eTOM processes to IMS functions.



eTOM-Conformant IMS Assurance Management 61

5. Functional architecture

A first step in this undertaking is to match IMS functionality with eTOM processes. The
resulting set has furthermore to be enriched by eTOM processes relevant to Assurance and
Fulfilment. This broader set forms the basis to select different SID entities necessary to carry
out these processes. The SLA execution procedure as defined in eTOM model requires the
cooperation of several processes belonging to Assurance and Fulfilment of the 'FAB' area,
and spanning the three business layers: Customer, Resource, and Service. These eTOM
processes will be activated sequentially (Figure 8).
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Fig. 8. eTOM and IMS interactions.

The processes belonging to the Assurance layer correspond to the monitoring aspect of this
operation, related to Fulfilment for restoration and supply. In order to link eTOM processes
to the IMS network, a new component entitled Monitoring, Configuration, Data Collection is
required, which clusters the core modules to communicate with these entities.

In the IMS network, the diversity of entities and their various communication protocols
require multi-protocol components which can implement all the necessary monitoring and
correction operations. An additional constraint is that performance data collection and
detection of services should be executed in real time or near real.

5.1 Design

The WSOA (Web Service Oriented Architecture) appears as a valid choice for such a
distributed system. The SOA (Mark and Hansen, 2007) concepts will allow to implement EJB
(Rima, Gerald, and Micah, 2006) based SOA modules supporting the processes of each
component, exposing web services communications via XML/SOAP (Simple Object Access
Protocol) /HTTP (Newcomer E., 2002). Three SOA modules have been designed, each of
which supporting a part of the targeted eTOM business processes and their associated SID
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entities. In addition, a BPEL (Business Process Execution Language) (Poornachandra,
Matjaz, and Benny, 2006) component has been designed to orchestrate the various processes
and to organize the desired operations (Figure 9).
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Fig. 9. Implementation architecture.

The three modules of the monitoring system are: WS-Resource, WS-Service, and WS-
Customer; each one exposes a set of web services specified using WSDL (Web Services
Description Language) (W3C Recommendation, 2007). These web services are invoked and
synchronized by the central BPEL component that provides moreover tools such as a web
interface that tracks performance of overall network, SLA operation, processes execution
and monitoring of physical and logical network resources (Figure 9). The SLM&M (Service
Level Monitoring and Management) architecture contain:

- Translation Business Processes: E]B (Enterprise Java Bean) for represent each processes,
its functions and information processing.

- Presentation of WSs: WSDL (Web Service Description Language).

- Processes Communication: XML/SOAP (Simple Object Access Protocol).

- Operations Orchestration: BPEL (Business Process Execution Language).

- Communication between SLM&M and the IMS network entities: TCP/IP, XML.

5.2 Centralized architecture

The initial architecture is centralized and enables a selective monitoring of consecutive
operations related to SLA and it verification. This system allowed demonstrating the steps
of the verification operations, the different KPIs and KQIs of service, and some operational
limitations (Raouyane B. et al., 2011).

In order to simplify SLM&M, the number of exposed web services has been limited to eTOM
level 3 business processes. Naturally processes of level 4 are implemented via appropriate
methods within web services.
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Fig. 10. SLM&M Centralized architecture.

Before analyzing the different SOA modules, it is useful to introduce the interfaces between
SOA modules and network. These interface agents take (Figure 10) in charge low-level
detections and calculations and transmit their results to the SOA modules via dedicated
socket interfaces:

- The IMS agent scans S-CSCF activity and detects service launching ;

- The Application Server agent scans Application Server activity in order to identify the
customer parameters ;

- The Router agents perform network analysis tasks in order to calculate KPIs that will be
transmitted to SOA modules

The SOA Modules expose each eTOM layer:

- WS-Resource: This SOA module is composed of classes implementing operations
defined in the Resource layer of eTOM, as well as corresponding SID entities. It
implements two main eTOM processes already discussed in functional architecture:
Resource Data Collection & Processing, and Resource Performance Management. Both
of them are exposed as web services.

- WS-Service: This module implements various SID entities and operations defined in the
Service layer of eTOM. The module exposes processes as web services responsible for
quality indicator mapping and analyzing.

- WS-Customer: This module implements functionality defined in the Customer layer of
the eTOM and its SID model. It exposes Customer QoS/SLA Management web service
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responsible for SLA verification. It retrieves the KQIs of the currently delivered service,
loads the customer profile and subsequently detects any SLA violation.

- BPEL Engine: The BPEL Engine module implements a BPEL process that invokes the
web services described above and synchronize their interaction.

- Web interface : To monitor the SLA operation and its process, the BPEL engine features
a web interface that allows to:

Show messages exchanged between web services (XML/SOAP) and modules.

List performance indicators collected from the network layer entity

Monitor the activity and performance of physical resources such as network
routers and logical entities such as CSCFs and the HSS (Home Subscribe Server).
Check the provisioning chain of QoS management: PCRF, PCEF.

View the results of the audit and SLA verification, the customer class, and values of
KQIs.

5.3 Distributed architecture and continuous monitoring

To reduce SLM&M complexity, an enhanced architecture proposes to split the RDC&P into
many smaller distributed and decentralized components. Additionally, continuous
monitoring functionality has been added to the system (Figure 11).
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Fig. 11. SLM&M distributed architecture.

However, the centralized web services that allow KPIs and KQIs monitoring are still relying
on BPEL technology and still are very resource and time consuming. Indeed, the
distribution of the Resource processes allows not only to share processes of KPIs but also to
evaluate services locally. Thus, the distribution of EJB modules becomes necessary to
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incorporate mechanisms for monitoring locally but also to allow a local correction of QoS
degradation and anomalies.

The new functional architecture of SLM&M (Figure 12) consists therefore of two main
modules:

- Assurance Layer: represents the SLA verification process as defined in eTOM in both
layer Customer and Service. Thus, processes that are related to operations Fulfilment
and Assurance, and the information and data is stored in Customer Inventory and
Service Inventory.

- Monitoring Layer:

o Is distributed, and contains a set of agents and probes that are able to recover all
data in real time (signalization, logging, reservation, configuration, policy, routers
status, etc. ..) and implements all Resource layer processes for SLA verification:
Resource Data Collection & Processing (RDC&P) and Resource Performance
Management (RPM), which are related to each IMS layer (Access, Control, Service).

e Contains a set of processes that are functional in ordering and other SLA
operations of WS-Resource. Also, a synchronization module that is necessary for
detection and control of events in the network, such as planning activities and
communications on one hand between the distributed modules (first part) and also
between Web services exposed (Layer).

Service Problem
Management

——r——— : Retention & Loyalty

Resource Trouble
Management

Resource S ASs Module
[ ReM_]
[[rocP ]

Fig. 12. The main layer of SLM&M: Monitoring, Assurance.
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The proposed functional architecture supports three communication channels between
different modules:

- TCP / IP between agents and the synchronization module,

- SOAP / XML between layers of eTOM (Resource, Service, Customer) or WSs

- With ability to use XMLCONF between the synchronization module and management
in case of SLA violation.

5.4 Correction architecture

The architecture of SLM& M consists of two layers: Assurance and Monitoring, by analogy
with the previous architecture (distributed). The Monitoring layer is distributed and
contains only two main processes of collection and processing of information.

New processes must be integrated in a centralized way; a distributed integration can
overload collection agents in routers and. For example in a router memory is crucial,;
collection agents and processes DRC & P and RPM are reasonable for just performance
collection and data local treatment. However, the addition of another process could
overload the router that needs its capacities for traffic conditioning and processing.

The Resource Trouble Management process (RTM) catches alarms that reflect a degradation
of service resulting from a physical or logical related to equipment; this process then tries to
make a preliminary correction of the service and notifies WS-Service.

The WS-synchronization process is located in the same server as WS-Resource, so that this
server can synchronize incoming events and data collection, and decide either to perform a
normal SLA verification, or to report a violation. Also, the Resource Provisioning process is
responsible for making resource reservations with respect to solution recommendations
provided by WS-Service. WS-Service adds to its repertoire Service Problem Management
(SPM) processes.

The interaction between WS components of SLM&M is through SOAP/HTTP, whereas the
interaction between Monitoring layer of SLM &M and IMS layers uses Java-based client /
server communication, with a spare possibility of using XML/RPC (Mi-Jung et al., 2004)
between the (Resource, IMS ASs) and WS-Resource modules.

6. Implementation and results
The implementation encompasses three fundamental components:

- The IMS network for service delivery: control entities (CSCF, HSS) and Application
server for video streaming VoD.

- The QoS management: PCEF and PCRF.

- The Monitoring and managing System: SLM&M.

6.1 Trial infrastructure in SLA verification
The trial architecture exposes the function of each component.

The test bed is composed of (Figure 13):
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- A core router and two edge routers (Linux boxes) defining a DiffServ-enabled network
on which are connected an IMS terminal ad an Application Server;

- This network is controlled by the OpenIMS (Open IMS Core) system which is deployed
in the core router Linux box;

- A management server supports the QoS monitoring/ Assurance functionality.
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Fig. 13. Centralized trial infrastructure.

6.2 Trial infrastructure for SLA violation

The implementation architecture features two sub-architectures for the service provisioning
and for service management and correction services.

The Supply Architecture which contains an IMS network that includes both the signalling
and the media planes. The architecture includes three routers to transmit the media stream;
a central router supports the IMS system. The PCRF (Policy and Charging Rule Function) is
becoming an autonomous entity and includes other features such as policy management,
and both edge routers include the PCEF (Policy and Charging Enforcement Function)
functionality to receive and execute policies or PCC rules (Figure 14).

Monitoring and management architecture: SLM & M is divided into two layers

- Monitoring Layer: contain the two WSs Resource and Synchronization, with the
integration of RP and RTM processes and Resource Inventory, so the layer includes the
functionality of PCRF for QoS management and control.
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- Assurance Layer: contain both servers and WS-Customer and WS-Service, and integrate
process and Fulfilment and Assurance, that will be activated in SLA correction and
violation.
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Fig. 14. Centralized trial infrastructure.

The supply architecture provides a set of IMS services, when a client requests a VoD
streaming service, the provisioning chain stimulates IMS entities to provide a resource
reservation and QoS management. The SLM&M in supply, after ordering operation, start
collection of configuration data for a normal SLA execution. Anomaly detection or
exceeding threshold causes an activation of SLA violation processes for restoring service
into normal level.

The SLM&M must be reactive by rapid detection of QoS degradation or anomalies, followed
by an attempt to resolve troubles, that activates the Assurance process and if necessary the
Fulfilment process.

6.3 Scenarios

The test scenario includes three cases, a customer Alice with Platinum class that requires a
VoD service:

- The client receives service with perfect QoS;
- Anoverloaded network with a slight QoS degradation;
- Network Congestion and violation of SLA.
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6.4 Results

The results expose several parameters relating to monitoring service and performance of
SLM&M in centralized and distributed architecture, and response time in trouble detection
and SLA violation.

6.4.1 SLA verification in centralized architecture:

Case 1: The QoS offered to Alice and Bob matches SLA contract, perceived video quality is
satisfying (Figure 15).

Fig. 15. Video bandwidth =128kbps.

Case 2: the network conditions, hence video quality, deteriorate proportionally to mass of
competing services for lost packets and reduced flow rate (Figure 16).

—= e

Fig. 16. Video bandwidth =76kbps.

Case 3: competing services overload the routers: queues fill in gateways, impacting delay
and jitter. Routers discard packets in excess, this causes static pixels in video (Figure 17) and
in some cases service cancellation.
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Fig. 17. Video bandwidth =40kbps.

The platform succeeds in identifying accurately deterioration of delivered services. The cost
in terms of response time has been evaluated as well. It is observed that response time for
Resource-WS is much longer than for other web services, due to complexity of its tasks
(Figure9, 10).
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Fig. 18. Response time for different web services (Client: Alice).

The number of web services and their internal functionality has a considerable impact on
running time of SLA verification. This led to limit the exposed eTOM processes to level 3
and to implement sub processes via internal java methods.

6.4.2 Centralized vs distributed architecture

The execution time in SLA verification is composite, and is directly related to processing
time in each WS. This time varies depending on the number of planned operations, WS state
and SLM&M conception. Similarly, nature of communication technology between entities
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plays a vital role in reduction of complexity and processing, which highlights the advantage
of using TCP /IP for exchange parameters of service and performance indicators and
transmission at higher levels in order to achieve continuous monitoring.

The response time of WS-synchronization and other agents resource is short compared to WS-
Resource in SLA verification, because of the processing performed locally in each device, that
has a potential to reduce traffic between Monitoring and Assurance layers, as well as it reduces
response time compared to centralized architecture in tree cases (Figure 19).

Time(ms)
600

500 —

300 =
= —+SLM&M Centralised

-=-5LM&M Disrtibueted

200

100

0 Case
1 2 3

Fig. 19. Response time (ms) for centralized and disturbed architecture.

The processing of parameter flow in entity level allow a real-time control of multiple QoS
and services, however a router must have enough memory for traffic conditioning, although
using control function as treatment and comparison with thresholds can reduce its capacity
in terms of CPU and memory.

The distributed architecture provides a Monitoring layer that alerts Assurance layer within a
very short time or near real time, and allows rapid processing of SLA violations, compared
to another architecture where several treatments must be executed to detect degradation
QoS or failure of an entity.

6.4.3 SLA violation

Alice has registered in the IMS system with QoS classes Gold. The goal is to perform SLA
Assurance tests in three representative cases and to compare results for SLA correction with
Assurance and Fulfilment.

The MOS-AV (Mean Opinion Score-AudioVisual (BELLAFKIH et al., 2010) is a quality
indicator for detecting user satisfaction requiring a video flow such as VoD (Video on
demand) or IPTV (IP Television). It is a quantitative indicator taking values between 0 and 5.
The MOS-AV reflects user satisfaction and SLA violation in our case the value 2.5 represent
a QoS degradation and SLA violation (Figure 20).
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Fig. 20. Customer satisfaction during a time interval after SLA verification and correction.

The MOS-AV indicator reflects customer satisfaction. When detection thresholds are
exceeded or values of MOS-V become critical, SLA violation has launched the first attempt
with confidence and was successful in restoring normal levels of service after 7 seconds. The
second violation that requires intervention of Assurance & Fulfilment takes 17 seconds to
restore the service. These results are justified by the architecture that used WSOA and
interaction between different WSs and attempted solutions.

7. Conclusion

The proposed approach is based on the QoS provisioning architecture proposed by 3GPP
with eTOM Assurance capabilities of QoS monitoring. SLM&M uses the new concepts of
SOA and BPEL in managing and monitoring network and also must meet several
constraints of instrumentation. The first version of the platform was centralized to address
all performance data in a central node, this design offered SLA verification but still
remained isolated from IMS network and real events. However the IMS network requires
permanent and real time monitoring rather than just a sporadic SLA verification.

The solution to distribute Resource layer and processes of the eTOM and their adjustments
to each layer of the IMS (Access, Control, and Service) is appropriate, as the creation of a
WS- Synchronization which synchronizes operations process WS-Resource and their agents
in network layer, in addition provides operations in the monitoring layer of SLM & M. The
distributed architecture demonstrates its ability in terms of response time and is preferable
to a centralized SLM&M.

The life cycle of SLM&M has three main stages: a real-time monitoring of services and
resources to detect anomalies or degradation, followed by a stage of responsiveness to
correct troubles, and the final step is to be proactive in order to estimate the behaviour of
service and resource by correlation and root cause analysis of service impact. The proactive
property will be integrated with QoS mechanisms that predicted from current data, a
mathematical model or stochastic processes that come into the perspective.
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1. Introduction

The ever-growing demand of high-quality broadband connectivity in mobile scenarios, as
well as the Digital Divide discrimination, are boosting the development of more and more
efficient wireless technologies.

Despite their adaptability and relative small installation costs, wireless networks still lack a
full bandwidth availability and are also subject to interference problems.

In context of a Metropolitan Area Network serving a large number of users, a bandwidth
increase can turn out to be neither feasible nor justified. In consequence, and in order to
meet the needs of multimedia applications, bandwidth optimization techniques were
designed and developed, such as Traffic Shaping [1-3], Policy-Based Traffic Management [4-
8] and Quality of Service (QoS) [9-17].

In this paper, QoS protocols are adopted and, in particular, priority-based dynamic profiles
in a QoS wireless multimedia network. This technique [18-20] allows to asssign different
priorities to distinct applications, so as to rearrange service quality in a dynamic way [21,22]
and guarantee the desired performance to a given data flow.

In particular, the platform can manage two levels of priority: among different users and
within a single user’s connection.

In the former kind of priority management, those users whose guaranteed bandwidth is
higher, will be proportionally assigned a greater part of the shared bandwidth.

The latter case refers to each single user, whose distinct services are assigned distinct
priorities. Each profile, in fact, allows the real time management of services, and the priority
parameter is used to queue the desidered services properly.

A complete testbed involving 80 users approximately is here presented, where such
technique is adapted to the specific requirements of the plant.

The network infrastructure installation is detailed, the whole QoS system developed is
described and four measurement campaigns are reported.
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The whole testing was directed by WiLab (www.wilab.org), which includes the IEIIT-CNR
(National Research Council of Italy, IEIIT Bologna unit) and a portion of the TLC scientific
community at Bologna University (Italy). The design and technical aspects of the problem
were and are still being carried out by such group.

The proposed platform aims at supporting a Wireless Internet Service Provider (WISP) in
the management of its network infrastructure in a user-friendly and straightforward way. It
can be accessed through the Internet and lets the network manager define different access
profiles and supervise all the users’ connections.

The QoS service, in particular, allows to set each user’s minimum bit rate guaranteed and
maximum supported, enable services such as VoIP, FTP, Mail and P2P and assign them
specific priorities.

The network scenario installed and used for the testbed includes an Internet gateway, a
server which hosts the whole infrastructure control system and five sectoral distribution
devices.

The software platform allows to define some distinct kinds of priority-based connection
profiles, each characterized by a set of different parameters and a diverse commercial value.
Personal data can also be managed, each corresponding to the user’s kind of connection
profile subscribed.

Reports about connections and traffic statistics are also at disposal, also useful to law
purposes. A continuous monitoring of the wireless network infrastucture is also possible.

All the above features can be easily managed through specific user-friendly portals.

This kind of services are fundamental in many application fields, ranging from Intelligent
Transportation Systems (ITS) and Infomobility to “Smart Cities”, where wireless
applications guide the user in most of his activities.

The paper is organized as follows: Section 2 describes the testbed setup and the QoS
software developed. Section 3 details the results of the four measurements campaigns.

These techniques, addressed to to real applications, are discussed in the following: the
PEGASUS project about the support of real time in Infomobility is discussed in Section 4.
The Smart Cities scenario is presented in Section 5. Conclusions and future tesbed
extensions are discussed in Section 6.

2. The network infrastructure and QoS system

Although the main purpose of this work is to present measurements, it is important to
describe the testbed setup and some related installation problems, as well as the QoS system
and its main principles.

2.1 Testbed setup

The network plant is depicted in Fig. 1 and, from the left to the right, involves a Shelter for
Internet distribution (A) which, due to property reasons, could not host the QoS
Management Server (B), installed 1.2 km away (Link 1).
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Such system runs on a Dual Xeon 2 GHz, 8Gb di Ram, 80Gb SAS Raid 5 server and
comprehends a Radius authentication server, a PPPoE concentrator and the whole QoS
management software.
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Fig. 1. the QoS equipment.

A HiperLAN link starts here and connects the management server to a waterworks area (C)
15 km away (Link 2). In such area, two sectoral distribution equipments were setup and
serve 35 users approximately.

A further antenna allows to reach the last distribution area, situated near a football pitch (D)
10.5 km away (Link 3), and including three further sectoral distribution equipments for 45
users approximately. Such antenna had to be setup since some unfavourable features of the
ground prevented a direct connection from being created.

The indirect link creates a bottleneck and forces the waterworks area to support some of the
traffic surrounding the pitch.

A further penalty is that the same pylon which hosts the antenna in area (C) also carries some
television and microwave aerials. In consequence, some devices not optimally shielded were
initially blocked and even damaged and the available bit-rate is still being diminished.

In addition, some further installation problems were caused by the daily activation of the
waterworks pump, which produced strong perturbations to the electric network,
consequent blocks of many devices and even breakdowns. This problem was solved by
means of an electronic filter.

All the above problems would have obviously prevented 80 users from being propely
served, unless a bandwidth optimization method and traffic management were adopted.

2.2 The QoS architecture adopted

The QoS scheme is based on the dynamic assignment and redistribution of bandwidth on
the basis of priority and users’ profiles. The main parameters of each kind of profile are
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summed up in Tab. 1. In particular, when QoS management is enabled in a profile (QoS
flag), different priorities can be assigned to distinct protocols.

Parameter Description
Name Profile name
Description Profile description
Upload bandwidth Max upload bandwidth (kbit/s)
Upload guaranteed Min upload bandwidth guaranteed (kbit/s)
Download bandwidth Max download bandwidth (kbit/s)

Download guaranteed

Min download bandwidth guaranteed (kbit/s)

QoS

Flag for enabling QoS traffic management

Table 1. main fields of a connection profile.

Fig. 2 shows the graphic interface for the definition and management of each type of profile.
The seven panels “Band 17,. .. “Band 7” on the right allow to assign priorities, 1 being the
highest, 7 the lowest. In particular, a protocol can be associated to a specif priority by
dragging and dropping its name in the chosen band panel.

The minimum bandwidth guaranteed (in percentage) and maximum available must also be
setup for each sub-bandwidth. Once a profile has been defined, it can be assigned to many
distinct users, so as to tailor service supply easily and quickly.

Reserved area:

Welcome Andrea Toppan

Viewing profile qos

All profiles

Profile Data

Name: gos

Description: gos

Upload bandwidth (kbit): 4000 with 400 guaranteed
Download bandwidth (kbit): 4000 with 400 guaranteed
QoS: enabled

et

FTP Data

Small Packets
Not Classified ——

Fig. 2. priority assignment through dragé&drop operations.

As far as dynamic QoS management is concerned, the basic idea is to limit both upload
and download operations through the Egress policier (www.egress.com), so as to discard
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all the packets whose speed exceeds a maximum value set. To this purpose, queuing
algorithms are applied and bandwidth can consequently be tuned according to actual
availability.

Some problems had to be solved along the way: shaping could only be applied to the
outgoing traffic, already processed by the kernel, whereas both the uploading and
downloading flows should normally be shaped by queuing methods on both the incoming
and outcoming interfaces. In this case, though, many independent PPP interfaces were
simultaneously active and each PPPoE was thus identified through a PP system interface
numbered N (PPN, N =0, 1,. ..).

In consequence, two further difficulties had to be faced:

1. too many iptables rules were generated and so was a further branch in the queuing
structures;

2. the htp qdisc bandwidth sharing capabilities could not be fully exploited and no
minimal bandwidth per PPP connection could be guaranteed.

As a matter of fact, each PPP having its own independent queuing, the traffic on the
network interface was managed in an unpredictable way: no minimum bandwidth per
connection could be even assigned and the unexploited bandwidth could not be
dynamically and equally redistributed among all connections.

In order to handle the above situation, a qdisc (common to all connections) and subclasses
for each kind of connection (with minimum and maximum bandwidth set) were defined, so
as to redistribute unexploited resources among tunnels.

To this purpose, a hierarchical structure based on HTB (Hierarchical Token Bucket,
http:/ /luxik.cdi.cz/~devik/qos/htb) queuing was developed, whose nodes specify their
own minimum and maximum bandwidth. In this way, the traffic of each tunnel is
forwarded to the class it pertains to, so as to achieve the desired result.

Nevertheless, qdiscs can only manage the traffic of their own interface, so it was still
impossible to identify a single connection by accessing the network interface of the PPPoE
server. Each connection, in fact, is managed as a separate network interface.

An IMQ (Intermediate Queueing Device, www linuximgq.net) interface was thus adopted,
which allows to manage qdiscs and the whole traffic: iptables are deviated to such interface
and traffic can be shaped. Each single PPP interface must be assigned a connection identifier
and sent to the IMQ, where connection classes were defined.

In this way, each connection can monitored, traffic can be classified on the basis of protocols
and the most important flows are assigned the highest priority.

Another problem faced was that each packet could only be marked by means of an an
identifier, so, theoretically speaking, the simultaneous identification of connections and
protocols within a session was impossible.

Several tests demonstrated that the problem could be solved through the joint use of
u32filter+MARK and CLASSIFY TARGET. This was done defining a further HTB class
structure in the PPPN interfaces.
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The bandwidth redistribution problem having been solved, attention could be focused on
flow priority within each connection.

Fig. 3 shows how queuing algorithms were applied. A root node (qdisc) was created in the
imq0 interface; class 1:1 was added in order to define the total bandwidth (100 Mbit/s in this
case). Subclasses were then defined for the management of single connections, each
specifying the minimum guaranteed (rate) and maximum at disposal (ceil).

Note that a higher QoS could be achieved if the SFQ (Stochastic Fair Queuing) were applied,
so as to manage single flows through a Round Robin policy.

In order to manage priority of single flows, a hierarchic structure was created within each
PPPN interface.

As in the former case, several subclasses were added to the root node (qdisc), each with a
minimum and maximum bandwidth; the SFQ algorithm was applied afterwards. A u32filter
list is defined in the root node of each interface, so as to drive single packets on the class
they pertain to on the basis of their protocol. Packets were initially divided by the CLASSIFY
TARGET tool according to the connection; a further division was then made by
u32filter+MARK on the basis of protocols.

Besides, the identifiers range is 1:10000 and 1:65535 in hex, so the highest attention must be
paid to each class handles. The following synatx was adopted:

iptables -t mangle -A POSTROUTING -j CLASSIFY --set-class x:y

In this way, filters could be avoided and everything is managed by iptables.

htb qdisc
default 9999 L
hitb class

I s

unmanaged traffic

filter hancle 97

P——
PPPO PPPN

htb class ;
rate 00NM ceiloon [REE]

htb gdisc
Fate DN ceil DN

I b class 5 hiblass - htb class 2 htb class o heb class

htb class
mecoimceioot [RA .
sfq qdisc ( sfq qdisc - ( sfq qdisc . [ sfq qdisc . ( sfq qdisc sfq qdisc .

band 1 band 2 band 7 band 1 band 2 band 7

Fiter handie 1010 fikter handle 1020 ier handle 1070 filter hancle 1110 filter handle 1120

Fig. 3. hierarchical QoS management.
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2.2.1 Statistics

The platform allows to visualize information about the infrastructure and its use and, in
consequence, to make statistics about connected users and their traffic volume.

Fig. 4, for instance, refers to all the users’ total connection time. For the sake of compactness,
only a small excerpt was reported.

Diagrams are also available describing the system components, such as CPU load, network
load and many others.

Reserved area: Global statistics (Users online in the last 24 hours)

Andrea Toppan
I— User_id Connection time Upload Download Online

|| 12 days, 20 hours, 47 minutes, 6 seconds | 19.51 MB| 208.73 MB| OFFLINE|

95 days, 19 hours, 23 seconds

Fig. 4. small excerpt from all the users’ total connection time.

As far as each user is concerned (Fig. 5), the following data can be monitored: connections,
data volumes exchange, diagrams about his or her traffic and, as indicated by law, packets
logging.The authentication system adopted is Radius and traffic is encapsulated through
the PPPoE protocol. In consequence, a PPP tunnel is active between each user and the
server.

3. Measurements campaigns

As already anticipated, the main concern of this paper is to present a realistic testbed for
QoS management; four measurements campaigns carried out are described in the following,
whose scenario was described in Section 2.1 (Fig. 1).

The adopted dynamic priority-based method is twofold. On the one hand, users are
assigned the shared bandwidth on the basis of their profiles: the higher the guaranteed
bandwidth, the higher the shared bandwidth assigned. On the other hand, not only users
but also services within a profile are prioritized, so each user is aware that his or her
bandwidth is accordingly shared among his or her applications.

The QoS management is presented in an increased way: no QoS in the first campaign; QoS
with neither minimum nor maximum set in the second; minimum and maximum
bandwidth defined in the third; dynamic redistribution is also managed in the fourth.
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Subscription analysis for v e

Connection time Upload byte Download byte
Current connection uptime: Current connection upload bytes: Current connection download bytes:
20 hours, 44 minutes, 42 seconds 2.97 GB 7.27 GB
Last 24h connection uptime: Last 24h upload bytes: Last 24h download bytes:
20 hours, 44 minutes, 42 seconds 2.97 GB 7.27 GB
Last week connection uptime: Last week upload bytes: Last week download bytes:
20 hours, 45 minutes, 2 seconds 297 GB pNetwork
Last month connection uptime: Last month upload
20 days, 4 hours, 22 minutes, 41 seconds 10.86G8 .,

User is online with ip 10.67.10.12 Traffic Stats - by day

bytes par second

10 k
i lu
’ B 1

Mon 00:00 Mon 12:00

O Dewnload Cur 2.66k Min 0.00 Avg: 6. 84k Max: 26. 99k
W Upload Cur: 6.3%k  Min 0.00 Avg: 4.85k  Max: 6. 43k
Last update: Mon Mar 9 21:40:07 2009

Fig. 5. statistics about a single user.

3.1 Throughput on single links (no QoS)

The first campaign represents throughput maximization in the single links of the whole
infrastructure. Fig. 6 shows results in Link 1, from the Shelter to the Management Server.

[~ 1000000

— 500000

T T l T T T T 'I T T T T ] T T T T ] T T T T I T T D

850s 900 s 950 s 1000 s 1050 s
Fig. 6. throughput in the link from the Shelter to the Management Server (bit/s).

The above measurements were performed using the following tools: (1) Iperf
(www.noc.ucf.edu/Tools/Iperf), which allows to send a TCP or UDP data streams and
measure their throughput; (2) WireShark (www.wireshark.org), a network analyzer which
allows to capture and diagram Iperf streams.

In this campaign, the Iperf server was installed on an Acer Travelmate with Linux Debian
OS and located in the B node, so as to receive UDP connections. A Macbook Pro with Mac
OSX Leopard was used as the client.
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Nodes A, C, D hosted laptops for the connection to the Iperf server. In this way, throughput
could be measured first in Link1, then Link2 and Link 3 and finally in Link2 + Link3.

The highest UDP throughput at disposal in Iperf connnections was set to 10 Mbit/s; results
are reported in Tab. 2 and derive from a large number of measurements properly mediated.

Note that the throughput from the Management Server to the football pitch (Link 2 + Link 3)
is almost 2Mbit/s lower than in single links 2 and 3: this derives from the the same device
being charged of both signal reception and transmission.

Link Description Throughput
Link 1 From the Shelter to the Management Server 7.8 Mbit/s
Link 2 Management Server to Waterworks 6.6 Mbit/s
Link 3 Waterworks to Football pitch 6.9 Mbit/s
Link2 + Link 3 Management Server to Football pitch 5.2 Mbit/s

Table 2. results in single links.

3.2 QoS applied to multimedia TCP flows (no min/max bandwidth set)

The second campaign aimed at verifying the efficiency of the QoS management server. The
Iperf was moved in the (C) node, so as to check Link 3.

An ethernet cable subsituted the wireless connection during a PPP connection. Delays and
packet loss, in fact, are not particularly relevant in this kind of control, attention being
mainly focused on flow management.

The following tools were adopted: (1) QoS Server; (2) Server-side Vlc for MMS over http
video flow transmission (www.videolan.org/vlc); (3) Client-side Vlc for flow reception; (4)
WireShark.

Fig. 7, diagrammed through WireShark, represents the scenario and the first measurements
of this campaign. It refers to the following profile: no QoS applied, symmetric upload and
dowmlod of 1Mbit/s, no bandwidth guaranteed. The client receives the first video (red line)
until second 230, then the second video (green line) starts and the firts one is interrupted at
second 280.

As expected, in the concurrent period (sec. 230 to 280) both TCP videos are blocked, the
bandwidth being inadequate to support both of them.

Fig. 8 represents the second test and involves three videos on three distinct ports; in this
case, a QoS profile was enabled which guarantees an increasing priority from the first to the
third flow.

First starts the video on the lowest priority port (blue curve); the intermediate priority video
starts 20 seconds later (green curve) and, in consequence, the first data flow declines. In the
period between sec. 40 to 80 the maximum throughput was increased, so as to emphasize
the effect of dark and still scenes in the second video. In this way, the total throughput is
constant and bandwidth waste is kept under control.
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Fig. 7. two concurrent video flows without QoS (bit/s): scenario and results.

The same observations apply to the third and highest priority flow (red curve): the three
videos share the bandwidth and, thanks to QoS, the lowest priority one is flattened, the
medium is assigned less bandwidth and the highest has the best quality.

. TCP : port 8081 .
client - - - server
TCP : port 8082
P Q____ 5000000
TCP : port 8083 i
- - - -
— 2500000
1 T T 0
Os 20s 40s 60s

Fig. 8. three concurrent videos with QoS (bit/s).

3.3 Bandwidth control in QoS management

As the previous measurements showed, the QoS policy adopted helps to avoid bandwidth
waste and guarantees a better service, especially for VoIP, IPTV support etc.



A Testbed About Priority-Based Dynamic
Connection Profiles in QoS Wireless Multimedia Networks 87

Nevertheless, this kind of priority management among traffic classes implies the almost
complete cancellation of the less important services for the benefit of the most important
ones.

In the initial QoS profile, an increasing priority was assigned to the three TCP flows on
distinct ports. Fig. 9 shows the measures obtained. The less priority flow (blue curve) is
strongly limited by the second one (green curve). They are both flattened when the highest
priority flow starts (red curve).

In order to improve such results, each traffic class was then assigned a minimum and a
maximum throughput (Tab. 3). The third campaign tries to demonstrate the effectiveness of
such method and Fig. 10 reports the results.

— 500
N
= 250
Fal - . 0

0s 20s 40s 60s 80s 100s

Fig. 9. TCP concurrent flows with QoS (bit/s).

Class Priority level Min. bandwidth % Max. bandwidth % at
guaranteed disposal

1 Highest priority 0% 100%

2 Intermediate 30% 30%

3 Lowest priority 20% 100%

Table 3. minimum throughput guaranteed and maximum available, as assigned to single
flows.

Note that an upper bound having been imposed to the intermediate flow, the lowest is not
totally flattened, but only slowed down.

The most priority flow starts at second 50 and, in consequence, the less priority traffic
becomes slower, but not more than the 20% guaranteed. The same applies to the
intermediate flow, for which a 30% at least is available. The highest priority flow, of course,
can not reach the maximum speed.
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As this measure shows, if guaranteed bandwidth percentages are properly managed, a high

QoS can be obtained in an easy and immediate way.
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Fig. 10. TCP concurrent flows with bounded bandwidth QoS (bit/s).

3.4 Proportional reassignment of bandwidth

An important feature that must be handled in this kind of QoS management is bandwidth
reassignment proportionally to each user’s minimum guaranteed.

In this case, three PCs and the usual tools were adopted and two kinds of profiles were

defined (Tab. 4).

Clients Min. guaranteed Max. at disposal
Clients 1 and 2 128 Kbit/s 3 Mbit/s
Client 3 600 Kbit/s 3 Mbit/s

Table 4. Minimum and maximum throughput for each client.

Clients were connected to the server through the PPPoE protocol; the maximum throughput
between clients and server was set to 3Mbit/s, so as to simulate a set of wireless relays.

In this case, the upper bandwidth was to be shared among concurrent users and, in
consequence, none was to reach the maximum.

Results are shown in Fig. 11: initially, the only connected client 1 (green curve) gets the
whole bandwidth available according to his profile (3 Mbit/s).

After 100 seconds approximately, client 2 is also connected, throughput is assigned
according to the minimum guaranteed and exceeding bandwitdh is reassigned according to

such value.
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The two clients share the same profile, so the bandwidth is equally divided and
redistributed.

At second 150 the third client (red curve) connects to the system; the minimum throughput
of his or her profile is four times the others’, so clients 1 and 2 are limited accordingly.

When client 1 disconnects, bandwidth is distributed among clients 2 and 3 in a ratio of 1 to 4.

Finally, client 3 logs out and the whole bandwidth is at client’s 2 disposal.

[~ 5000000
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Os 50s 100 s 150 s 2005 250s

Fig. 11. bandwidth proportional reassignment among connected users.

4. The PEGASUS project: Real time support in infomobility services

One of the most important applications to which QoS techniques have been applied are
Smart Navigation and the braoader field of Infomobility.

Transportation is one of the main fields where advanced technological systems can improve
human life in a significant way: risks due to accidents, time wasted travelling and pollution
could be highly reduced by applications for vehicle localization, behaviour prediction, etc.

These considerations are at the basis of the increasing interest that ITS are gaining in these
years.

Furthermore, the latest study on global urbanization conducted by the Population Division
of the Department of Economic and Social Affairs of the United Nations predicts that, in
2050, nearly 70% of the global population will be living in larger cities [23].

This immense aggregation of people will surely pose great challenges to the sustainability of
modern lifestyle, and the problem of an efficient management of mobility stands out as one
of the most relevant ones.
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As a matter of fact, densely populated cities imply the concentration (from the country) and
distribution (within the city) of massive amounts of people and resources [24].

In addition to the vast economic importance and consequences of such situation, urban and
sub-urban mobility is a serious challenge also due to the circulation of large amounts of
people and goods in a relatively small area. This poses hazards to life and health, especially
for children, the elderly, and unfamiliar visitors, as well as to the environment.

Urban mobility, in fact, accounts for some 30% of energy consumption and 70% of transport
pollution in Europe, and this problem is magnified by the increasing population
concentration in large cities.

In such a scenario, the efficient management of traffic is a challenge that governments,
industries and researchers are forced to face worldwide. Private travellers, commercial road
users, and the public sector are continually searching for new and faster travel routes and
methods.

Roads efficiency can be substantially improved by the deployment of ITS, which exploit ICT
in order to provide traffic safety and efficiency.

ICT can be considered as the foundation for carrying out smart navigation, meant as the
paradigm where mobile entities (vehicles and pedestrians) move wisely through a given
environment, exploiting reliable and timely information about traffic conditions.

In this context, one of the most important applications is the support of real time, meant as
the constant monitoring of traffic and road conditions, and the consequent possible update
of the routes previously suggested. As a matter of fact, the best path in a given situation can
vary when traffic conditions vary and updates should be notified to the user in real time.
Nevertheless, up to now, no simple and marketable product was proposed for monitoring
traffic and providing real time information to road users.

To this purpose, in the framework of the Italian project PEGASUS
(http:/ / pegasus.octotelematics.com/), WiLab aims at exploiting information transmitted
from vehicles to a remote Control Center, so as to provide drivers in real time with updated
information about actual traffic conditions. In this way, a new smart navigation service is
supported. In particular, the objective is twofold:

e investigate the impact of smart navigation on the communication networks load;

e investigate the impact of real time updates on traffic management efficiency; as a matter
of fact, vehicles equipped with smart navigators are constantly sent information about
actual roads conditions;

In Fig. 12, the smart navigation scenario considered and developed at WiLab is shown:
vehicles are equipped with on-board units (OBUs), which periodically transmit their speed
and position (known through the GPS integrated on board) to a Control Center. Such data
are transferred through the General Packet Radio Service (GPRS) network.

The fleet equipped with OBUs is addressed as floating car data (FCD). In March 2010, the
Italian FCD to which the PEGASUS project refers, reached over 1.000.000 equipped vehicles
(OctoTelematics, 2010); this number is to increase quickly (note that the number of public
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and private vehicles in Italy was 34 million back to 2003 [25], hence the FCD is a not
negligible percentage of the overall private vehicles number).

All such data are processed and exploited for the real time dynamic navigation of vehicles
(hereafter Dynamic Route Guidance, DRG); the same information can also be forwarded to
public or private institutions for traffic management, etc.

In the near future, almost all vehicles will be able to send real time information, and the
majority of drivers will take profit of data properly processed and of applications beyond
traffic management, such as safety and entertainment.

In this scenario, telecommunications systems will be required to transmit information
quickly and reliably, both among vehicles and between vehicles and remote control centers.
Which technologies are to be chosen, how priorities must be managed, which capacity is
required, are still open issues.

I
: . Control Center

Fig. 12. Smart navigation scenario.

The mobile network is, at present, the only one adopted for vehicles-Control Center
communication; nevertheless, the quantity and size of information is to increase.

Urban networks, thus, can turn out to be a precious support for existing infrastructures,
especially if properly managed through effective QoS techniques.
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5. The smart cities scenario

The QoS testbed is currently being applied to Smart Cities scenarios, a class of applications
which are gaining an increasing attention.

As  described by  William J. Mitchell ~(MIT, Smart Cities Group,
http:/ / cities.media.mit.edu/): “Our cities are fast transforming into artificial ecosystems of
interconnected, interdependent intelligent digital organisms. Emerging applications in the
ICT field are poised to reshape our urban environments”.

In this context, wireless architectures and QoS infrastructures become nodes of a TLC
network, which collects information from the surrounding areas and consequently supplies
citizens with advanced infomobility services.

A very diffused and challenging problem to face is where hardware can be installed, since
many areas and city centers are protected and regulated by severe rules by the Ministry of
Culture and Heritage.

A possible solution is to place the whole hardware within preexistent structures, such as
electricity posts, properly adapted in order to host the required technology.

A testbed based on this approach adopts “Intelligent Posts” hosting both hardware and
software (Fig. 13). Such posts were installed by the WilLab group, in cooperation with
Fondazione Almamater and Ghisamestieri within Villa Gandolfi Pallavicini (Bologna, Italy).

Fig. 13. Posts by Ghisamestieri for Smart Cities.
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In this case, the effective management of QoS is tested in order to supply citizens with
several services, such as video surveillance (both wired and wireless data transmission
involved), integrated image analysis, Internet connection within urban environments, RFID
services for tourists, emergency calls, radiodiffusion, fire prevention, parking management,
localization, diagnostics and control by television. In addition, sensor network data
collection, traffic information, access control, mobile payments, vehicle tracking, user-
generated contents, energy management, etc.

Through QoS management, such services will be configured dynamically on the basis of
bandwidth availability. According to the throughput actually available in a specific
temporal slot and thanks to a constant monitoring of radio resources on each route, both
services to be offered to the user and applications to be kept active can be chosen.

More specifically, the testbed is addressed to transport improvement and traffic reduction
through smart navigators.

6. Conclusions and future QoS testbed extensions

Coming back to the tests in Sections 2, 3, PPP tunnels between the server and users can be
temporarily closed, when packet transimission is slowed down by interference or machinery
stops.

The first problem is that, in case the PPP LCP surveys trouble situations, the channel is
closed and the client disconnected. An authomatic procedure is in charge of reconnection,
but a time waste in PPP tunnel setup as well as abrupt disconnections are bound to take
place.

A second problem derives from traffic limitation and control being handled by a single QoS
server: in this case, data are properly limited only after they have crossed one or two links.
In other words, in case an authenticated user sends an UDP data flow larger than his or her
maximum upload bandwidth, such flow will be diminished only after reaching the QoS
server. Meanwhile, the available bandwidth will be unproperly occupied by such flow.

On the basis of such considerations, the testbed will be extended according to two different
scenarios of distributed QoS architectures [26-28]. The first one is depicted in Fig. 14 and
aims at avoiding tunnel closure in case of interference and packet loss.

In case many relays occur between the client and PPPoE concentrator, packet loss can
increase; the idea, thus, is to shorten the tunnel, so as to integrate the PPPoE concentrator
and the transmitter. In this way, all PPP features could be maintained and its limitations
diminished. The tunnel, in fact, would be established between the client’s CPE and the
nearest transmitter and communication between the transmitter and the main server could
be based on TCP/IP.

Furthermore, if interferences between transmitter and main server would take place, packets
could be relayed without PPP tunnel drops.

A disadvantage could concern uncoded communication between the main server and
pylons. Possible solutions could be the activation of encrypted systems or a PPP tunnel to
the main server. In this case, the user would not even perceive any link failure.
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Fig. 14. first extended testbed scenario.

The second scenario (Fig. 15) aims at solving the second problem arisen: the idea is to apply
the first control on users” bandwidth at the pylon.

INTERNET

Radius Server
802.11g diffusion

PPPoE

Fig. 15. second extended testbed scenario.
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As for the PPPoE concentrator, the QoS manager itself could be integrated in the transmitter.
On the one hand, this kind of control logic decentralization would solve the problem of link
saturation in case of heavy UDP uploads. On the other hand, the server would be spared
from an exceeding traffic in case of network expansion.

Two further difficulties arise: firstly, connection plans are not anymore managed by a single
server in a centralized and transparent way. In consequence, a new communication protocol
is required for the authomatic configuration of devices on the pylon when the main server
configuration changes.

In addition, logic decentralization can cause more frequent failures of important
components. If a failure occurs of QoS or PPPoE components, thus, an infrastructure is
needed that prevents connections from being denied.

A switch, for instance, could be used to disconnect out of order devices and the main server
would be in charge of guaranteeing connectivity until the problem is solved.

At present, the idea is to avoid a complete implementation of the above scenarios, using
simulation tools instead. In particular (Fig. 16), the QoS impact could be evaluated through
the joint use of the actually developed parts and simulators.
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Fig. 16. A schema for the simulation of QoS server impact.
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1. Introduction

About ten years ago, WCDMA ! based the third generation mobile systems started to be
deployed worldwide. Besides to support basic mobile data services such as file transfer and
internet surfer, etc., UMTS has one of the most significant archievements which can support
a richer variety of services with QoS guarantee, such as video, VOIP, etc. Quality of Service
(QoS) is defined as “the collective effect of service” performance, which determines the degree
of satisfaction of a user of the service in the ITU-T recommendation E.800. At a technical
level, QoS can be characterized by service availability, delay, jitter, throughput, packet loss
rate (Nortel White Paper, 2002).

3GPP has put many efforts to define and standardize a QoS framework for data services,
specially IP-based services. The standardization of a UMTS QoS model started in 1999. the
development was based on the following key principles: operation and QoS provisioning
needed to be possible in the wireless environment, usage of the Internet QoS mechanisms,
applications and interoperability. This chapter is aimed to provide an overview of the UMTS
end-to-end QoS architecture, describe how the QoS requirements to be realized from top layer
to wireless links.

2. WCDMA QoS architecture

QoS standardization in UMTS PS domain enables UMTS to provide data service with
end-to-end QoS guarantees. 3GPP proposed a layered architecture for supporting end-to-end
QoS. It includes the following key elements (Sudhir Dixit et al., 2001):

* Mapping of end-to-end services provided by the UE, UTRAN, Core Network (CN), and
external IP networks;

e Traffic classes and associated QoS parameters;
e Location of QoS functions;

* QoS negotiation;

¢ Multiplexing of flows onto network resources;

* An end-to-end data delivery model.

! Wideband Code Division Multiple Access W-CDMA - the radio technology of UMTS - is a part of the
ITU IMT-2000 family of 3G Standards.
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The layered UMTS QoS architecture is shown in Figure 1. The UMTS network can provide
end-to-end QoS services from a Terminal Equipment (TE) to another TE. A network bearer
service describes how to realize a certain network QoS. It is defined by the control signaling,
user traffic transport and QoS management functionality, which enabling the provision of
a contracted QoS (Sudhir Dixit et al., 2001; 3GPP23107, 2011). As the end-to-end service is
conveyed over several networks, the end-to-end bearer service consists of different network
bearer services. The end-to-end bearer service can be decomposed into TE/MT local bearer
service, the UMTS bearer service and the external bearer service.

I UMTS 1

TE/MT Local UMTS Bearer Service Eﬂemal Bearer
Bearer Service
Raubo Bearer |LI Bealer Backbone
Bearer Service
| ] | .
UTRA Physical
FDNTDD Bearer Service
Service

Fig. 1. UMTS QoS architecture

The TE/MT local bearer service provides communication between the TE and MT parts.
MT (Mobil Terminal) provides connection to the UTRAN with basic functions, such as radio
attachment to 3G network, authenticating the CS/PS domain, mobility management, etc. TE
support call control, authenticating the IMS subscription, etc.

The external bearer service deals with the interoperability and interworking aspects with
external IP bearer, and provides the appropriate functionality to support it. It is logical located
in the GGSN, which is the gateway of UMTS to external network (Sotiris et al., 2002).

UMTS bearer service provides service by using the radio access bearer service (RAB) and the
core network bearer service. The detail is given in the following.

2.1 UMTS bear service

The UMTS QoS is provided by the UMTS bearer service. It includes the radio access bearer
service and the core network bearer service. They reflect the optimized way to realize
the UMTS Bearer Service over the respective cellular network topology taking into account
aspects such as mobility and mobile subscriber profiles.

The Radio Access Bearer Service provides confidential transport of signalling and user data
between MT and CN Iu Edge Node with the QoS adequate to the negotiated UMTS Bearer
Service or with the default QoS for signalling. This service is based on the characteristics of
the radio interface and is maintained for a moving MT.
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The Core Network Bearer Service of the UMTS core network connects the UMTS CN Iu Edge
Node with the CN Gateway to the external network. The role of this service is to efficiently
control and utilise the backbone network in order to provide the contracted UMTS bearer
service. The UMTS packet core network shall support different backbone bearer services for
variety of QoS. And the UMTS bearer service is realized by a GPRS service in the PS domain
or a speech/data service in the CS domain.

2.1.1 The radio bearer service and lu bearer service

The Radio Access Bearer Service is realised by a Radio Bearer Service and an Iu-Bearer Service.
The role of the Radio Bearer Service is to cover all the aspects of the radio interface transport.
This bearer service uses the UTRA FDD/TDD, which is not elaborated further in this chapter.

The Tu-Bearer Service together with the Physical Bearer Service provides the transport
between UTRAN and CN. Iu bearer services for packet traffic shall provide different bearer
services for variety of QoS.

2.1.2 The backbone network service

The Core Network Bearer Service uses a generic Backbone Network Service. The Backbone
Network Service covers the layer 1/Layer2 functionality and is selected according to
operator’s choice in order to fulfill the QoS requirements of the Core Network Bearer Service.
The Backbone Network Service is not specific to UMTS but may reuse an existing standard.

2.2 QoS requirement
2.2.1 UMTS QoS classes

The layered UMTS QoS architecture requires the definition of QoS attributes for each bearer
service. When defining the UMTS QoS classes, the restrictions and limitations of the radio
interface have to be taken into account. The QoS mechanism should be simpler than that in
wired network due to different error characteristics of the air interface. Table 1 illustrates the
QoS classes defined by 3GPP.

The main distinguishing factor between these QoS classes is how delay sensitive the traffic is.

Conversational class

The transfer time of real time conversation scheme shall be low because of the
conversational nature of the scheme and at the same time that the time relation (variation)
between information entities of the stream shall be preserved in the same way as for real
time streams. The maximum transfer delay is given by the human perception of video
and audio conversation. Therefore the limit for acceptable transfer delay is very strict, as
failure to provide low enough transfer delay will result in unacceptable lack of quality.
The transfer delay requirement is therefore both significantly lower and more stringent
than the round trip delay of the interactive traffic case. The fundamental characteristic
for QoS is to preserve time relation (variation) between information entities of stream and
conversational pattern (stringent and low delay) (3GPP23107, 2011).

The most well known use of this scheme is telephony speech (e.g. GSM). But with Internet
and multimedia a number of new applications will require this scheme, for example voice
over IP and video conferencing tools. Real time conversation is always performed between
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Traffic class  |Conversational |Streaming Interactive Background
class class class Background
conversational streaming RT |Interactive best effort
RT best effort

Fundamental |- Preserve time |- Preserve - Request - Destination

characteristics |relation time relation |response is not
(variation) (variation) pattern expecting the
between between - Preserve data within a
information information |payload certain time
entities of the entities of the |content - Preserve
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Conversational content
pattern (stringent
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Example of  |voice streaming Web background

the video browsing download of

application emails

Table 1. UMTS QoS classes

peers (or groups) of live (human) end-users. This is the only scheme where the required
characteristics are strictly given by human perception.

Streaming class

Streaming class is characterised by that the time relations (variation) between information
entities (i.e. samples, packets) within a flow shall be preserved, although it does not
have any requirement on low transfer delay (3GPP23107, 2011). This scheme is one of
the newcomers in data communication, raising a number of new requirements in both
telecommunication and data communication systems. It is a one-way transport. A user
can use this class to watch (listen to) real time video (audio).

The delay variation of the end-to-end flow shall be limited, to preserve the time relation
(variation) between information entities of the stream. But as the stream normally is time
aligned at the receiving end (in the user equipment), the highest acceptable delay variation
over the transmission media is given by the capability of the time alignment function of
the application. Acceptable delay variation is thus much greater than the delay variation
given by the limits of human perception. The fundamental characteristics for streaming
class QoS is to preserve time relation (variation) between information entities of the stream.

Interactive class

Interactive traffic is the other classical data communication scheme that on an overall level
is characterized by the request response pattern of the end-user. At the message destination
there is an entity expecting the message (response) within a certain time. Round trip delay
time is therefore one of the key attributes. Another characteristic is that the content of
the packets shall be transparently transferred (with low bit error rate). The fundamental
characteristics for interactive class QoS is to request response pattern, preserve payload
content.

This class is applied when an end-user (either a machine or a human) is using on line
requesting data from remote equipment (e.g. a server). Examples of human interaction



End to End Quality of Service in UMTS Systems 103

with the remote equipment are: web browsing, data base retrieval, server access. Examples
of machines interaction with remote equipment are: polling for measurement records and
automatic data base enquiries (tele-machines).

Background class

Background traffic is one of the classical data communication schemes that on an overall
level is characterised by that the destination is not expecting the data within a certain time.
The scheme is thus more or less delivery time insensitive. Another characteristic is that
the content of the packets shall be transparently transferred (with low bit error rate). The
fundamental characteristics for background class QoS are a) destination is not expecting
the data within a certain time; b) preserve payload content.

When the end-user, that typically is a computer, sends and receives data-files in the
background, this scheme applies. Examples are background delivery of E-mails, SMS,
download of databases and reception of measurement records.

2.2.2 UMTS bearer service attributes

UMTS bearer service attributes describe the service provided by the UMTS network to the
user of the UMTS bearer service. A set of QoS attributes (QoS profile) specifies this service.
At UMTS bearer service establishment or modification different QoS profiles have to be taken
into account.

Traffic class (‘conversational’, ‘streaming’, “interactive’, ‘background’)
Traffic class is a type of application for which the UMTS bearer service is optimized. By
including the traffic class itself as an attribute, UMTS can make assumptions about the
traffic source and optimise the transport for that traffic type.

Maximum bit-rate (kbps)
Maximum bit-rate (kbps) is the maximum number of bits delivered to UMTS at a SAP
(Service Access Point) within a period of time, divided by the duration of the period. The
traffic is conformant with Maximum bit-rate as long as it follows a token bucket algorithm
where token rate equals Maximum bit-rate and bucket size equals Maximum SDU size.

The algorithm is well known as "Token Bucket Algorithm" which has been described in IETF. It
is a reference algorithm for the conformance definition of bitrate. This may be used for traffic
contract between UMTS bearers and external network/user equipment. In the algorithm,
"tokens" represents the allowed data volume, for example in byte. "Tokens" are given at a
constant "token rate" by a traffic contract, are stored temporarily in a "token bucket", and are
consumed by accepting the packet. This algorithm uses the following two parameters (r and
b) for the traffic contract and one variable (TBC) for the internal usage.

* r: token rate, (corresponds to the monitored Maximum bitrate/Guaranteed bitrate).

* b: bucket size, (the upper bound of TBC, corresponds to bounded burst size).

e TBC (Token bucket counter): the number of given/remained tokens at any time.
According to a token bucket, conformance can be defined as: "Data is conformant if the

amount of data submitted during any arbitrarily chosen time period T does not exceed
(b+rT)".
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Fig. 2. Operation example of the reference conformance algorithm

The algorithm is described here (Figure 2, (3GPP23107, 2011)). Token bucket counter (TBC)
is usually increased by "r" in each small time unit. However, TBC has upper bound "b" and
the value of TBC shall never exceed "b". When a packet i with length Li arrives, the receiver
checks the current TBC. If the TBC value is equal to or larger than Li, the packet arrival is
judged compliant, i.e., the traffic is conformant. At this moment tokens corresponding to the
packet length is consumed, and TBC value decreases by Li. When a packet j with length
Lj arrives, if TBC is less than Lj, the packet arrival is non-compliant, i.e., the traffic is not

conformant. In this case, the value of TBC is not updated.

The Maximum bitrate is the upper limit a user or application can accept or provide. All UMTS
bearer service attributes may be fulfilled for traffic up to the Maximum bitrate depending on
the network conditions. The downlink of the radio interface can use maximum bitrate to make
code reservations. Its purpose is:

1. to limit the delivered bitrate to applications or external networks with such limitations;

2. to allow maximum wanted user bitrate to be defined for applications able to operate with
different rates (e.g. applications with adapting codecs).

Guaranteed bitrate (kbps)

Guaranteed bitrate (kbps) is defined as: a guaranteed number of bits delivered by UMTS
at a SAP within a period of time (provided that there is data to deliver), divided by the
duration of the period. The traffic is conformant with the guaranteed bitrate as long as it
follows a token bucket algorithm where token rate equals Guaranteed bitrate and bucket
size equals Maximum SDU size.

UMTS bearer service attributes, e.g. delay and reliability attributes, are guaranteed for
traffic up to the Guaranteed bitrate. For the traffic exceeding the Guaranteed bitrate the
UMTS bearer service attributes are not guaranteed. Guaranteed bitrate may be used to

facilitate admission control based on available resources, and for resource allocation within
UMTS.

Delivery order (y/n)

Delivery order indicates whether the UMTS bearer shall provide in-sequence SDU delivery
or not. This attribute is derived from the user protocol (PDP type) and specifies if
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out-of-sequence SDUs are acceptable or not. Whether out-of-sequence SDUs are dropped
or re-ordered depends on the specified reliability.

Maximum SDU size (octets)

Maximum SDU size (octets) means the maximum allowed SDU size. The maximum SDU
size is used for admission control and policing.

SDU format information (bits)
SDU format information (bits) is a list of possible exact sizes of SDUs. UTRAN needs
SDU size information to operate in transparent RLC protocol mode, which is beneficial
to spectral efficiency and delay when RLC re-transmission is not used. Thus, if the
application can specify SDU sizes, the bearer is less expensive.

SDU error ratio

SDU error ratio indicates the fraction of SDUs lost or detected as erroneous. SDU error
ratio is defined only for conforming traffic. It is used to configure the protocols, algorithms
and error detection schemes, primarily within UTRAN.

Residual bit error ratio Residual bit error ratio indicates the undetected bit error ratio in the
delivered SDUs. If no error detection is requested, Residual bit error ratio indicates the
bit error ratio in the delivered SDUs. It is used to configure radio interface protocols,
algorithms and error detection coding.

Delivery of erroneous SDUs (y/n/-)
Delivery of erroneous SDU (yes/no/-) indicates whether SDUs detected as erroneous shall
be delivered or discarded. "Yes” implies that error detection is employed and that erroneous
SDUs are delivered together with an error indication, 'no” implies that error detection is
employed and that erroneous SDUs are discarded, and ’-" implies that SDUs are delivered
without considering error detection. It is used to decide whether error detection is needed
and whether frames with detected errors shall be forwarded or not.

Transfer delay (ms)
Transfer delay (ms) indicates maximum delay for 95th percentile of the distribution of
delay for all delivered SDUs during the lifetime of a bearer service, where delay for an
SDU is defined as the time from a request to transfer an SDU at one SAP to its delivery at
the other SAP. Transfer delay can be used to specify the delay tolerated by the application.
It allows UTRAN to set transport formats and ARQ parameters.

Traffic handling priority
Traffic handling priority specifies the relative importance for handling of all SDUs
belonging to the UMTS bearer compared to the SDUs of other bearers. Within the
interactive class, there is a definite need to differentiate between bearer qualities. This is
handled by using the traffic handling priority attribute, to allow UMTS to schedule traffic
accordingly. By definition, priority is an alternative to absolute guarantees, and thus these
two attribute types cannot be used together for a single bearer.

Allocation/Retention priority

Allocation/Retention priority specifies the relative importance compared to other UMTS
bearers for allocation and retention of the UMTS bearer. The Allocation/Retention



106 Telecommunications Networks — Current Status and Future Trends

Priority attribute is a subscription attribute which is not negotiated from the mobile
terminal. Priority is used for differentiating between bearers when performing allocation
and retention of a bearer. Where there is no enough resource, the relevant network
elements can use the Allocation/Retention Priority to prioritize bearers with a high
Allocation/Retention Priority over bearers with a low Allocation/Retention Priority when
performing admission control.

Source statistics descriptor ('speech’/'unknown’)

Source statistics descriptor (‘speech’/"unknow’) specifies characteristics of the source of
submitted SDUs. Conversational speech has a well-known statistical behaviour (or the
discontinuous transmission (DTX) factor). By using source statistics descriptor, a network
element can know whether the SDUs of a UMTS bearer generated by a speech source or
not. UTRAN, the SGSN and the GGSN and also the UE may, based on experience, calculate
a statistical multiplex gain for use in admission control on the relevant interfaces.

2.3 QoS management for UMTS bearer service

In the section, an overview of QoS functions is described which is used to establish,
modify, and maintain a UMTS bearer service with a specific QoS. The allocation of these
functions to the UMTS entities indicates the requirement for specific entity to enforce the
QoS commitments negotiated for the UMTS bearer service. UMTS is split into user plane
and control plane for easy expanding in the future. So QoS management functions are
also split into user plane and control plane. All of the QoS management functions in
both planes (control and user plane) will ensure the provision of the negotiated service
between the access points of the UMTS bearer service. The end-to-end service is provided
by translation/mapping with UMTS external services.

2.3.1 QoS management in control plane

The QoS management functions in control plane are shown in Figure 3. The QoS functions
for UMTS bearer service include service manager, translation function, admission/capability
control and subscription control in the control plane. These functions are used to establish and
modify a UMTS bearer service through signaling/negotiating with UMTS external services,
establishing/modifying UMTS internal services.

Subscription control checks the administrative rights when an UMTS bearer service user
requires a service with the specified QoS. It is located at CN EDGE.

Admission capability control will maintains available resource information of a network
entity, and resource allocated to UTMS bearer service. When receiving an UMTS bearer
service request or modification request, admission / capability control function determines
whether the required resources can be provided or not. If the network can provide resources,
it will reserve these resources. This function also checks the capability of a network entity, i.e.
whether the specific service is implemented and not blocked for administrative reasons. It is
located at MT, UTRAN, CN EDGE and Gateway.

Translation function is used to convert between internal service primitives and external
protocols. It is located at MT and Gateway. At MT and Gateway, translation function converts
between UMTS bearer service attributes and external network QoS attributes.
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Fig. 3. QoS management function for UMTS bearer service in the control plane

Service manager co-ordinates the related functions in control plane to establish, modify
and maintain the service. All user plane QoS management functions are supported by
service manager with the relevant attributes. The service manager may perform an attribute
translation to request lower layer services. Service manager at UMTS bearer service level is
located at MT, CN EDGE and Gateway. The UMTS BS manager can signal among each other
and via the translation function with external instances to establish / modify a UMTS bearer
service. The UMTS BS manager will interrogate with its associated admission / capability
control whether the network entity supports a specific requested service and whether the
required resource is available. The UMTS BS manager at CN EDGE also has to verify with
the subscription control the administrative rights for using the service. Based on the layered
UMTS QoS architecture, UMTS bearer service manager will translate the UMTS bearer service
attributes into attributes of the lower layer service manager. For example, the UMTS BS
manager of the CN EDGE will translate the UMTS bearer service attributes into RAB service
attributes, Iu bearer service attributes, and CN bearer service attributes. Each low layer will
provide service to upper layer service manager.

2.3.2 QoS management in user plane

The Figure 4 shows the QoS management functions of UMTS bearer service in the user plane.
They are mapping function, classification function, resource manager and traffic conditioner.
They are used to maintain the data transfer characteristics according to the commitments
established by the UMTS BS control functions.

Mapping function provides each data with the specific marking for receiving the requested
QoS at the transfer. It is located at UTRAN, Gateway:.

Classification function (Class.) in the MT and Gateway assigns user data units received from
the external bearer service or the local bearer service to the appropriate UMTS bearer service
according to the QoS requirement of each user data unit.

Traffic conditioner provides conformance between the negotiated QoS for a service nad the
data unit traffic. Policing or traffic shaping is used for traffic conditioning. The policing
function compares the data unit traffic with the related QoS attributes. Data units not
matching the relevant attributes will be dropped or marked as not matching, for preferential
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Fig. 4. QoS management function for UMTS bearer service in the user plane

dropping in case of congestion. The traffic shaper forms the data unit traffic according to
the QoS of the service. The shaper algorithm is "Token Bucket Algorithm". At MT side,
the traffic conditioner (Cond.) provides conformance of the uplink user data traffic with the
QoS attributes of the relevant UMTS bearer service. In the Gateway a traffic conditioner may
provide conformance of the downlink user data traffic with the QoS attributes of the relevant
UMTS bearer service; i.e., on a per PDP context basis. A traffic conditioner in the UTRAN
forms this downlink data unit traffic according to the relevant QoS attributes.

Resource Manager distributes the available resources between all services sharing the same
resource. The resource manager distributes the resources according to the required QoS.
Example means for resource management are scheduling, bandwidth management and
power control for the radio bearer. It is located at MT, UTRAN, CN EDGE and Gateway.

2.4 QoS management in UMTS
2.4.1 QoS in CS domain

CS call control will control the QoS in the CS domain. MSC server and CS-MGW will provide
QoS related functions. For UMTS release "99 CS-CC, the QoS related bearer definitions of GSM
(as defined in bearer capability information element, octet 6 and its extensions) are sufficient.

In the CS domain the UE can only request a certain service with a well defined set of QoS
parameters. CS domain uses traditional "circuit switching" technology, i.e. a constant set of
resources exclusively dedicated to a connection. All CS domain services will require real-time
bearers but differ in bandwidth and delay requirements. Based on the Bearer Capability
information element the following services can be identified:

1. speech: from the Information Transfer Capability (ITC) parameter;
2. data, non-transparent: from the ITC and Connection element (CE) parameters;
3. data, transparent: from the ITC and CE parameters.

According to the standard, speech as well as the transparent data service is mapped to the
conversational class while the non-transparent data service is mapped to the streaming class.

The MSC-Server is responsible for the service negotiation which includes subscription check
and admission control. Furthermore, the QoS parameters corresponding to the service have
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to be mapped specifically for the interfaces to the UTRAN, GMSC-Server and CS-MGW. To
provide QoS the CS-MGW has to perform admission control for the bearer resource which is
therefore a part of the call admission control. Additionally, the CS-MGW is responsible for the
QoS mappings to the Iu-, CN- and external bearer services.

With the separation of transport and control in the CS domain the resource allocation
becomes more flexible. The new transport techniques ATM and IP (which are available for
the CS bearer independent domain) allow a more efficient network usage from a parallel
transmission of voice and data possibly leading to the consolidation of the whole PLMN
(including the PS domain and parts of RAN) on one transport network. The QoS issue in
the CS domain with IP or ATM based transport is to guarantee the same QoS as a TDM based
PLMN with increased bandwidth efficiency.

2.4.2 QoS in PS domain

Since the PS domain provides packet data services, which are characterized by individual
transmission of packets. QoS of different packet service is defined by a set of explicitly defined
QoS parameters. So some effort is necessary to assure that packets of one flow are transmitted
with guaranteed QoS.

The 3GPP specificationscitep (3GPP23107, 2011) define the QoS management functions in the
UMTS bearer service for both control plane and user plane. Establishment of QoS within
a UMTS network is achieved through the Packet Data Protocol (PDP) context activation
procedure. The user equipment (UE) sends an Active PDP Context Request message to
the SGSN, which contains the desired QoS profile, among other parameters. With these
QoS attributes the treatment of the packets is sufficiently defined and all packets (or flows)
belonging to the same PDP context are handled in the same way by the GPRS bearer service.
After the UE sends a PDP context request with explicitly defined QoS parameters, the SGSN
will negotiate the QoS parameters which includes subscription check and admission control
(capability and resource check). Then the SGSN interacts with the UTRAN and the GGSN to
establish the PDP context. The GGSN also performs admission control, i.e. the resource check
for the GPRS as well as for the external bearer service. Additionally, the GGSN has to map
QoS parameters from the GPRS to the external bearer service.

2.4.3 QoS in IP multimedia subsystem

IP multimedia subsystem (IMS) is introduced in 3GPP Release 5. It is an IP based system
overlay on the PS domain. It support Session Initiation Protocol (SIP) based multimedia
service. IMS can support end-to-end IP QoS service by using IP based bearer service. The
IP based bearer service is supported by MS local bearer service, UMTS bearer service and
external service.

Since 3GPP Release 5, the UMTS will support QoS in the IP layer between UE and
multimedia application server/UE. The UE and GGSN have important roles in the IP layer
QoS framework, they map QoS parameters between IP layer bearer service and UMTS bearer
service. The detail will be discussed in the section 3.

For supporting IP layer QoS, 3GPP introduces the policy based QoS management in the IMS.
The policy framework is recommended for policy management in IETF. The detail discusses
is given in the section 4.
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3. End-to-end IP QoS over UMTS

With the evolution of the 3GPP standards, operators want to provide end-to-end QoS enabled
services in UMTS. The end-to-end behavior provided by a series of network elements is an
assured level of bandwidth that produces a delay-bounded service with no queueing loss for
all conforming packet data (RFC2212, 1997). Assuming the network is functioning correctly,
these applications may assume that (?):

* A very high percentage of transmitted packets will be successfully delivered by the
network to the receiving end-nodes. (The percentage of packets not successfully delivered
must closely approximate the basic packet error rate of the transmission medium).

¢ The transit delay experienced by a very high percentage of the delivered packets will not
greatly exceed the minimum transmit delay experienced by any successfully delivered
packet. (This minimum transit delay includes speed-of-light delay plus the fixed
processing time in routers and other communications devices along the path.)

The end-to-end QoS architecture is provided in Figure 1 in section 2. IP level mechanisms are
necessary in providing end-to-end QoS services by interacting TE/MT local bearer service,
GPRS bearer service and external bearer service. In this section, how to implement end-to-end
IP QoS is described.

3.1 QoS mechanisms in IP

Quality of service refers to the nature of the packet delivery service provided, as described
by parameters such as achieved bandwidth, packet delay, and packet loss rates (RFC2216,
1999). The Internet, as originally conceived, offers only a very simple quality of service
(Qo0S), point-to-point best-effort data delivery. It means the network just offered available
bandwidth and delay characteristics dependent on instantaneous network load. Before
real-time applications such as remote video, multimedia conferencing, visualization, and
virtual reality can be broadly used, the Internet infrastructure must be modified to support
real-time QoS, which provides some control over end-to-end packet delays. From the view
of applications, QoS is realized by adequate provisioning of the network infrastructure.
In contrast, a network with dynamically controllable quality of service allows individual
application sessions to request network packet delivery characteristics according to their
perceived needs, and may provide different qualities of service to different applications. There
are two basic types of QoS available (qodwhitepaper, 1999):

* Resource reservation (integrated services): network resources are apportioned according
to an application’s QoS requirement, subject to bandwidth management policy.

® Prioritization (differentiated services): network traffic is classified and apportioned
network resources according to bandwidth management policy.

The both types of QoS can be applied to individual application flow” or to flow aggregates,
so there are two other methods to characterize types of QoS:

e Per flow: A 'flow’ is defined as an individual, uni-directional data stream between two
clients (caller and callee), uniquely identified by a 5-tuple (transport protocol, source
address, source port number, destination address, and destination port number).

* Per aggregate: An aggregate is simply two or more flows. Usually the flows have

something in common (e.g. any one or more of 5-tuple parameters, a label or a priority
number, or perhaps some authentication information).
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Generally, we can see that there are two methods to support QoS in IP network. One is
IntServ (Integrated Service), the other is DiffServ (Differentiated Service). IneServ is Per Flow
based QoS control mechanism. Diffserv is Per Aggregate based QoS control mechanism. To
accommodate the need for these two types of QoS, there are following QoS protocols and
algorithms:

e ReSerVation Protocol (RSVP):
¢ Differentiated Service (DiffServ)
e Multi Protocol Labeling Switching (MPLS)

3.1.1IntServ

The Internet integrated services (IntServ) framework provides the ability for applications to
choose among multiple, controlled levels of delivery service for their data packets. It can
provide hard QoS guarantee to individual traffic flows. To support this capability, two things
are required (?):

e Individual network elements (subnets and IP routers) along the path followed by an
application’s data packets must support mechanisms to control the quality of service
delivered to those packets.

* A way to communicate the application’s requirements to network elements along the
path and to convey QoS management information between network elements and the
application must be provided.

In the integrated services framework the first function is provided by QoS control services
such as Controlled-Load (RFC2211, 1997) and Guaranteed (RFC2212, 1997). The second
function may be provided in a number of ways, but is frequently implemented by a resource
reservation setup protocol such as RSVP (RFC2205, 1997).

The controlled load service is intended to support a broad class of applications which have
been developed for use in today’s Internet, but are highly sensitive to overloaded conditions.
Important members of this class are the “adaptive real-time applications” currently offered
by a number of vendors and researchers. These applications have been shown to work well
on unloaded nets, but to degrade quickly under overloaded conditions. It is equivalent to
"best effort service under unloaded conditions”. The controlled-load service is intentionally
minimal, in that there are no optional functions or capabilities in the specification. The service
offers only a single function. It is better than best effort, but cannot provide strictly bounded
service as guaranteed service.

The controlled-load service can be implemented by using evolving scheduling and admission
control algorithms. The implementations are highly efficient in the use of network resources.

Guaranteed service guarantees that datagrams will arrive within the guaranteed delivery time
and will not be discarded due to queue overflows, provided the flow’s traffic stays within its
specified traffic parameters. It is similar to emulate a dedicated virtual circuit. This service
is intended for applications which need a firm guarantee that a datagram will arrive no later
than a certain time after it was transmitted by its source. For example, some audio and video
"play-back" applications are intolerant of any datagram arriving after their play-back time.
Applications that have hard real-time requirements will also require guaranteed service.
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Guaranteed service does not attempt to minimize the jitter (the difference between the
minimal and maximal datagram delays); it merely controls the maximal queueing delay.
Because the guaranteed delay bound is a firm one, the delay has to be set large enough to
cover extremely rare cases of long queueing delays. Several studies have shown that the
actual delay for the vast majority of datagrams can be far lower than the guaranteed delay.
Therefore, authors of playback applications should note that datagrams will often arrive far
earlier than the delivery deadline and will have to be buffered at the receiving system until it
is time for the application to process them.

Guaraneteed service represents one extreme end of delay control for networks. Most other
services providing delay control provide much weaker assurances about the resulting delays.
In order to provide this high level of assurance, guaranteed service is typically only useful
if provided by every network element along the path (i.e. by both routers and the links
that interconnect the routers). Moreover, as described in the Exported Information section,
effective provision and use of the service requires that the set-up protocol or other mechanism
used to request service provides service characterizations to intermediate routers and to the
endpoints.

Integrated Services routers uses admission control and resource allocation method to offer
QoS guarantee. A token-bucket model is used to characterize the input/output queueing
algorithm. It can smooth the flow of outgoing traffic. The IntServ parameters include
(qodwhitepaper, 1999):

Token rate (1): The continually sustainable bandwidth (bytes/second) requirement for a
flow. It represents the average data rate into the bucket, and the target shaped data rate
out of the bucket.

Token-bucket rate (b ) : the extent to which the data rate can exceed the sustainable average
for short periods of time, or the amount of data sent cannot exceed rT+b (where T is any
time period).

Peak rate (p ): It is the maximum send rate (bytes/second) if known and controlled. At any
time period (T), the amount sent data cannot exceed M+pT.

Minimum policed size (m): The size (byte) of the smallest packet (data payload only) can
be generated by the sending application. The size m is not an absolute number. If
the percentage of small packets is small, the number m should increased to reduce the
overhead estimate. All packets smaller than m are treated as size m.

Maximum packet size (M ): The biggest size of a packet (bytes). The M is absolute number.
Any packets (size > M) are considered out of spec and may not receive QoS controlled
service.

3.1.2RSVP

For offering IntServ, a way to communicate the application’s requirements to network
elements along the path and to convey QoS management information between network
elements and the application must be provided. A resource reservation setup protocol called
RSVP (rfc2205, 1997) is implemented for this purpose. It is a signaling protocol that can
provide reservation setup and control to enable the integrated services by using a variety
of QoS control, a variety of setup mechanisms.

A simplified RSVP working flow is shown in Figure 5
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Fig. 5. RSVP setup flow

1.

When a sender wants to set up a traffic link, it will generate the traffic specification (TSpec),
which describes data traffic, such as upper/lower bounds of bandwidth, delay, and jitter.
Then RSVP sends out a PATH message containing TSpec to the receiver(s) (unicast or
multicast). Along the route, each RSVP-enabled router trigger a "path-state" that includes
the previous source address of the PATH message.

. After receiver receives the PATH message, the receiver sends a RESV message "upstream”

to make a resource reservation. The RESV message includes a request specification (RSpec)
which indicates what type of IntServ required 4AS either Controlled Load or Guaranteed,
a filter specification (filter spec) (indicating e.g. the transport protocol and port number).
The RSpec and filter spec represent a flow-descriptor that RSVP routers use to identify
each reservation.

. Along the RSVP upstream, RSVP routers use the admission control to authenticate the

resource reservation request and allocate the necessary resources when the routers receive
the RESV message. If the request cannot be met (due to no enough bandwidth or
authorization failure), the RSVP router returns an error back to the receiver. If the request
is accepted, the router forwards the RSVP message to the next router.

. When the last router receives the RESV message and accepts the request, it sends out a

confirmation message back to the receiver.

. There is an explicit tear-down process for a reservation when sender or receiver terminate

a RSVP session.

3.1.3 DiffServ

The Integrated Services/RSVP model relies upon traditional datagram forwarding in the
default case, but allows sources and receivers to exchange signaling messages which establish
additional packet classification and forwarding state on each node along the path between
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them (rfc1633, 1994). In the absence of state aggregation, the amount of state on each node
scales in proportion to the number of concurrent reservations, which can be potentially large
on high-speed links. This model also requires application support for the RSVP signaling
protocol.  Differentiated service is a simple method by classifying services of different
applications (rfc2475, 1998). Currently there are two standard per hop behaviour (PHBs)
define two traffic classes:

e Expedited Forwarding (EF): Has a single codepoint (DiffServ value). Ef minimize delay
and jitter and provides the highest level of aggregate quality of service. Any traffic that
exceeds the traffic profile is discarded (?). EF class offers a low jitter, low delay service.
UseraAZs traffic cannot exceed the agreed peak rate. Otherwise, the packets will be
discarded.

e Assured Forwarding (AF): Has four classes and three drop-precedence within each class
(a total of twelve codepoints). Excess AF traffic is not delivered with as high probability
as the traffic "within profile", which means it may be demoted but not necessarily dropped
(?). The AF class is suitable for delay-tolerant applications. The guarantee just implies that
the better QoS class will give a better performance than the low-level QoS class. Network
operator can define their own per-hop behavior.

- === - - - == - -
ll

ket
—_— Classifier Marker Shaper Dropper

Fig. 6. DffServ architecture

DiffServ offers a simple QoS management method without signaling mechanism. The
DiffServ architecture is shown in Figure 6. It includes classifier and traffic conditioner. A
traffic conditioner contains the following elements: meter, maker, shaper/dropper. The
differentiated services architecture is based on a simple model where traffic entering a
network is classified and possibly conditioned at the boundaries of the network, and assigned
to different behavior aggregates. Each behavior aggregate is identified by a single DiffServ
codepoint (DSCP). Within the core of the network, packets are forwarded according to the
per-hop behavior associated with the DiffServ codepoint.

When a traffic flow enters a DiffServ network, the flow is selected by a classifier, which steers
the packets to a logical instance of a traffic conditioner. A meter is used to measure the traffic
flow agains a traffic profile. A meter is used (where appropriate) to measure the traffic stream
against a traffic profile. The state of the meter with respect to a particular packet (e.g., whether
it is in- or out-of-profile) may be used to affect a marking, dropping, or shaping action. When
packets exit the traffic conditioner of a DS boundary node the DiffServ codepoint of each
packet must be set to an appropriate value.
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3.1.4MPLS

MPLS is a key development in IETF that will add a number of essential capabilities to today’s
best effort IP networks, including

e Traffic Engineer, enhancing overall network utilization by creating a uniform or
differentiated distribution of traffic throughout the network.

¢ Providing traffic with different Classes of Service (CoS)
¢ Providing traffic with different Quality of Service (QoS)
* Supporting network scalability, providing IP based Virtual Private Networks (VPN)

MPLS borrows the idea from ATM switching. It remains independent of the Layer-2
and Layer-3 protocols. Besides IP, other network protocols (such as IPX, ATM, PPP or
Frame-Relay) also can work with MPLS. MPLS resides on routers. When a packet flow enters a
edge router of the MPLS domain, all packets are marked to clarify priority with a fixed-length
label (20 bits label). The label identifies the packets routing information in this MPLS network,
also define the quality of service for the packets.

A MPLS domain includes label edge routers (LERs) and label switching routers (LSRs). The
route taken by an MPLS-labeled packet is called the label switched path (LSP). LST is a
high-speed router in the core of a MPLS network, which participates in the establishment
of LSPs. LER is a router that operates at the edge of a MPLS network. It is used to assign and
remove labels when packets enter or exit the MPLS network.

MPSL is similar to DiffServ because it also marks traffic at ingress of a MPLS network, and
un-marks at egress gate. However, MPLS marking is used to decide the next hop router while
DiffServ marking is used to determine priority in route itself.

3.2 QoS management functions for end-to-end IP QoS

This section describes how to provide Quality of Service in UMTS for the end-to-end services
through the TE/MT local bear service, GPRS bearer service and external bearer service shown
in the Fig. 1. To provide end-to-end IP QoS, it is necessary to manage the QoS within each
domian. An IP BS Manager is used to control the external IP bearer service. Due to the
different techiniques used within the IP network,this communicates to the UMTS BS manager
through the Translation function.

At PDP context setup the user shall have access to one of the following alternatives, basic
GPRS IP connectivity service or enhanced GPRS based services. To enable coordination
between events in the application layer and resource management in the IP bearer layer, a
logical element, the Policy and Charging Rules Function (PCRF), is used as a logical policy
decision element which will be detailed in section 4. It is also possible to implement a policy
decision element internal to the IP BS Manager in the GGSN. While interworking with the
external network, the RSVP, DiffServ, MPLS will be used.

QoS management functions is shown in Fig. 7 which describes how to control the external IP
bearer services and how they relate to the UMTS bearer service QoS management entity.

IP BS Manager uses standard IP mechanisms to manage the IP bearer services. These
mechanisms may be different from mechanisms used within the UMTS, and may have
different parameters controlling the service. When implemented, the IP BS Manager
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Fig. 7. QoS management functions for end-to-end QoS in UMTS

may include the support of DiffServ Edge Function and the RSVP function. The
Translation/mapping function provides the inter-working between the mechanisms and
parameters used within the UMTS bearer service and those used within the IP bearer service,
and interacts with the IP BS Manager. In the GGSN, the IP QoS parameters are mapped into
UMTS QoS parameters, where needed. In the UE, the QoS requirements determined from
the application layer (e.g., SDP) are mapped to either the PDP context parameters or IP layer
parameters (e.g., RSVP). If an IP BS Manager exists both in the UE and the Gateway node, it
is possible that these IP BS Managers communicate directly with each other by using relevant
signalling protocols. The required options in the table define the minimum functionality that
shall be supported by the equipment in order to allow multiple network operators to provide
interworking between their networks for end-to-end QoS. Use of the optional functions listed
below, other mechanisms which are not listed (e.g. over-provisioning), or combinations of
these mechanisms are not precluded from use between operators. The IP BS Managers in
the UE and GGSN provide the set of capabilities for the IP bearer level as shown in table 2.
Provision of the IP BS Manager is optional in the UE, and required in the GGSN.

Capability UE GGSN
DiffServ Edge Function |Optional|Required
RSVP/IntServ Optional | Optional
IP Policy Enforcement Point|Optional|Required

Table 2. IP BS Manager capability in the UE and GGSN
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4. Policy based QoS management - IP QoS for IMS

This section will provide an overview of policy based QoS management in UMTS IMS.
Although the UMTS packet switched (PS) domain can support IP QoS enabled multimedia
applications, there are many ways of establishing QoS guaranteed IP multimedia session
through a signaling protocol before it can map and reserve the equivalent amount of QoS
resources along the data path in the PS domain. In order to support interoperation among
UMTS network providers, the IP multimedia Subsystem (IMS) is standardized by the 3GPP
to serve Session Initiation Protocol (SIP) signaled IP multimedia services over the UMTS PS
domain.

The central problem of providing consistent end-to-end IP QoS services is the difficulty of
configuring the network devices like routers and switches to handle packet flows in a manner
that satisfies the requested QoS requirements. Policy-based QoS management is used to
control QoS resources in the UMTS IMS.

4.1 Introduction to policy-based QoS network
4.1.1 The need for policy based network

There is a consistent effort to implement new IP multimedia services in UMTS. While the
IP based network is well suited for packet data transfer, providing consistent end-to-end IP
QoS services is the difficulty of configuring the network devices like routers and switches
to handle packet flows in a manner that satisfies the requested QoS requirements. This
problem is especially acute when the end-to-end data path of an IP QoS session crosses
multiple administrative domains managed by different operators. Although the operators
agree on the QoS requirements of a particular set of IP services, they may not configure their
network devices in the same way to implement the services due to differences in the network
topologies, QoS mechanisms available in the network devices and non-technical management
requirements. Thus, there is a need to create a solution that permits network operators,
including UMTS network operators, to easily configure their networks to implement
consistent IP QoS services without dealing with the complexity of their networks.

Policy-based Networking (PBN) is a novel approach to configure myriad network devices in
an administrative domain to implement a set of IP QoS services. Policy-based network will
allow the network operator to define, in a succinct and organized fashion, operator policies
that automatically effect change on specific equipment in the network environment. The end
result is that the end-to-end network performance will meet the general expectations of UMTS
service provider environment.

4.1.2 What is policy?

A policy is a set of business rules that guide and determine how to manage network resources.
The basic concept is that policy rule(s) describe how network to act when specific condition(s)
happen. "Policy" can be defined from two perspectives: (POLICYTERM, 2001). - A definite
goal, course or method of action to guide and determine present and future decisions.
"Policies" are implemented or executed within a particular context (such as policies defined
within a business unit). - Policies as a set of rules to administer, manage, and control access
to network resources. [RFC3060] Note that these two views are not contradictory since
individual rules may be defined in support of business goals.
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Policy can be represented at different levels, ranging from business goals to device-specific
configuration parameters. Enforcement of policy ensures that business rules are always
followed. Policy rule is a basic building block of a policy-based system. It is the binding of a
set of actions to a set of conditions - where the conditions are evaluated to determine whether
the actions are performed. [RFC3060] A condition is a set of expressions or objects used to
determine whether a given policy rule’s action should be performed. A condition answers
the question, "'when and where do we enforce a policy?" An action defines what to be done to
enforce a policy rule, when the conditions of the rule are met. Policy actions may result in the
execution of one or more operations to affect and/or configure network traffic and network
resources. An action answers the question, "what must be done to enforce a policy?"

A policy also defines how the network’s resources are to be allocated among its clients. Clients
can be individual users, departments, host computers, or applications. Resources can be
allocated based on time of day, client authorization priorities, availability of resources, and
other factors. How resources are allocated can be static or dynamic (based on variations in
traffic). Policies are created by network managers and stored in a repository. During network
operation, the policies are retrieved and used by network management software to make
decisions.

4.1.3 Policy framework & architecture

The network operators negotiate Service Level Agreements (SLAs) that describe the sets of
IP QoS services that they have mutually contracted to provide. Individual operators will
then transform the QoS requirements specified in the SLAs into sets of policy rules that will
be applied to their network domains to implement the contracted IP QoS services. The
IETF has defined a policy framework (RFC2753, 2001) as shown in Figure 8 to transform
the sets of policy rules to network device configurations in an administrative domain. The
sets of policy rules are stored in the Policy Repository through the Policy Management
Tool. The Policy Decision Point (PDP) retrieves the appropriate policy rules from the Policy
Repository in response to policy events that are triggered by the contracted IP QoS services,
e.g., the reception of an RSVP message by the Policy Enforcement Point (PEP). It translates the
acquired policy rules into a set of QoS mechanism configuration actions that is communicated
to the PEP as policy decisions. The PEP then executes the actions spelt out in the supplied
decisions to handle the triggering policy events in accordance with the requested IP QoS
services. Alternatively, the retrieved policy rules may be returned to the PEP, which is capable
of translating them into configuration actions. These policy rules can be cached in the PEP so
that similar future triggering policy events can be serviced locally without further interactions
with the PDP.

Outsourcing and Provision Model in PBN

There are two main models for policy management: outsourcing and provisioning. The
outsourcing model assumes there is a signaled event in the Policy Enforcement Point (PEP)
that must be resolved based on policy criteria. The PEP outsources the decision-making
to an external policy decision point (PDP). This outsourcing model is sometimes referred
to as "Pull” mode, or "reactive" mode, since the PEP pulls policy decisions from the PDP,
while the PDP responds according to the PEP events.

The provisioning model is almost the mirror image of the outsourcing model. In this
system, the PDP predicts future configuration needs, and proactively provisions resources
accordingly. In other words, rather than responding to PEP events, the PDP prepares
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Fig. 8. A PBN architecture that is derived from the policy framework specified by the IETF

and "pushes" configuration information to the PEP. This takes place as a result of external
events (unrelated to the PEP) such as change of applicable policy, time of day, expiration
of account quota, or information from third party (non-PEP) signaling.

Both models employ policy servers as the PDP to control the network devices that enforce
the policy (i.e. PEPs). PBN also offers a policy repository for storing policy information
accessed by the PDPs in the system. To communicate policy information between PDPs
and PEPs, the COPS policy protocol is engaged. Additionally, the LDAP protocol functions
to access the policy repository.

Policy Decision Point (PDP)

The PDP is the PBN component that directly controls the network devices or policy
enforcement points (see next section). Functionally, the PDP handles policy information
that has been entered into the PBN management system. The policy data used by the
PDP can either be obtained in real-time upon entry into the management console, or from
the policy repository on an as-needed basis. The function of the PDP involves retrieving
policy, interpreting policy, detect policy conflicts, receiving policy decision requests from
PEPs, determining which policy is relevant, applying the policy and returning the results.
It also sends policy elements the PEP.

Policy Enforcement Point (PEP)
Network devices that receive and enforce the decisions from the PDP are referred to as
PEPs. In both outsourcing and provisioning policy management models, PEPs receive
policy decisions and enforce them at the packet level as data passes through the devices.
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4.2 Policy framework in UMTS IMS

To support IP based multimedia services, the IP Multimedia Subsystem (IMS) is introduced in
the 3GPP Release 5 specifications. It provisions IP based multimedia services as an extension
of the UMTS PS domain (Figure 9). The added IMS functionalities are control functionalities;
the user data traffic is still carried by the PS domain. The main advantage of the IMS is that it
offers operators a scalable service platform on which new services can be developed rapidly
in a flexible way, without requiring any change to the PS domain.

>  Dain and Samaling i
ey Symaling tmiic

N,
PS

Fig. 9. A simple UMTS network with IMS

Having put in place the functionalities to handle IP multimedia calls, the next big challenge is
to ensure that sufficient QoS resources are provided to authorized users in the UMTS network.
A policy-based QoS solution is adopted by the 3GPP for this purpose.

As mentioned in section 4.1.3, the reference model of a policy-based network consists of two
main elements, the PDP and the PEP (RFC2753, 2001). PEPs often reside in policy aware
network nodes that carry out actions stipulated by policy rules. The actions taken are based
on the decisions of a PDP, which retrieves the policy rules from a repository. The PDP is the
final authority, which the PEP needs to refer to for actions to be taken.

In the IMS, the Policy and Charging Rules Function (PCRF) (3G23203, 2008) plays the role
of the PDP and online charging and offline charging functions, the Policy and Charging
Enforcement Functions plays the role of the PEP. Policy charging and rules function (PCRF)
is the node designated in real-time to determine policy rules in a multimedia network. As
a policy tool, the PCRF plays a central role in WCDMA networks. Unlike earlier policy
engines that were added on to an existing network to enforce policy, the PCRF is a software
component that operates at the network core and efficiently accesses subscriber databases and
other specialized functions, such as a charging systems, in a scalable, reliable, and centralized
manner. The PCRF as the part of the network architecture that aggregates information to
and from the network, operational support systems, and other sources (such as portals) in
real time, supporting the creation of rules and then automatically making intelligent policy
decisions for each subscriber active on the network. Such a network might offer multiple
services, quality of service (QoS) levels, and charging rules. In this chapter, we will focus on
policy based management functions.
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The PCRF communicates with the PCEF via the Gx interface (3G29212, 2008). It allows two
modes of operation. In the "push" mode, the PCRF initiates communication with the PCEF
and sends the PCEEF its decision. In the "pull" mode, the PCEEF initiates communication with
the PCRF to request a decision for a particular IP flow. The Gx interface and the protocol used
for communication on the interface are described in the following.

Figure 10 depicts the relationship between these entities. In the following subsections, each of
these network elements will be described.

SIP SIP
Signaling Signaling
UE
P-CSCF

X PCRF
Polic:
! LoAR ¥
Gx Repository
|
Interface
. Data path PCEF Data path to external IP netwaork
S :

GGSN

Fig. 10. Policy architecture in UMTS IMS

PCRF in Proxy-CSCF

During the establishment of a SIP session, a P-CSCF is the first contact point in the IMS
domain for a UE [3G23228]. Hence it is the natural place to authorize the usage of
network resources such as the bandwidth requested by the UE. The QoS requirements of
the UE are carried in the Session Description Protocol (SDP) description within a Session
Initiation Protocol (SIP) message. Besides the QoS requirements in the SDP description,
the PCRF also examines the source and destination IP addresses and port numbers in
its decision-making. The PCREF refers to the policy rules, which are generally stored in
a policy repository, governing the local domain. It then generates an authorization token
that uniquely identifies the SIP session across multiple Packet Data Protocol (PDP) contexts
terminated by a GGSN. This token is sent to the UE via SIP messages so that the UE can
use it to identify the associated session flows to the PCEF in the GGSN in subsequent
transmission of IP packets. This mechanism is consistent with the IETF specification on
supporting media authorization in the SIP protocol [RFC3313]. The flow of events in
session set-up is described in Section 4.6.

PCEF in Gateway GPRS Support Node (GGSN)
In the PS domain, a GGSN maintains connectivity to other packet switched external
networks such as the Internet. From the service point of view, the GGSN controls which IP
flows are permitted into the external IP network by policing the IP packets based on their
source and destination IP addresses and port numbers [3G23228]. As such, it is logical to
embed the PCEF in the GGSN. The role of the PCEF is to ensure that only authorized IP
flows are allowed to use network resources that have been reserved and allocated to them.
The policy enforcement function in the GGSN is called a "gate". A gate comprises a packet
classifier, a traffic meter, and the relevant packet handling mechanisms for packets that
have been matched by the packet classifier. When an IP flow is authorized by the PCRF to
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use the specified network resources, the PCEF opens the "gate" for the flow and effectively
commits the network resources to the flow by allowing it to pass through the packet
handling mechanisms (i.e., policing or marking). On the other hand, if an IP flow is not
permitted by the PCRF to use the requested resources, the PCEF closes the aAlJgateaAl
and drops the IP packets of the flow. This process is called policy-based admission control.
It ensures that an IP flow is only allowed to use resources that have been approved by
the policy rules. The above process takes place at the IP bearer service (BS) level. The
translation/mapping function within the GGSN will map this resource information into
the format used by the admission control function at the UMTS BS level.

The PCEF may store decisions in a local policy decision point, thus allowing the GGSN to
make the admission control decisions without additional interactions with the PCREF. This
will reduce the traffic over the Gx interface and lessen the processing load on the PCRF.

4.3 Policy-based QoS delivery: an example of policy based call control

There are several reasons why a policy-based QoS framework is adopted for the UMTS.
Policy-based QoS control allows network operators to configure their network devices easily.
It provides a high level view of the network devices and allows the automated translation of
business level policies to suitable information for configuring network devices.

UMTS requires a strict authorization of users so that the network resources are not abused.
Once authorized and approved, the UMTS must guarantee that the resources are made
available to the legitimate users. If these requirements are not met, these users may be denied
the use of the resources, leading to dissatisfaction with the quality of service provided. To
ensure that this is not the case, all IP multimedia calls must go through the following steps:

1. Authorization of resources;

2. Reservation of resources. This is to make sure that the resources are available when the
"phone" rings;

3. Once the called party picks up the "phone", the network resources reserved previously are
committed. The charging process is then triggered.

In all these steps, policy rules are used in approving the requests, and the PCRF is the sole
approving authority. By changing the policy rules in the PCRF, a network operator can alter
the IP multimedia services it offers to its subscribers without having to know the details of its
network configuration and the types and mechanisms of the network devices.

To meet the above requirements, two procedures are needed for the establishment of an
IP multimedia session in addition to the normal GPRS bearer establishment procedures.
These procedures are Authorize QoS Resources and Approval of QoS Commit (3G29212,
2008). Similarly, the procedures, Removal of QoS Commit and Revoke Authorization of QoS
Resources, are carried out to reverse the authorization and commitment of QoS resources
when an IP multimedia session is terminated. The following provides an overview of
the session set-up procedures, in particular, the emphasis is on the additional procedures
introduced by the service-based local policy.

4.4 Session establishment procedures

The establishment of an IP multimedia service session with policy control differs from that
without policy control in that additional steps are taken to check the policy rules for a decision
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on whether to grant or deny the required network resources to the session. As the signaling
messages used to set up the session take a different path from that used for the data flow,
an authorization token and a flow identifier are used to associate the session with its IP data
flow (UMTSGOO01, 2001). The GGSN, which is located on the data path, relies on this binding
information to enforce the policy rules on the IP data flows.

Figure 11 depicts the sequence of events that take place during the establishment of an IP
multimedia service session. Note that a number of signaling messages have been omitted for
clarity. The events are described in the following paragraphs:

Steps 1-5: The UE sends a session set-up request (i.e., SIP INVITE) to the P-CSCF indicating,
among other things, the media streams to be used in the session. This message is routed
to the called party via a number of other CSCFs (viz., the caller and callee S-CSCFs) along
the signaling path. The S-CSCFs perform the appropriate session control services for the
UEs. In particular, they maintain a session state that is needed by the network operator to
support the requested service.

Steps 6-14: The called party responds with a provisional SIP 183 response message. This
message is routed to the calling party via the same CSCFs along the (reversed) signaling
path. When the callee P-CSCF receives this message, it examines the SDP description
within the message to determine the QoS parameters requested for the session. The
P-CSCF sends the necessary information in this SIP message (e.g., the bandwidth, IP
addresses and ports, etc.) to the PCRF for authorization of the session request. If the policy
permits, the PCRF responds with an authorization token that can be used to identify the
authorized session and resources. The P-CSCF includes the token in the response (SIP 183
message) and forwards it to the calleraAAZs UE. A similar process is carried out at the caller
P-CSCF when it receives the SIP 183 message. This process of authorization by the PCRF
and the generation of a token is called "Authorize QoS Request".

Steps 15-22: In between steps 14 and 15, other message exchanges take place between the
caller and the callee. However, these are not important in this particular example and
are omitted for clarity. The caller’s UE starts the resource reservation by sending a
PDP Context Activation Request to the GGSN. The authorization token and the flow
identifier(s) from the PCRF are included to identify the IP data flow(s) of the session. When
the GGSN receives the PDP Context Activation Request, it sends a policy decision request
to the PCRF to determine whether the resource reservation request should be accepted.
The PCRF uses the token in the message to correlate the request for resources with the
media authorization previously granted to the session. The PCRF then sends a decision to
the GGSN. If the PCRF approves the resource reservation, the GGSN sends a PDP Context
Activation Response to the UE indicating that the resource reservation has been completed.
A similar process takes place at the callee’s end.

Steps 23-31: In between steps 22 and 23, there are other events, e.g., 180 Ringing, that take
place. These events are omitted to prevent cluttering Figure 3-22. When the callee answers
the call, a SIP 200 OK message is sent towards the caller. When the SIP 200 OK reaches the
P-CSCEF, it will approve the QoS commitment by sending a decision to the GGSN. Upon
receiving this message, the GGSN opens the gate, thereby effectively permitting the IP data
flow to use the resources reserved previously. Once this is done, the GGSN responds to the
PCRF with a report on the status of the session. A similar process takes place at the caller’s
end. When this entire process is completed, the proper resources on the data path have
been reserved and committed to the session.
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Fig. 11. Session authorization mechanism in a UE-to-UE session establishment process
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1. Introduction

Wireless sensor networks (WSNs) are networks composed of small, resource-constrained and
collaborative devices. WSNs are used in a plethora of domains including environmental
and agricultural monitoring, military operations, in the health care field and in building
automation. The three main functions of wireless sensor nodes (also called motes) are to
sense the environment, perform computations, store intermediate results and communicate
with other motes in the network.

This chapter focuses on power considerations for all aspects of wireless sensor networks.
It covers software, hardware and networking aspects of the motes. The main limitation of
wireless sensor motes is that they operate on battery power. In many WSN applications,
the motes are placed in remote areas and deployed for the lifetime of the network. During
this time the only power resource the motes have access to is their battery. An example of
such a deployment is the Mount St. Helens project developed to study volcanic activities on
Mount St. Helens (were volcanic eruptions can occur at any time with very little warning).
The sensors were placed on the mountain using helicopters and work at length to continually
sense seismic activity and relay information to a data center. For such applications, the battery
lifetime is the main factor that dictates the lifetime of the network. It is therefore imperative
to develop wireless sensor mote platforms that minimize the power consumption and/or
maximize the lifetime of the network as a whole.

Several works in the literature address one or two aspects of the mote’s architecture and/or
functionality but to the authors” knowledge, no work has combined all said aspects and
addressed them as a homogeneous unit. This chapter studies and analyzes each hardware
component of the mote’s architecture, all the main protocols used in the mote’s stack
layer, discusses the work that has been done in terms of reducing the power consumption,
increasing the battery lifetime and or increasing the lifetime of the entire network as a whole.

The chapter is organized as follows: Section 2 gives an overview of wireless sensor networks,
their applications and general architecture. Section 3 focuses on the hardware architecture
of the motes (the CPU, communication infrastructure, memory and sensors). Section 4
introduces the layered protocol stack of the sensor motes (application, transport, network,
link and physical layers). Section 5 summarizes the chapter and suggest paths forward.
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2. Preliminaries

Wireless sensor networks are composed of small, inexpensive devices that are designed to
sense some phenomena, perform light computations and communicate with one another.
These devices are usually scattered over some area. This technology has seen a wide range of
applications ranging from military use to personal security. In the following, we discuss the
history of WSNs and some of their most pertinent applications.

Wireless sensor networks evolved form the Smartdust project, which was developed and
funded by DARPA in the late 1990s. The Smartdust project was designed to show that "a
complete sensor/communication system can be integrated into a cubic millimeter package"
(Pister, 2001). The Smartdust motes were engineered to be power efficient. This and other
similar projects have led to the explosion of research in the area of wireless Ad Hoc and sensor
networks, which was and still is heavily supported by US government agencies including
the National Science Foundation. While working on the Smartdust project, the researchers
recognized the variety of applications for their work both in the military field and elsewhere.

Some of the applications for the Smartdust projects are virtual keyboard, inventory control,
product quality monitoring and smart office spaces among others (Pister, 2001). In the virtual
keyboard application, dust motes would be glued into fingernails to sense the orientation
and motion of the fingertips and communicate with a computer. This could be used in sign
language translations, piano play, etc... In the inventory and quality control applications, a
system of communication could be implemented and deployed in all aspects of the production
process in order to monitor the location of the product and control and monitor its quality
(from temperature, to humidity exposure etc...). In the smart office spaces application, the
person’s preferred temperature, humidity settings could be directly communicated to the
environment they walk into. Some of the military applications that the Smartdust project
was developed for include battlefield surveillance, transportation monitoring and missile
monitoring.

In the past few year, Wireless Sensor Networks made the transition from the Berkeley
research centers to the production arena with the creation of companies, such as Crossbow
Technologies (Crossbow Technologies, n.d.) that started manufacturing them. The appeal of
Wireless Sensor Networks stems from the fact that you can deploy them and just leave. We
discuss in the remainder of this section the main classes of applications for the general WSNs.

WSN applications can be categorized into habitat and environmental monitoring, heath
applications, commercial applications, military applications among others.

One of the most prevalent uses of WSNs is in habitat and environmental monitoring. It
has been shown that direct human contact with some plant or animal colonies can result in
disastrous consequences. For example, (Mainwaring et al., 2002) describe the use of a sensor
network to monitor Seabird colonies because of their sensitivity to human disturbance. In
fact, a 15 minute visit to the colony could result in up to 20% rate of mortality among eggs.
Not only are WSNss useful in monitoring colonies without causing any disturbances but they
also represent a more economic method of monitoring for long periods of time.

Another example of the environmental use of WSNs is in forecasting systems. WSNs are
now scattered around large areas to forecast pollution, flooding and seismic activity. The
Automated Local Evaluation in Real Time (ALERT) was developed in the 70s by the National
Weather Service. It has been used by several government and state agencies and international
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organizations to provide a real time data collection system that can forecast floods (ALERT,
n.d.).

Another use for WSNs is in intelligent building management. In fact, they have been used in
HVAC, lighting, climate control, fire protection, energy monitoring and security applications
among others. In Canada for example, the National Research Council launched a three-year
project to develop wireless sensor networks to do just that. The project started in 2008 and is
anticipated to continue through 2011.

A very important application of WSNs is in the healthcare field. WSNs can be used to provide
continuous, remote, inexpensive, instantaneous and non-invasive monitoring of a patient’s
vital signs. This technology can be used to allow the elderly to remain in their own residences
but still be able to continuously check their vitals.

All these WSN applications consist of deploying the network for an extended period of time
on a single battery charge. It is therefore imperative that the motes be power efficient and that
the lifetime of the network as a whole be as long as possible.

3. The WSN hardware architecture

The hardware of wireless sensor motes consists of sensors (analog and/or digital), a
microcontroller, also referred to as a microprocessor or Central Processing Unit(CPU),
memory, RF communication module (transceiver) and battery. The design of each component
of a WSN mote should take into consideration the power metrics (power consumption and
voltage requirements) of the component. Additionally, the integration/interface of all the
components as a whole should be studied for power consumption (having analog sensors
means that an ADC component in the CPU should be required to convert the sensor readings
to a digital format etcE)

To reduce power consumption, several works suggest the introduction of sleep and wake
up cycles for the motes. Other schemes suggest a better integration of the functionality of
hardware components (using cross-layer principles). Another consideration in the design of
the CPU is the clock component. Several applications of WSNs require some level of time
synchronization. Clock choices and designs affect the amount of drift that a sensor mote’s
clock can experience requiring more or less time synchronization operations when the mote is
deployed (Akyildiz et al., 2002).

3.1 Sensors

Of the five main units, the sensing unit is the most application specific. Meaning the type
of sensor used will depend on the application. For instance, wireless sensors used for
structural health monitoring may consist of materials apt for monitoring strain, acceleration
(accelerometer) and linear and angular displacement. Other application specific sensors may
measure, vehicular movement, soil consistency, blood alcohol levels, humidity, noise levels
and so on. These sensors should then report some signal indicative of their acquisition.
Temperature (thermo-coupler outputting voltage or thermistor outputting resistance), force or
pressure (piezoelectric outputting voltage, strain gauge outputting resistance), position (linear
variable differential transformers (LVDT) outputting alternating current) or light intensity
(photodiode outputting current) all need to report information regarding their surroundings
to a processing unit (Wilson, 2004).
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The development of an efficient method for acquiring and converting conventional energy
from the sensors such as solar and wind has seen an exponential growth over the last few
years. The sensing development has been referred to as energy harvesting. One factor
contributing to the enjoyment of such an increase has been the threat of rapid decreases
projected in our global and national energy reserves based on utilization rates and trends.
Such a premonition has spurred funding for research in various fields including materials or
more specifically metamaterials.

Metamaterials have been defined by most associated scientist as materials made by man
which exhibit non-natural properties and characteristics, particularly EM or electromagnetic
properties not known to exist with any other materials found in nature. Regarding
electromagnetism, metamaterials which exhibit propagating electromagnetic waves (both the
permittivity and permeability are negative as seen in Figure 1 have seen much attention in
recent years as well as when both permittivity and permeability are very close to 1.
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Fig. 1. The parameter space for € and p. The two axes correspond to the real parts of
permittivity and permeability, respectively. The dashed green line represents non-magnetic
materials with p =1 Cai &shaleav (2010).

The reaction or response of a material (as in a sensor for WSNs) to external fields is largely
determined by only the two material parameters € and pu, permittivity and permeability
respectively. As shown in Figure 2, the real part of permittivity e, is plotted to the horizontal
axis of the parameter space, while the vertical axis corresponds to the real part of permeability
ir. A negative value of € (p) indicates that the direction of the electric (magnetic) field
induced inside the material is in the opposite direction to the inbound incident field. Noble
metals at optical frequencies, for example, are materials with negative €, and negative y and
can be found in ferromagnetic media near a resonance. Waves can not propagate in material in
the second and fourth quadrants, where one of the two parameters is negative and the index
of refraction becomes purely imaginary. In the domain of optics, all conventional materials
are confined to an extremely narrow zone around a horizontal line at p =1 in the space, as
represented by the dashed line in Figure 2.

Scores of such materials are designed to manipulate EM waves, many passively, by creating
an alternate propagation path. Metamaterials have been designed to redirect, not absorb or
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Fig. 2. Examples of a 3D optical metamaterials fabricated in a layer-by-layer manner. (a) A
near-infrared NIM (Negative Index Material) with three functional layers made by EBL
(Electron Beam Lithography); (b) Four layers of SRRs (Split Ring Resonators) based on EBL
with patterning-and-flattening approach; (c) A NIM wedge exhibiting negative refraction for
visible light made by an advanced FIB technique Cai &shaleav (2010).

reflect but to divert the energy through a desired path. It is no wonder as to the attention
metamaterials have seen for energy harvesting. Research is currently being conducted to
develop sensors (both photon and electron based) that extract atmospheric energy regardless
of the incident angle such that no energy is reflected back out of the sensor rather, it’s reflected
down toward the detector. This will lead to the creation of ultra-efficient sensors for wireless
networks, see (Narimanov & Kildishev, 2009; Shalaev et al., 2005) for more information on
Metamaterials.

3.2 Microcontroller

The component responsible for doing the bulk of the switching and decision making
for the WSN at the remote site is the processor or microcontroller. When selecting the
processor for specific WSN applications, the engineer must make many considerations. These
considerations include, but are not limited to, cost, power requirements, physical size, weight
and speed, some of which are elaborated upon below.

Depending on the microcontroller, the power requirement could range from .25 mA to 2.5 mA
per MHz for either 8 or 16 bit processors. Again, the application will determine if a processor
consuming relatively high amounts of energy is acceptable or if .25 mA per MHz is needed.
A common misconception is that by putting the processor in "sleep" mode, the sensor utilizes
less power thus is more efficient. It has been shown that this is not always true as while in
"sleep mode", sensors still maintain synchronization and memory functionalities necessary to
perform expeditiously upon awakening (Hu & Cao, 2010).

In fact a more prudent approach to saving energy would include completely shutting the
processor off, entirely, and ensuring the sensor can rapidly recover from a "dead" state or at
the very least rapidly jump from "sleep" mode to "awake" mode. As the processor needs to
synchronize native clocks and stabilize, the transition time or delay can be as long as 10 ms
which is a relative eternity. Another parallel approach involves varying the speed depending
on the time allotted for a specific task.

In other words, only using the minimum power required for a task at a given time by
dynamically ramping up or down the power accordingly versus drawing full power for all
"awake" states. This approach may benefit from an algorithm in which the speed is a function
of the power. If the required task and itOs effort expended is known before the task is given,
an absolute "finish time" can be maintained without necessarily completing the task as fast
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a possible rather as fast as necessary. Researchers from the University of California, Irvine
(Irani et al., 2007) developed an algorithm for optimizing power consumption by varying
speed below:

. Ljsuchthat[r; dj] C [z,2'R;
g(Z’Z ) - I(Z,Zl) (1)

where g(z,z") defines the intensity of the interval [z,z'], ][z,z"] defines the length of the interval,
R; is the required work needed to complete the job and d; denotes the deadline for job j. This
would allow energy and speed to be spent where it’s needed most creating a dynamic fluid
speed variance throughout the CPU for maximum overall efficiency. One might say, "losing a
battle here and there but winning the war’.

3.3 Memory

Memory is a crucial factor in WSNs. Particularly non-volatile memory. Non- volatile
memory is defined as various forms of solid state memory which doesn’t need to be
refreshed or powered to maintain it’s information. Examples include flash, electrically
erasable programmable read-only memory (PROM) read only memory (ROM), optical discs
and magnetic disks (Postolache et al., 2010).

The memory component is the means at which the WSN stores the data it acquires. The
speed requirement of the memory unit depends of the nature of the WSN and its intended
functionality. A rather fast memory unit may be required for certain military applications
where the data acquisition speed from the memory may dictate whether or not a target is
detected in time for acquisition and lock. On the other hand, a relatively slow memory unit
may be acceptable for soil monitoring WSN utilized by farmers. In either case the security and
reliability of the memory unit is important and both require additional power demands on
the WSN. To this end, researchers have been developing ways to more efficiently processing
and storing the acquired data including virtual memory protocols. Virtual memory has been
shown to reduce compile-time optimizations regardless of the limitations in memory on site.
One approach which generates a memory layout optimizes to the memory access patterns and
attributes for a given WSN. In other words, the protocol optimizes the memory map based on
the application, effectively reducing overhead (Lachenmann et al., 2007).

3.4 Transceiver module

All WSN motes will possess a transceiver or TR modules as they allow the motes to
communicate in WSNs. They present the capability to transmit and receive data packets,
information or signals in a relatively small package. One of the main factors which allows
for such a diminutive size lies in the RF architecture. Because the TR modules transmit
and receive in the same RF component there is no need for a separate architecture for each
transmission or reception. Thus the isolation of incident energy to transmitted energy must
be great to ensure against destructive cross modulation, unwanted dispersion and various
other resultant noise, all of which would inherently degrade the efficiency of the WSN either
directly or indirectly. Signal loss is of particular concern in the input/output portion of the
TR module and precautions must be taken to ensure signal degradation is tolerable from a
minimum threshold point of view.
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Within the TR package, a typical TR module will consist of and follow this RF path
for transmission: a common attenuator for signal suppression, a common phase shifter
(depending on the application. For example, phase shifter could be used to shape the
transmission pattern or radiation pattern leaving a WSN (also known as beam-steering), a
driver and a high power amplifier (HPA) to boost the signal amplitude for propagation from
the aperture or antenna for transmission. When receiving a signal within the TR module
frequency range, which varies per application, the signal passes through a limiting filter
and low noise amplifier (LNA) before coursing through a common attenuator to suppress
the signal’s magnitude and possibly a common phase shifter (depending on the application.
For example the phase shifter can be utilized as a directional finder or filter for incident
signal in a WSN). Outbound and incident signals are typically discerned by a circulator at
the output/input of the module. The attenuator and phase shifters are termed "common"
due to the fact that these components are used for both reception and transmission. In the
following, we elaborate on a few of the key components of the TR module from Figure 3.

The attenuator is implemented to ensure the unwanted side-lobes are suppressed, sufficiently
reducing the noise in the system. It also keeps the amplifiers down stream from prematurely
reaching saturation and causing unwanted non-linearities. Typically this is done only for the
receiver as during transmissions, it is usually desirable to propagate as much energy from the
antenna as possible. Since the attenuator basically performs the exact opposite function of
the amplifier, they are typically not conjoined in series unless, in some cases, it’s needed for
filtering purposes. Note that all the components within the TR module are frequency matched
meaning they are optimized for specific frequency ranges. Due to this inherent characteristic,
attenuators can be used to suppress frequency bands without distorting the fundamental
waveform. This is important for the energy efficiency of the system as the modulator can
maintain relative simplicity without the need to effectively recreate a waveform which would
subsequently cost more power.

The phase shifter allows multiple RF signals to be controlled by way of an external stimulation
such that the output of the phase shifter is of the desired phase without effecting the frequency.
The phase shifter may or may not be present in the TR module. It depends on whether or not
the WSN calls for a beam-forming or shaping capability which can aid in power efficiency if
multiple sensors are synchronized in receive and or transmission mode for power/amplitude
coupling. The amplifiers (driver and high power amplifiers) boost the signal for transmission
from the antenna. The level of amplification needed depends on the efficiency of the system,
particularly the aperture or antenna. A poorly matched antenna or one which has a high
Voltage Standing Wave Ratio (VSWR) will demand a higher amplitude or stronger signal to
propagate to a given target.

The application and placement availability of WSN will greatly affect which antenna is more
suitable and efficient. Most WSN antennas are omni-directional fundamentally but are shaped
by various ground effects. This crucial aspect of antenna propagation has prompted many
researchers to develop accurate prediction models specifically for WSNs.

3.5 Power source

Considering that many WSNs rely on portable energy or power sources to power sensors,
the capacity and efficiency of both the power source and the WSN is crucial in the overall
effectiveness of the WSN. For most of the WSN applications, when the power source drains,
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Fig. 3. Transceiver

the WSN is inoperable. For many applications various protocols for maximizing the lifetime
of the WSN are adequate while many other applications require WSNs to remain in remote
areas for several months or years without opportunities for manual power replenishment.
Many research centers have developed models to efficiently harvest energy for power as
for sensing previously mentioned. A WSN which can obtain its power requirements from
its surrounding environment essentially has an infinite lifetime. Various approaches from
mechanical vibrational energy harvesting to photon collection schemes are being considered
in an effort to self-generate power needs.

Fig. 4. A low power wireless sensor node system powered from energy scavengers or
harvesters and a battery. Guilar et al. (2006).

Figure 4is a schematic of a low power WSN system that uses energy scavengers. In Figure 4,
the energy sources are labeled Vsolar, Vvibe and Vbat for the solar, mechanical vibration and
battery, respectively. A mutiplexer switches between the unregulated energy sources. ADC
denotes the Analog to digital converter, DSP denotes the Digital signal processors and RF
denotes Radio frequency.
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4. The WSN layered protocol stack

The WSN layered protocol stack consists of the Application layer, the Transport layer, the Data
link layer and the Physical layer. This section will cover the role of each layer and study its
power consumption. The section will survey the current literature and analyze it with respect
to power consumption.

4.1 Application layer

The application layer is in charge of collecting and processing sensor readings (including the
use of data aggregation), performing time synchronization, implementing a security protocol
(as needed) etc... Each one of these tasks uses one or more hardware modules and each task
results in power being consumed.

4.1.1 Information fusion

Traditionally, sensor motes were designed to perform very little to no processing. They would
sense the environment and send the sensing data to the base station for processing. This
resulted in large amounts of packets being sent from the motes to the base station. In addition,
in several sensor network applications, the motes are exposed to conditions (such as very
high/low temperatures, pressure and noise) that might sabotage their measurements. It was
then proposed to use information fusion (also referred to as data aggregation) techniques at
the motes in order to decrease the network traffic, save energy, remove outlier data, make
predictions about future measurements and in general obtain better information quality by
combining data from multiple sources. Data aggregation requires some amount of processing
to be carried out at the motes. Data fusion can be used at different layers of the WSN protocol
stack. For example, it can be used at the application layer to process sensor readings as well
as at the network layer to consolidate routing information. In the following, we survey and
analyze the work that has been done on data aggregation and information fusion.

Information fusion can be categorized into three classes. Complementary, redundant, and
cooperative. This classification depends on the particular application and the relationship
between the motes that gather the data. In the case of complementary information, sources
gather different types of data and information fusion is applied to obtain a more complete
picture from data. In the case of redundant information, one or more sources gather the
same type of data and information fusion is used to discard the outlier measurements and
filter the data for accuracy, reliability and confidence. In cooperative information fusion, two
sources gather information that is fused to produce information that better represents the
reality. Information fusion is performed for different purposes. In the following, we present a
classification of data fusion algorithms based on the purpose of the information fusion.

Information fusion techniques could be either centralized or distributed. Centralized
techniques have a single point that controls the fusion process but are simple to implement.
However, all the sensor motes send their data to the central point, which overwhelms the
central data point and floods the network with messages. Distributed techniques on the other
hand are more complex to implement but are more energy efficient because the information
is exchanged locally, which reduces the number of messages exchanged in the network.
Several methods have been proposed for information fusion including inference, estimation,
aggregation, and compression.
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Inference methods consist of making a decision based on previous knowledge. Protocols that
have been proposed for inference include Bayesian inference algorithms (Coue et al., 2002;
Tsymbal et al., 2003), Dempster-Shafer inference algorithms (Dempster, 1968; Shafer, 1976)
and fussy logic algorithms (Gupta et al., 2005) among others.

Estimation methods use probabilistic theory to estimate a state based on a sequence of
measurements. Estimation algorithms include the maximum likelihood algorithm (Xiao et
al., 2005), least square, Kalman filter and particle filter (Kalman, 1960).

Data aggregation methods are used to overcome implosion and overlap and compression
is used to reduce the amount of data by exploiting spatial correlation among the motes.
Techniques for compression include distributed source coding (Xiong et al., 2004) and coding
by ordering (Petriovic et al., 2003).

The implementation of these algorithms comes at a cost involving hardware complexity, CPU
time and energy.

4.1.2 Time synchronization

Time synchronization consists of synchronizing the local clocks of all the members of a
distributed network. In WSNs, it consists of synchronizing the clocks of all the motes in the
network. Time synchronization is essential for all networked systems and is a requirement
in most WSN applications and protocols. Example applications include environmental
monitoring and target tracking among others. In these applications, the order of events is
usually important. For example, in target tracking, sensors need to continuously report the
location of a moving target, which could be time sensitive. Example protocols that require
time synchronization are some MAC protocols (Demirkol et al., 2006) (such as the ones based
on TDMA, where each node is assigned a time slot) in addition to several routing and security
protocols.

In this section, we review the time synchronization algorithms proposed in the literature
and analyze their power saving properties. In addition to being energy efficient, time
synchronizations schemes for WSN need to be accurate and scalable.

When a packet is sent from node A to node B, node A can append a time stamp to the packet.
Node B can then extract the time stamp from the packet, add the time it took the packet
to travel from node A to node B (transmission time) in order to estimate its local clock’s drift
fromnode A. The packet delay consists of send time, access time, propagation time and receive
time. Send time is the time interval between when the node issues the send command until
the node is ready to send the packet.

The medium access times is the duration from when the node is ready to send until the time
when the transmission starts. This is the step that makes time synchronization such a difficult
problem. It is not possible to accurately estimate this time. The propagation time is the time it
takes the packet to reach to the destination, and the receive time is the time it takes to receive
the frame.

The Network Time Protocol (NTP) described in (NTP, n.d.), is the protocol that synchronizes
the clocks in wired networked systems by estimating the roundtrip time of packets. It is the
standard used on the Internet. NTP maintains a universal time (UTC) across the network.
NTP is not suitable for WSNs because of its centralized nature and prohibitive cost. In fact



Power Considerations for Sensor Networks 139

in NTP, clients synchronize their clocks to the server and servers are synchronized to using
external time sources (using a GPS). NTP is not suitable for WSNs for a number of reasons.
First, NTP is centralized. 2. In WSN, it is impossible to accurately estimate the roundtrip
time. 3. GPS is too expensive to use or is not an option for most WSN applications (for
example, indoor applications will not have access to GPS signal).

Most time synchronization protocols are sender to receiver. The sender time stamps a packet
and the receiver extract the time stamp and tries to extrapolate its clock drift compared to
the sender (Romer, 2001), (Ganeriwal et al., 2003). However, the Reference Broadcast Scheme
(RBS) (Elson et al., 2002) is different. It is a receiver-to-receiver synchronization protocol. In
RBS, a sender broadcasts a beacon without any time information. The receivers then exchange
Acknowledgement messages with the time they received the beacon. Receivers can then
extrapolate their own clock drift relative to each other. RBS works with two receivers and is
easily extended to more than two receivers. In addition, increasing the number of broadcasts
increases the accuracy of the scheme. Note that in RBS, the uncertainty of access time is
removed (since the sender is removed from the drift calculations) and since the propagation
time is assumed to be negligible in WSNs, the only uncertainty factor and potential error
margin in this protocol is the receive time.

The Timing sync Protocol for Sensor Networks (TPSN) (Romer, 2001), (Ganeriwal et al., 2003)
is a sender-receiver protocol. In TPSN, the sender sends a packet to a receiver, which uses
the TPSN equation to extract its local clock drift compared to the sender. TPSN then uses a
tree hierarchy to propagate the synchronization, it categorizes the nodes in the network into
levels during the discovery phase. During the synchronization phase, the root node (level
0) synchronizes all level 1 nodes. After this first phase of synchronization, level 1 nodes
synchronize level 2 nodes and so on, until synchronization has been propagated through the
entire network. TPSN achieves better accuracy than RBS when using MAC layer time stamps
because RBS is limited by the transmission range and would require more beacons in order to
perform synchronization.

In (Greunen & Rabaey, 2003), the authors claim that most sensor network applications
do not require very precise synchronization. In fact, they claim that most applications
only require synchronization in the order of a fraction of a second. The authors therefore
propose a different approach where the required accuracy is taken as a constraint and then a
synchronization algorithm with minimal complexity is devised so that the requested accuracy
can be achieved. In this work, the synchronization is propagated in a centralized manner
where a spanning tree is created and synchronization is conducted along the edges of the tree.

Centralized approaches to time synchronization are not energy efficient and often result
in depleting the energy reserves of the root node. The authors in (Maroti et al., 2004)
propose the Flooding Time Synchronization Protocol (FTSP). FTSP uses periodic flooding of
synchronization messages. This approach makes the algorithm de-centralized, scalable and
topology independent. In FTSP, the synchronization root is elected dynamically and re-elected
periodically. The root is responsible for keeping the global time of the network. In this
work, the nodes form a dynamic mesh like structure to propagate the time synchronization
throughout the network (unlike TPSN). This work saves on the energy required to create
an initial spanning tree (as in TPSN) and is therefore more energy efficient than TPSN. In
addition, this protocol is not topology dependent and can perform synchronization even when



140 Telecommunications Networks — Current Status and Future Trends

the topology of the network changes. However, the synchronization error in FTSP can grow
exponentially with the size of the network (Lenzen et al., 2009).

Similar to FTP, the Novel Algorithm for Time Synchronization (NATS) is a decentralized
time synchronization protocol. Unlike FTSP, NATS is a receiver-sender protocol because the
receiver requests synchronization from the sender. This reduces the amount of messages
exchanged for the purpose of time synchronization and therefore, reduces the amount of
energy consumed during synchronization. NATS was designed at DePauw University by
Peter Terlep L Steven Klaback 2 and Khadija Stewart. NATS does not need to meet
any specific topology prerequisites, it can adjust to topology changes. It accomplishes the
following: 1) it does not need a third party device that is within radio communication range
of all motes, 2) it does not need any one mote to be within range of all motes, 3) it is scalable, 4)
it allows for deep sleep between synchronization activities, 5) it handles receiver-side medium
access control (MAC) buffer latency uncertainty, 6) it addresses the inability to acquire a
real-time sender-side MAC timestamp, 7) and it uses a distributed energy efficient algorithm
for multi-hop synchronization.

Pair-wise synchronization in NATS starts when the root node receives a sync request. The root
then sends two consecutive packets to the requesting node, each containing a timestamp at
the MAC layer. The receiving node uses these two packets along with its receive time stamp
to extrapolate the propagation and channel access times. It uses that information to estimate
its clock drift from the root node. Time synchronization is then propagated throughout the
network in a distributed manner, similar to FTSP, by having each synched node act as a
potential root node for synchronization. Experimental results show that NATS provides better
synchronization accuracy than TPSN. In fact, using the Sun Spots platform, the Mean Sync
Error for NATS was 1.74ms versus 2.63ms for TPSN.

The Gradient Time Synchronization Protocol (GTSP) is completely distributed (Sommer &
Wattenhofer, 2009), where the nodes periodically broadcast synchronization beacons to their
neighbors and agree on a common clock. It is proven that after multiple beacon exchanges, the
clock of the nodes converges to a common value. This algorithm is completely distributed and
nodes only exchange beacons locally. GTSP is proven to achieve better time synchronization
accuracy as compared to tree-based methods.

In PulseSync (Lenzen et al., 2009), the root node floods a "pulse" through the network in
a breadth-first search tree manner. The nodes receiving the pulse then compensate for the
drift relative to the root node. The authors note that the flooding of the pulse needs to be
scheduled in order to avoid collisions. This protocol is proven to be accurate when used
in sensor network applications where the topology does not change. In fact, it is proven to
outperform FTSP by a factor of 5 on mid-size networks.

The authors in (Li et al., 2011), propose a new direction in time synchronization where the
Radio Data System (RDS) of FM radios is used to synchronize the nodes’ clocks. In this work,
each node is equipped with an FM receiver and programmed to receive the same RDS signal.
The mote’s clock then uses a calibration component to calibrate itself to the RDS clock. The
drawbacks of this method stem from the fact that the FM interface is not power efficient and

! Peter Terlep is currenty a Ph.D student at Michigan University
2 Steven Klaback is currently with Digital Knowledge
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that not all WSN applications can have access to FM signals especially for the applications
deployed in remote areas.

In summary, in order for a time synchronization protocol to be appropriate for a wide range
of WSN application, it needs to accurately compute the clock drifts, be distributed, scalable,
adapt to any topology and be able to propagate the synchronization instantaneously and
without flooding the network.

4.2 Transport layer

The transport layer is mainly used to communicate with external networks (such as the
Internet) and is therefore rarely implemented in sensor motes.

4.3 Network layer

The network layer is in charge of all routing functions. Routing is the function that is used the
most in multi-hop WSNSs. It is the routing algorithm that allows nodes that are more than a
hop away to communicate with each other and form a connected network. Because routing is
used extensively in most WSN applications, it is the function that should be the most power
efficient. A variety of routing protocols have been proposed in the literature, some of which
are designed to be ‘power aware” and use the battery level or the network lifetime as a routing
constraint. This Section reviews these works and studies the effect of clustering on power
consumption.

Initially, research on routing algorithms focused on Mobile Ad hoc NETworks (MANETSs).
In these networks, the nodes were designed to be highly mobile, which resulted in the
development of on-demand routing algorithms. These algorithms use flooding to compute
routes (see the Reliable Ad-Hoc On-Demand Distance Vector Routing Protocol (RAODV)
(Khurana et al., 2006), and the Ad hoc On-demand Multipath Distance Vector (Marina & Das,
2001) among others). The traditional flooding method consists of every node broadcasting
the data to all its neighbors, the neighbors broadcasting the data to their neighbors etc...
Ultimately, the sink will overhear the data. Flooding-based protocols suffer from several
inefficiencies including overwhelming the network with unnecessary transmissions, excessive
energy consumption, implosion, overlap, among others see (Heinzelman et al., 1999). Routing
in MANETs is a tedious problem because of their dynamic nature. Adding power efficiency
to the equation renders the problem even more tedious.

In (Mleki et al., 2002), the authors propose a reactive Power-aware Source Routing (PSR)
protocol for MANETs. This protocol was based on the Dynamic Source Routing protocol
(RFC4728, n.d.). PSR computes the cost of routes while taking into consideration both
transmission power and remaining battery power. In PSR, the source broadcasts a message
and intermediate nodes compute the path cost and add it to the header of the broadcast
message. The destination then adds the least cost path to the reply and sends it back to
the source. This solution fits the needs of MANETs but because of its broadcast nature, it
is not suitable for the more resource constrained sensor networks. Since most sensor network
applications require static sensors and are more resource constrained than MANETs, the
routing solutions that were developed for MANET: are not suitable for the low power sensor
networks. As a result, the Routing Over Low power and Lossy networks (ROLL) group was
created as part of IETF in 2008 (Watteyne & Richichi, 2010) to help develop a standardized
routing solution for sensor networks.
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In (Watteyne & Richichi, 2010), the authors define a set of criteria that routing protocols
must possess for routing in low-power and lossy networks. These criteria consist of
satisfactory performance in: 1. Routing state. 2. Loss response. 3. Control cost. 4.
Link cost. 5. Node cost. The authors then conclude that none of the mature IETF
protocols, that were developed for MANETSs, fulfill those requirements. The protocols
examined in this work are: OSPF (RFC2328, n.d.), IS-IS (RFC1142, n.d.), OLSR (RFC3626,
n.d.), OLSRv2 (draft-ietf-manet-olsrv2-12, n.d.), TBRPF (RFC3684, n.d.), RIP (RFC2453, n.d.),
AODV (RFC3561, n.d.), DYMO (draft-ietf-manet-dymo-mib-04, n.d.), DSR (RFC4728, n.d.),
IPv6 Neighbor Discovery (RFC4861, n.d.) and MANET-NHDP (draft-ietf-manet-nhdp-15,
n.d.). In (Watteyne & Richichi, 2010), the authors suggest that a new protocol specification
document needs to be created for routing in low-power and lossy networks. The discussion
in (Watteyne & Richichi, 2010) was limited to mature and well documented IETF protocols,
in the remaining of this section, we examine "energy aware" routing protocols designed for
wireless sensor networks that have not been included in this review.

Routing algorithms with energy considerations aim to either minimize the energy
consumption of the networks as a whole or increase the lifetime of the network. Protocols
that attempt to minimize the energy consumption of the network usually compute and use
the shortest paths in the network. As a consequence, a few select motes are usually overused
and their energy reserve is depleted earlier than the rest of the motes. This could result in the
network becoming partitioned and could therefore end its useful lifetime prematurely.

Most applications of WSNs are deployed in remote areas and are scheduled to monitor the
area for long periods of time. In this case, extending the useful lifetime of the network is
of at most importance. The concept of "lifetime of the network” is difficult to define in WSNs
(Dietrick & Dressler, 2009). For practical purposes, we define the useful lifetime of the network
as: "The total amount of time that the network is able to do useful work’. If for example the
purpose of the network is to record sensor readings from ten different areas for as long as
possible, the useful (operational or functional) lifetime of the network will be the total amount
of time that at least one sensor is functional in each of the ten different areas and that there
exists a path between each of those senors to the sink, i.e., those sensor motes are able to relay
their readings to the sink. The useful lifetime of the network is therefore application specific
and a uniform definition may not apply to all types of WSN applications.

The shortcomings of the broadcast-based protocols have led to the design of data-centric
routing mechanisms. One of the earliest works on this type of protocols is SPINS (Heinzelman
et al., 1999) where the data is named using high-level descriptors (meta-data). In this case,
sensors exchange meta-data. The protocol relies on three types of messages: 1. ADV message,
which is used to advertise particular meta-data, 2. REQ message used to request specific
data, and 2. DATA message used to deliver the actual data. Spins achieves significant
energy savings over traditional broadcast-based protocols (a factor of 3.5) and reduces the data
redundancy in half. However, Spins does not guarantee the delivery of data to the requesting
node, which makes this protocol unpractical for several applications of WSNs (Akkaya &
Younis, 2003).

In data-centric routing algorithms, regions of sensors are queried to send their sensed readings
to the sink. Because of the redundancy in sensors in each region, the data needs to be
aggregated before it is forwarded to the sink. Several algorithms have been proposed to
perform data aggregation to disregard the redundant information. Sensor Protocols for
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Information via Negotiation (SPIN) (Kulik, 1999) was the first work to suggest eliminating
redundant information to save energy. Later, a series of protocols that use directed diffusion
were proposed (Intanagonwiwat et al.,, 2000), (Braginsky & Estin, 2002), (Schurgers &
Srivastava, 2001), (Chu et al., 2002).

An important step in routing in wireless sensor networks was the creation of routing
algorithms based on directed diffusion, the first introduction is described in (Intanagonwiwat
et al., 2000). In directed diffusion, a node sends a query for some particular data (data here
is identified using an attribute-value pair). As a result, data matching the query description
is "drawn" towards the querying node. The data can be aggregated by intermediate nodes
and all the communication is only neighbor-to-neighbor. These types of algorithms achieve
significant energy savings over the traditional broadcast-based algorithms. Despite the energy
saving properties of the directed diffusion algorithms, they are not suitable for all sensor
network applications. Some sensor network applications require continuous data flow from
the sensors to the sink, as a consequence, query based algorithms will not be suitable for such
applications since the sink would need to continuously query each sensor for data (Akkaya &
Younis, 2003).

An alternate way of relaying information in WSNs, other than flooding, is gossiping
(Kyasanur et al., 2006). In gossiping, the source node selects a random neighbor and forwards
the data to them. The process continues until the destination is reached or a maximum number
of hops is achieved. Similar to flooding protocols, gossiping protocols also waste energy by
sending messages by sensors that cover overlapping areas. In addition, gossiping algorithms
can suffer from excessive delays because the next hop node is selected randomly.

An improvement to the traditional gossiping protocols is the location-based protocols. In
these protocols, location information is used to direct the routing in order to reduce the
number of transmissions and therefore save energy. One such protocol is SPEED (He et al.,
2002). This protocol uses a combination of feedback control and non-deterministic geographic
forwarding to provide real-time unicast, area-multicast and real-time area-anycast.

In (Li et al., 2001), the authors propose an energy saving routing scheme called the adaptive
max-minzPmin scheme. This routing algorithm selects a route that maximizes the minimum
residual energy as long as it consumes no more than zPmin energy (Pmin energy is he
amount of energy consumed by the minimum-energy route). This algorithm also computes
the minimum node lifetime of the network and adjusts its routing criterion accordingly. While
this method is hard to implement (keeping track of the lifetime of the nodes in a central
location), it is more practical for ad hoc networks than it is for sensor networks.

Another family of protocols is the hierarchical routing protocols. The main purpose of creating
a hierarchy within a sensor network is to achieve scalability, i.e., the network performance
should decrease slowly in response to an increase in the network size. The main form of
hierarchical routing in WSNss is clustering, which consists of organizing the nodes into clusters
where each cluster has a cluster head. The cluster head is then in charge of performing data
aggregation or forward the packets on to the next hop. This leads to a smaller amount of data
being transmitted to the sink, which intrinsically saves energy.

One of the first clustering protocols, LEACH is described in (Heinzelman et al., 2000). LEACH
randomly rotates the head cluster in order to balance the energy consumption amongst the
nodes in the cluster and uses data fusion in order to reduce the amount of data sent to the sink.
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As a result, LEACH achieves significant energy savings compared to conventional routing
protocols. Several other hierarchical protocols have been proposed in the literature who build
up on LEACH such as TL-LEACH (Loscri et al., 2005) which proposes a two-level hierarchy
to LEACH, EECS (Ye et al., 2006) where nodes compete for the position of cluster head, HEED
(Yonis & Fahmy, 2004) where cluster heads are selected based on the distance between nodes,
among others.

In (Iwanicki & Steen, 2009), the authors develop a framework to test the various hierarchical
routing protocols proposed for WSNs. The authors state that hierarchical routing is a
promising solution for the resource constrained WSNs and caution that the theoretical results
presented in most hierarchical work can be very different from the results obtained using
a more realistic framework. The proposed framework dismisses the idea of rotating the
cluster head to save energy because this change complicates route computation by changing
the routing addresses. The authors conclude that there is no one optimal hierarchical
routing protocol for all WSN applications, rather protocols are application and requirement
dependent.

In conclusion, there still exists the need to develop a low-frills, low-power, manageable
and adaptable protocol for routing in the resource constrained sensor networks. The ROLL
working group is still working on a requirement specification document. They may in fact,
not be able to propose a single protocol for all or most WSN applications and could end up
proposing or extending more than one protocol.

4.4 Medium access control layer

The main duties of sensor motes are communication, sensing and computing. Amongst
these three tasks, communication consumes the most energy. It is therefore imperative to
make sure that the communication task is as efficient as possible in order to prolong the
energy lifetime of the motes. It is the data link layer that is responsible for establishing
communication links between the motes, allowing the motes to share the wireless medium
fairly and detecting/correcting transmission errors. Power considerations at the data link
layer involve studying the hardware of the communication module (see Section 3) , the
implementation of protocols such as the power management protocol and manipulating the
power level of the transceiver.

The most energy waste occurs when a mote receives multiple frames at the same time. In this
case all the frames that collide need to be discarded which results in wasted transmissions and
receptions and increased latency. Other causes of energy waste are control packet overhead,
overhearing unnecessary traffic and the long idle time in WSNs. In fact, in WSNs, idle
listening consumes more than half the amount of energy required for reception (Ye et al.,
2004). The Medium Access Control (MAC) layer is the sublayer of the data link layer that is
responsible for handling the contention over the medium (in this case, the wireless medium).
The main media access protocols used in wireless networks are Time Division Multiple
Access (TDMA), Frequency Division Multiple Access (FDMA), Carrier Sense Multiple Access
(CSMA), Request To Send/Clear To Send (RTS/CTS) protocols, and the IEEE 802.11 protocol.
The purpose of these schemes is to avoid channel contention. In the following, we review
the most relevant MAC protocols that are proposed for use with wireless sensor networks.
The channel contention scheme in these protocols is based on the above described contention
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prevention mechanisms. In the rest of this Section, we study the main MAC layer protocols
that are proposed in the literature and analyze their power-saving properties.

In this work, we consider energy efficiency to be the most important attribute in a MAC
protocol. Other important attributes for a MAC protocol consist of providing fair and efficient
access to the medium, scalability and adaptability to change.

Most ad hoc network and WSN applications require the network to be deployed for an
extended period of time. During their deployment, the motes are programmed to sense
the environment and relay sensor readings to the sink. Several MAC protocols have been
proposed for these applications where the motes are periodically scheduled to be in a
power-saving state (a sleep state or an off state) in order to save their battery power and extend
their deployment lifetime, see (Singh & Raghavendra, 1998; Stewart & Tragoudas, 2007; Ye et
al., 2004) among others.

PAMAS (Singh & Raghavendra, 1998) is a MAC protocol based on RTS/CTS. PAMAS
schedules sleep intervals for sensor nodes to avoid overhearing and uses separate channels
for data and control frames. In PAMAS, nodes probe their neighbors for transmission time in
order to avoid collision as well. PAMAS reduces energy consumption by avoiding collision
and transmission overhearing at the expense of increased hardware complexity, which in turn
affects the power consumption.

The S-MAC (Ye et al., 2004) protocol reduces the energy consumption of the nodes by
implementing the following mechanisms. First, it reduces idle listening by scheduling sleep
intervals for nodes, in fact, S-SMAC coordinates sleep intervals amongst neighboring nodes.
Second, it divides long messages into smaller packets and transmits them back to back. As
a result, nodes with longer messages occupy the wireless medium for longer periods of
time. The authors show that this seemingly "unfair" advantage results in energy savings
over traditional "fair" methods. Third, it implements a low-duty-cycle that reduces idle
listening. Finally, it uses in-channel signaling to reduce overhearing by extending the work
from PAMAS (Singh & Raghavendra, 1998).

S-MAC’s mechanisms do reduce energy consumption at the expense of increased message
latency. However, the predefined sleep intervals limit the flexibility of the protocol and the
broadcast mechanism increases the probability for collision because S-MAC does not use
RTS/CTS (Demirkol et al., 2006).

TMAC (Van & Langendoen, 2003) is similar to SMAC except that each node is equipped with
a timer. In TMAC, a node is put on the low-power/sleep state if it does not transmit or receive
for the entire duration of the timeout period. TMAC performs significantly better than SSMAC
under variable load.

In WiseMAC (El-Hoiydi & Decotignie, 2004), the authors propose a downlink (to be used
when the sink transmits packets to sensors). WiseMAC uses non-persistent CSMA (np-CSMA)
with preamble sampling in order to decrease idle listening. In this case, a preamble is used
to alert the receiving node that a data packet is on its way. The preamble precedes each data
packets. All the nodes in the medium listen to the medium for a constant time interval referred
to as the sampling period. If a node hears a transmission while it is listening to the medium,
it will continue to listen until it receives a frame or until the medium becomes idle. The sink
precedes each data frame with a preamble sequence that is equal to the sampling period. This
guarantees that the receiving node will be able to detect the transmission. On the downside,
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the long preamble sequence results in a low throughput and in increase power consumption.
In addition, all the nodes within wireless range of the receiving node are able to hear the
transmission. WiseMAC proposes an improvement to this where the sink takes advantage of
knowing the sampling schedule of the nodes. The sink therefore, sends a smaller preamble
and a frame right when the receiving node is scheduled to start sampling the medium.

WiseMAC suffers from two main drawbacks (Demirkol et al., 2006). The first drawback results
from its decentralized sleep schedule where nodes wake up from their sleep cycle at different
times. This is inefficient when broadcast communication is used because the broadcasted
frames would need to be stored at the neighbors who are awake and end up being transmitted
multiple times. The second drawback of the protocol is the fact that it is vulnerable to the
hidden terminal problem where collision can happen at a node if it receives transmissions
from two nodes that are not within transmission range of each other (Note that this is not a
problem if WiseMAC is only used as a downlink protocol)

TRAMA (Rajendran et al., 2003) is a collision-free TDMA based MAC protocol for sensor
networks. TRAMA ensures energy efficiency by avoiding collision during unicast, multicast
and broadcast transmissions. In addition, in TRAMA, nodes can switch to a low-power state
whenever they are not transmitting or receiving frames to save energy. In TRAMA, a node
is elected to transmit within a two-hop neighborhood during each time slot. This mechanism
avoids the hidden terminal problem.

TRAMA achieves significant energy savings due to: 1. the increased amount of low-power
states, 2. the decreased amount of communication since the receiving nodes are indicated
a priori, and 3. the significant decrease in collision probability. However, the latency when
using TRAMA is longer compared to CSMA as a result of the high percentage of sleep time
(Demirkol et al., 2006).

Berkeley MAC (B-MAC) (Polastre et al., 2004) is a low frills protocol based on clear channel
assessment, it uses low power listening with preamble sampling. The default mode in
B-MAC does not include a mechanism to avoid the hidden terminal problem, which could
be implemented by higher layers if needed. B-MAC achieves significant energy savings when
varying check time, by making the preamble constant and setting the sample rate. However,
since the protocol is bare-bone, additional features would have to be implemented at higher
layers when needed, which increases the complexity of the system as a whole.

Even though multiple MAC layer protocols provide adequate performance, no single protocol
has been chosen as a standard. This is due to the fact that some protocols perform better
than others for particular applications, communication pattern, network infrastructures and
or network densities. An ideal energy efficient MAC layer protocol for WSNs would use a
local schedule for motes to turn to the low-power/off state as a function of their residual
energy as well as their sensing schedule. The schedule should aim to maximize the sleep time
of the motes while preserving their sensing schedule, local connectivity and balancing their
energy levels in order to increase the lifetime of the network as a whole.

4.4.1 Physical layer

Frequency detection, generation, modulation and coupling are the responsibility of the
physical layer and are explained in detail in the hardware section. Note that when an engineer
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is charged with designing a physical layer, propagation effects due to the ambient conditions
must be considered.

5. Conclusion and future work

This chapter reviews the hardware architecture of wireless sensor motes, as well as their
protocol stack focusing on power considerations at every level. We conclude that because
of the diversity in WSN applications, it is very difficult to derive a universal power efficient
architecture both in terms of hardware and software.

As far as the hardware components in WSNs, many advances have been made over the
last few years. These improvements include more efficient apertures with better directivity
and lower VSWR. The sensor element has been made to become more resolute while power
management has improved due to the accessibility of more exotic materials for energy
storage. The future holds near perfect antenna with nearly a 1:1 VSWR ensuring most of
the energy leaving the system goes where it’s designed to propagate. Researchers at Purdue
University are working toward ensuring optical sensors are near perfectly efficient with
negative refractive metamaterials and photon collection efforts.

In terms of the WSN protocol stack, no one protocol has been adopted as a WSN standard,
rather each protocol is designed to efficiently serve one or more WSN applications. The power
efficiency of protocols has become the number one constraint in almost every layer of the
protocol stack. More work is needed to design and develop protocols that are less application
specific and still power efficient.
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1. Introduction

Wireless Sensor Networks (WSNs) are an interesting field of research because of their
numerous applications and the possibility of integrating them into more complex network
systems. The difficulties encountered in WSN design usually relate either to their stringent
constraints, which include energy, bandwidth, memory and computational capabilities, or to
the requirements of the particular application. As WSN design problems become more and
more challenging, advances in the areas of Operations Research (OR) and Optimization are
becoming increasingly useful in addressing them.

This study is concerned with topics relating to network design (including coverage, topology
and power control, the medium access mechanism and the duty cycle) and to routing in
WSN. The optimization problems encountered in these areas are affected simultaneously
by different parameters pertaining to the physical, Medium Access Control (MAC), routing
and application layers of the protocol stack. The goal of this study is to identify a number
of different network problems, and for each of these network problems to examine the
underlying optimization problem. In each case we begin by presenting the basic version
of the network problem and extend it by introducing new constraints. These constraints
result mainly from technological advances and from additional requirements present in WSN
applications. For all the network problems discussed here a wide range of algorithms
and protocols are to be found in the literature. We cite only some of these, since we are
concerned more with the network optimization problem itself, together with its different
versions, than with a state of art of methods for solving it. Moreover, the cited methods
have originated in a variety of disciplines, with approaches ranging from the deterministic
to the opportunistic, including computational geometry, linear, nonlinear and dynamic
programming, metaheuristics and heuristics, game theory, and so on. We go on to discuss
the complexity inherent in different optimization problems, in order to give some hints to
WSN designers facing new but similar scenarios. We try to highlight distributed solutions
and information that is required to implement these schemes. For each topic the general
presentation scheme is as follows:

i) Present the network problem

ii) Identify the relevant optimization problem
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iii) Discuss the theoretical complexity of the optimization problem

iv) Describe some representative solution methods, including distributed methods

The relations between the two areas of WSN network design and OR have been discussed
in some other works (Li, 2008; Nieberg, 2006; Ren et al., 2006; Suomela, 2009). In (Li, 2008;
Nieberg, 2006; Suomela, 2009) the goal is to relate a network problem to its corresponding
optimization problems and to discuss related questions in the OR literature that might feature
in a solution. For example, Suomela (2009) is focused on data gathering and scheduling
problems in WSN. He identifies the respective optimization problems and presents some
nice properties that a graph should have (e.g. bipartite, graph with unique identifiers,
planar, spanners, etc) to facilitate the design of distributed algorithms for these optimizations
problems. Ren et al. (2006) present a survey highlighting certain methodologies from
operational research and the corresponding network problems that they can solve. In
particular they relate graph theory and network flow problems to routing problems in WSN, fuzzy
logic to clustering, and game theory to the problem of bandwidth allocation. Following on from
these works we attempt to enlarge the spectrum of the network problems addressed, and for
each network problem we highlight the optimization problem together with some effective
methods proposed in the literature. Furthermore, we report at the end the study a discussion
on open issues.

This chapter is organized as follows. The second section introduces certain methods from
OR which are used to solve problems in WSN. The goal is to familiarize the reader with both
the terminology and methods that are encountered in the OR domain and we refer to in the
reminder of the study. In the third section we discuss several problems of WSN design, most
of which must be addressed in the setup phase of the network. The fourth section is concerned
with the routing problems. We report a classification of most used models and focus on how
each of them is useful in addressing routing problems in WSN. The final section identifies
some open issues in WSN and gives concluding remarks.

2. Operations research methodology used in WSN design

This section aims to introduce the reader to OR terminology and some representative
solution methods from OR that are already used in WSN design. An Optimization Problem
(OP) in OR is composed of two main parts. One is the objective/cost function to be
maximized /minimized, and the second is concerned with the associated constraints that
determine the feasibility domain. A solution of the OP is feasible if it satisfies all the
constraints. From computational complexity point of view an OP is said to be polynomial
if there exists a polynomial-time algorithm for solving it, otherwise it falls into NP-hard
problems class. The solution methods used to solve the OP can be classed into two groups:
exact methods and heuristic methods.

1. Exact methods seek a global optimal solution (if it exists) for the problem. The most
familiar techniques among the exact methods commonly used for OPs in WSN are Linear,
Nonlinear and Dynamic Programming. A general linear programming (LP) formulation is
as follows:

max cx (1)
Ax <b 2
x>0 3)
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where A is a matrix, b and c are vectors giving respectively the right-hand terms and the
cost coefficients, and x is the decision variable vector.

In cases where some decision variables have integer values while others have continuous
values we refer to the problem as Mixed Integer Linear Programming. If, on the other hand,
the vector x contains only integer values, then we have a case of Integer Linear Programming
(ILP). Note that the difficulty of the problem increases when we are dealing with ILP rather
than LP, since ILP problems are commonly NP-hard. The most frequently used algorithms
for solving LP problems are Simplex and Interior Points methods (Dantzig, 1963;
Karmarkar, 1984), whereas for ILP problems there are Branch-and-Bound, Branch-and-Cut
and Cutting Planes methods. Besides maximizing/minimizing an objective function, LP
can be adapted so that it also guarantees fairness. In this case the objective function
becomes a max-min (or min-max) objective function. In WSN we may often encounter
network problems modeled according to this structure. It also happens that in some
networks modeled by LP the number of variables is infinite or finite but huge, making
an explicit enumeration impossible. In these cases the problem is solved iteratively. At
each iteration new variables that potentially would lead to better solutions are generated
by a method called column generation. The problem is solved when no new variables can
be generated. Finally, when the objective function, or at least one of the constraints, is a
nonlinear function, the problem becomes a nonlinear programming problem. In this type
of problem the nature of the objective function is very important. If it is a convex function,
then the problem is a nonlinear convex programming problem, where the best-known
techniques include subgradient and Lagrangian decomposition (Kuhn, 1951; Shor, 1985).
The above linear programming problems can be solved using a commercial solver such as
CPLEX, Xpress-MP, etc. For nonlinear nonconvex programming the optimization becomes
difficult and the solution methods less tractable. Another method worth citing is Dynamic
programming (Bellman, 1957). This is a sequential approach where the decisions are taken
optimally, step-by-step, until the complete solution has been constructed. This method
works for problems that can be divided into subproblems that are simpler to solve and
whose solutions will produce the global solution.

2. Heuristic methods are an important class of solution methods for practical optimization
problems in WSN exhibiting high computational complexity. These approaches are
intended to quickly provide near-optimal solutions to difficult optimization problems that
cannot be solved exactly. Their advantages include easy implementation, rapidly-obtained
solutions and robustness to variations in problem characteristics. However, in most cases
they cannot guarantee the quality of the solution produced. Heuristic methods include
local improvement methods that perform searches within the neighborhood of a feasible
solution to the problem, and improve/construct the solution step by step by taking the
best local optimal decision at each step. The main danger here is getting trapped at a local
optimum, and to overcome this danger these methods may be combined with random
approaches, multi-start approaches, and so on.

Similarly, metaheuristics are very general approaches used to guide other methods or
procedures towards achieving reasonable solutions. Metaheuristics aim at reducing the
search space and avoiding local optima. Most metaheuristics are life-inspired approaches
such as Tabu Search (Glover, 1989), Evolutionary/Genetic algorithms (EA/GA) (Holland,
1975), Memetic algorithms (Moscato, 1999), Ant Colony Optimization (ACO) (Dorigo et al.,
1996), and Particle Swarm Optimization (PSO) (Kennedy & Eberhart, 1995). Tabu Search
starts with one feasible solution and constructs its neighborhood out of members that
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are obtained by permuting the elements of the feasible solution. The objective function
is next calculated for each member of the neighborhood and the best one is selected.
The process is then repeated but with the newly selected member as the starting point.
An important element in this algorithm is loop-avoidance, meaning that it must not
return to a solution that has been already processed, and for this reason all the forbidden
movements are saved in a tabu list. In evolutionary or genetic algorithms the solutions of
the problem are called individuals. A relatively small set of individuals selected within the
enormous search space of the optimization problem are chosen to form the population. The
population evolves during the iterations in a certain order known as generations. Genetic
operators such as mutation and crossover are applied to produce better individuals. Their
performance is evaluated based on a fitness/cost function. The algorithm stops when
the solution is close to the optimum, or when a specific number of generations has been
reached. Memetic algorithms combine GA with a local search. These algorithm follow the
logic of a GA, but before applying genetic operators, every individual carries out a local
search with the aim of improving its fitness. In ant colony optimization, an ant starts from
a random node in the graph and selects the next node based on Equation (4).
g o
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0 otherwise
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where P; is the probability of choosing node j when the current node is i, 7; is the
pheromone value of edge (i, /), 77;; the heuristic value, List contains all possible nodes
accessible by the ant, and a, B are constants whose values depend in some way on the
nature of the problem. In order to use an ACO algorithm for an OP, it is really important
to present meaningfully the pheromone and heuristic values. When an ant passes through
a node/edge, it deposits a pheromone value 7;; in it. This value has to be proportional
to the quality of the solution and it will help to attract other ants from the colony. The
intention is that all the ants end up following the same trail, which hopefully represents
the optimal solution. In order to avoid local optima this algorithm contains a process
known as evaporation which periodically reduces the pheromone value deposited on a
trail. The PSO algorithm imitates the flocking of birds. It initializes a number of agents
(birds) and attaches two parameters, position and velocity (the velocity is given by two
vectors which have orthogonal directions), to each of them. At each iteration the algorithm
has to evaluate the positions of the agents and determine the subsequent positions, while
accelerating their movement toward "better" solutions.

3. Network design issues

WSN design has to address a number of challenging factors. These include node deployment
and coverage, connectivity and fault tolerance. The overall aim is always to lower costs,
reduce the power consumption of the wireless environment and ensure a reliable network.
Node deployment is the first essential stage in WSN design, and it strongly impacts the
performance of the network as regards accurate event detection and efficient communication.
Once the node is deployed, the problems of network organization become crucial, with
topology and power control problems on one side, and medium access and scheduling
strategies on the other. Solving these problems is an integral part of the design of a viable,
energy-efficient network.
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3.1 Optimal sensor deployment and coverage

WSN applications have particular requirements to satisfy, and one in common for all of them
is coverage. The problem of maximizing the coverage of a given monitoring area has received
a lot of attention in the literature. In this subsection we focus on three main problems related
to this topic. First we discuss the problem of the minimum number of sensors required to
cover a given area and guarantee network connectivity. The second problem is finding the
best locations for a finite number of sensor nodes when seeking to satisfy the requirement of
event detection. The third problem is identifying the regions that are not covered by sensors,
assuming that the deployment is known.

The WSN deployment (or layout) problem is concerned with minimizing the number of
deployed sensor nodes while ensuring the full coverage and connectivity of the monitoring
area. As presented in (Efrat et al., 2005), the problem is a version of the Art Gallery problem,
which is known to be NP-hard. The Art Gallery problem involves placing the smallest number
of guards in an area such that every point in it can be surveyed by the guards. In this work
Efrat et al. (2005) also show that the problem of deciding whether k sensors are sufficient to
survey a region such that every point within the region is covered by three sensors is NP-hard.
They propose an approximation algorithm based on geometry calculations for solving the
problem.

However, most of the algorithms proposed for the layout problem derive from metaheuristic
and heuristic methods. The work of Rotar et al. (2009) uses a new algorithm known as the
Guided Hyper-plane Evolutionary Algorithm (GHEA). GHEA behaves basically the same as a
multi-objective evolutionary algorithm manipulating a population and individuals. Whereas
in the evolutionary algorithms the individuals are evaluated according to a fitness function,
the novelty of GHEA lies in its evaluation of the population based on the hyperplane. The
hyperplane will consist of points in the space which have better performances than any
individual within the current population. Fidanova et al. (2010) propose an ant colony
algorithm for this problem. As previously mentioned, ACO algorithms emulate the behavior
of real ant colony where the greater the number of ants following a trail, the more attractive the
trail becomes. In this case the area is modeled as a grid and all the points on the grid (or nodes)
represent the search space. In order to apply the ant algorithm for the layout problem, from
Equation (4) it is necessary to calculate the pheromone and the heuristic value every time that
an ant passes through a node. The heuristic value attempts to reflect the best candidate node
for the future movement of the ant (the new sensor placement) based on local information
such as the number of grid points that the new candidate covers, whether the new candidate
is reachable at a given distance, which is determined by the sensor transmission range, and
finally whether this new position has already been selected by another ant. The pheromone,
on the other hand, is initialized with a small value (e.g. the inverse of the number of ants)
and for the upcoming iterations its value is updated according to the best solution value of
the previous iteration.

In terms of the quality of service, attempts are made to find areas of lower observability
from sensor nodes and to detect breach regions. The problem known as the Sensor Location
Problem (SLP), formulated by (Cavalier et al., 2007), can be stated as follows: given a planar
region, a given number of sensor nodes need to be positioned so that the probability of
detecting an event in this region is maximized. The non-detection probability is expressed
as a function of the distance between the sensor and a given position in the space where an
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event may take place, while the objective function aims to minimize the maximum of this
product. In this formulation the problem is a difficult nonlinear nonconvex programming
problem. Cavalier et al. (2007) proposes a heuristic algorithm that uses Voronoi polygons to
estimate the probability of non-detection and to determine a search direction. The heuristic
begins with an initial solution of m sensor locations (x1,x2,...x;,), on the basis of which
the Voronoi diagram is constructed (see Fig. 1(a) and (b)). The construction of the Voronoi
diagram must also take into account the area of the region. For every node the algorithm
determines the point in the Voronoi polygon with the highest probability that an event will
not be detected, and defines these points as the new node locations. The process is repeated
until no further improvement is possible. We note that a similar problem is encountered by
the wireless communication community in GSM networks and content-distribution wired
networks (CDN). In GSM networks the problem is to find an optimal deployment of base
stations within a region so that it provides maximum possible coverage. In CDN the problem
is to determine the locations of proxies where the popular streams can be cached. This
problem turns out to be the classical weighted p — center location problem, where the objective
is to locate p identical facilities that minimize the maximum weighted distance between clients
and their corresponding (closest) facilities, assuming that each client is served by the closest
facility (Averbakh & Berman, 1997). The p — center problem is slightly different from SLP
(note that for the SLP problem the clients correspond to events and the facilities correspond
to sensors). A p — center solution gives an assignment because each demand is assigned to a
facility, while in SLP the event point (demand) can be visible to more than one sensor node
(facility).

Once the sensors are deployed, coverage describes how well the sensors observe their target
area or certain moving targets within this target area. In this context we need to know the
path, known as the maximal breach path, that minimizes the maximum distance between
every point on the path and its nearest sensor node. In other words this path represents
the shortest path connecting the two endpoints which remains as far away as possible from
sensor nodes. It was shown in (Duttagupta et al., 2008) that this problem is NP-hard. Most
works in the literature propose methods relying on computational geometry and graph theory.
Meguerdichian et al. (2001) suggest constructing the Voronoi diagram for the set of nodes
in order to compute the maximal breach path. The edges of the Voronoi diagram provide
the points of space which are at the greatest distance from the given set of sensors. These
edges are weighted according to their distance from the nearest sensor. In this graph, the
maximal breach path is a path maximizing the weight of its edges. A breadth-first-search
(BFS) algorithm is then applied to find the maximal breach path. The Voronoi diagram and
the maximal breach path are depicted in Fig. 1.
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Fig. 1. Voronoi diagram (b) for WSN nodes shown in (a), and maximal breach path (c).
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3.2 Topology control

Node deployment can give rise to dense networks where sensors can have multiple potential
neighboring nodes in common. This situation may lead to congestion and energy waste. To
overcome this problem, topology control techniques are used to reduce the initial topology
by choosing a subset of nodes having some property. Here the problem is finding a strongly
connected subset of nodes that covers the rest of the nodes, so as to guarantee the connectivity
of the whole network. This subset will be the backbone of the network, and every node
excluded from it must have at least one edge in common with a node belonging to the subset.
There are a number of advantages in obtaining a backbone topology, since for instance it may
i) reduce network traffic by performing data aggregation and in-network processing, ii) avoid
packet collisions as only the backbone nodes will forward packets to the sink while improving
network throughput, and iii) make it possible to turn off the non-backbone nodes to save
energy. This subsection will discuss the optimization problem for constructing the reduced
topology, and the special case in which the lossy links are taken into account.

The problem is modeled as a widely-known mathematical problem called the Connected
Dominating Set (CDS). A Dominating Set of a graph G(V;pdes, Eedges) is the subset of nodes
D C V, such that every node that does not belong to D has at least one link in common with
anode in D. In the special case in which these nodes have to be connected, the set is called
the Connected Dominating Set (CDS). For many applications the smallest dominating set is
sought, which brings us to the problem of finding the Minimum Connected Dominating Set
(MCDS). The nodes in a CDS are called dominators, while other nodes are called dominatees.
The MCDS problem is known to be NP-hard and is of the same difficulty and directly
convertible to the vertex cover problem, the independent set computation problem, or the
maximum clique problem. Yuanyuan et al. (2006) propose a two-phase method for obtaining
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Fig. 2. Construction of the Minimum Independent Set - MIS (b) and Minimum Connected
Dominating Set - MCDS (c) of the graph shown in (a)

the CDS. In the first phase a Maximal Independent Set (MIS) is formed. An Independent Set
(IS) of a graph G is the node subset S where no two nodes in S have an edge in common.
The MIS is the maximal IS, which means that it is not possible to include more nodes in S.
In the second phase, the goal is to build a CDS using nodes that do not belong to the MIS.
These nodes are selected in a greedy manner. At the end, the non-MIS node with the highest
weight (the weight depends on the remaining energy and the degree of the node) becomes
part of the CDS, as depicted in Fig. 2. Unfortunately, a CDS only preserves 1-connectivity
and it is therefore very vulnerable. When fault tolerance against node failures is taken into
account, the problem becomes the kmCDS problem, (k-Connected m-Dominating Set). The
requirement of k — connectivity guarantees that between any pair of dominators there exist at
least k different paths, and the m — domination guarantees that each dominatee is connected
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with m dominators. Wu & Li (2008) propose a distributed algorithm for this problem with
time complexity O((m + A) - Diam), where A is the maximum node degree and Diam is the
diameter of the network (the length of the longest shortest path between any pair of nodes
in the graph). Li (2008) assumes that the MCDS nodes are aligned according to a strip-based
deployment pattern, as in Fig. 3 where the nodes are deployed in straight lines. The difference
with a grid pattern is that the odd lines are horizontally shifted by a given distance in relation
to the even lines. This pattern is shown to be a near-optimal solution of MCDS for an infinite
network in terms of space. Because a WSN is a finite network, the spacing parameter in
this pattern and consequently the number of nodes needs to be adapted. The optimization
problem aims to minimize the number of nodes in the strip-based pattern such that the
areas, defined by the node’s transmission range, of three neighboring nodes in this pattern
intersect each other (see Fig. 3). The solution of this problem gives the positions of the CDS.
Implementation in a real scenario is easier. Assuming a given finite area with the sensor nodes
uniformly deployed in it, for every position determined by the algorithm the closest sensor
in the network will be selected for belonging to the CDS. The distributed approach requires

Fig. 3. A strip-based pattern (redrawn from (Li, 2008)).

that nodes exchange certain information, such as the distance from the ideal positions and the
number of neighbors that they cover, in order to make a decision regarding membership of
the CDS. Nonetheless, the problem of finding the MCDS becomes more complex for dynamic
or mobile networks, and this question is still open.

Up to now we have taken “neighbors” to refer to those nodes that are reachable if a node
transmits with a given power. In (Liu et al., 2010; Ma et al., 2008) the authors also take into
account the existence of lossy links. A lossy link has an additional parameter representing
the probability of a successful transmission over the link. Topology control algorithms that
consider these links are known as opportunistic algorithms. The related problem in (Ma
et al., 2008) is to minimize the number of hops between a node in the network and the sink
while guaranteeing that the path utility (the utility used is a metric reflecting the expected
number of packet transmission required to successfully deliver a packet) falls within in a
given interval. The distributed approach requires that a node knows the utility value and
the IDs of its 2 — hop neighbors and that it decides whether or not to act as a relay node. (Liu
et al., 2010), on the other hand, demonstrated that the problem of finding a subnetwork of the
original network (the subnetwork has to contain all the nodes but only a subset of link of the
original network) which minimizes the overall energy consumption and guarantees that the
reachability coefficient (RC) for every node-sink pair exceeds a particular threshold is NP-hard.
RC is a coefficient that indicates the probability of a node being able to reach another node
in the network while the respective threshold is imposed by application requirement. When
calculating the RC for two nodes that are connected by a path, the RC will be equal to the
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Fig. 4. Intersection zones for constructing Relative Neighbor (RNG) and Gabriel (GG) graphs.

mean of the RC values of the links that constitute the path. The key idea of their solution is
that link-disjoint trees can be constructed, the union of which will give the subnetwork. A
node will make a decision to join in some tree construction if its RC is less than a particular
threshold.

3.3 Power control

Unlike the topology control problem which seeks to minimize the size of the network
backbone while assuming uniform and constant power transmission, the power control
problem (also referred to as the Range Assignment (RA) problem or Strong Minimum Energy
Topology (SMET)) aims to fix the node’s transmission power at appropriate levels. The goal
here is to reduce energy consumption while preserving connectivity in the network. Different
methods proposed in the literature for solving this problem are discussed in this subsection.
We present some extended versions which add new constraints to this problem with respect
to i) throughput, ii) traffic and iii) reliability.

SMET has been shown by Cheng et al. (2003) to be an NP-hard optimization problem. To
tackle the problem they propose two heuristics: Minimum Spanning Tree (MST), where
power is assigned to nodes such that they can reach the farthest children in the MST, and
Incremental Power (IP). In the IP heuristic the power of the node is allocated in a greedy
manner. The heuristic begins with an empty set of nodes, to which it then adds a node
chosen randomly from the network. This node adjusts its power to reach its closest neighbor.
Further, each member of the set tries to increase its power to include another node, but the
only member to succeed will be the one that expends the least energy in achieving this end.
The algorithm stops when all the nodes are included in the set. Since transmitting with the
same power can lead to energy waste, some methods based on computational geometry, such
as Relative Neighbor Graph (RNG) (Wan et al., 2001), Gabriel Graph (GG) (Ke et al., 2009),
Yao graph or Voronoi Diagram have been put forward to determine the “best neighborhood".
In these methods two nodes can be neighbors if there are no other nodes in the zone of
intersection. The main difference between them is the way that they define this intersection
zone. Fig. 4 shows how the intersection zone is constructed in RNG and GG. The idea behind
computational geometry implementations is that the energy cost of transmitting directly to
some nodes would be less than the cost of using any other relaying scheme to reach them,
and so it is worthwhile to use certain methods to discover a node’s best neighbors. In many
cases the node can reduce its energy so as to be able to reach only its best neighbors. Many
algorithms proposed to construct these graphs are centralized, but there also exist distributed
versions (Li et al., 2002). A memetic algorithm is proposed by Konstantinidis et al. (2007)
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to solve the SMET problem. In reality, the difficulty of applying this kind of algorithm is
modeling the problem according to the algorithm’s logic, and deciding for example how to
define a chromosome, how to implement crossover, how to handle population diversity, etc.
The solution to the SMET problem takes the form of an array of positive integers, in which
the elements of the array correspond to the power levels assigned to each node, and the
respective indexes correspond to the node ID. In Fig. 5 we have 5 sensor nodes which are
transmitting with a given power. From this scenario an array of 5 elements is constructed
which contains the power values ordered by node ID. This array alternatively represents an
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individual, a chromosome, or a solution, depending on the point of view. The objective of
the SMET problem is given by the fitness function defined by the sum of the powers assigned
to each node. The first phase of the algorithm proceeds by initializing a random population.
It then applies a local search to check the feasibility of the solutions, modifies them in order
to obtain feasible ones, and improves the solutions by reducing the assigned power if it is
possible. In the second phase a genetic algorithm is applied which involves the crossover
of the selected individuals and the mutation for maintaining population diversity. Finally
the best individuals from each generation are generated. The procedure is repeated until the
solution cannot be further improved.

Lately, this problem has been extended to take some other important parameters into account.
The problem of maximizing the throughput using topology control is discussed in (Tao et al.,
2010). Assuming that the WSN is presented through an RNG (or a GG), their algorithm adjusts
the intersection zone between two neighbor nodes in the respective graph (the intersection
zone between two neighbors is depicted in Fig. 4) such that the throughput is maximized.
They show that if the area of the intersection zone between two neighboring nodes changes in
a given interval, the network will preserve the connectivity and energy efficiency properties.
Their solution is based on mathematical analysis and a complex equation is derived to find
the optimal solution which guarantees the maximal throughput. The equation takes as inputs
the node density and the expected throughput of the network. In Gogu et al. (2010), on the
other hand, there is a discussion concerning the problem of transmission range assignment
and optimal deployment to reduce the energy consumption while taking node traffic into
account. The solution is based on dynamic programming methods and it gives the optimal
number of sensor nodes and their transmission ranges for a linear network operating under
different traffic scenarios. This work also includes an extension to the multihop network case
with aggregation (Fig. 6). Hence for a given random deployment of sensors (the blue points in
figure), the algorithm calculates the number of nodes that will be in charge for aggregating and
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relaying the data towards the base station (the red points), their location, and the respective
transmission range. Valli & Dananjayan (2008) discuss the problem of topology control to

Fig. 6. Optimal position of sensors (red points) in a random deployment.

maximize network reliability measured by the bit error rate (BER). They model the problem as
a game where a node in the network represents a player. Based on some local information a
node calculates the utility function which depends on the link’s BER. In every iteration each
node will try to optimize this function in a non-cooperative way until the system reaches Nash
equilibrium. Another approach is adopted by (Yang & Cai, 2008) to deal with QoS requirements.
Residual energy, end-to-end delay and link loss ratio are the QoS parameters considered. The
question is how to allocate the power values to the nodes such that the energy consumption is
minimized, the network is connected and the above QoS requirements are met. The solution
proposed is a distributed heuristic based on the minimum spanning tree (MST), where the
link metric is a function of delay and packet loss ratio. When this tree is constructed, a node
adjusts its power simply so as to be able to reach its parent.

3.4 Medium access strategies

In this subsection we are looking at a node’s strategies for accessing the medium. These
strategies govern the coordination between the nodes in the network in order for them to
access the medium and perform successful transmissions. Most of the work related to medium
access strategies in WSN is related to the two main approaches, which are, first, scheduled and
secondly, random access/contention-based (Ye & Heidemann, 2003). TDMA (Time Division
Multiple Access) is one of the common mechanisms falling under the scheduled approaches,
whereas CSMA (Carrier Sense Multiple Access) and derivatives are the most commonly-used
methods based on channel contention. Other solutions, more common in cellular networks,
but also used by the WSN community, are FDMA (Frequency Division Multiple Access) and
CDMA (Code Division Multiple Access). The TDMA, FDMA and CDMA mechanisms are
employed in WSN to ensure a collision-free medium access. In this subsection we present
the basic problem related to each of them. We then describe three extended versions of
TDMA relating to i) connectivity, ii) traffic and iii) delay. For FDMA the extended constraint
is throughput. Regarding CDMA, we discuss the problems related to joint use of CDMA with
TDMA or FDMA.
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Under the scheduled approach the basic problem is to obtain a slot allocation for all nodes
in the network using the smallest possible number of slots such that k-hop neighbor nodes
(where k is a positive integer usually equal to 2) are not allocated to the same time slot. The
respective optimization problem is the chromatic graph optimization problem, which aims to
minimize the number of colors used to color the nodes such that two neighbor elements do
not use the same color. This problem is addressed in several works that have put forward a
number of distributed algorithms (Al-Khdour & Baroudi, 2010; Gandham et al., 2005; Kawano
& Miyazaki, 2009; Sridharan & Krishnamachari, 2004). In (Sridharan & Krishnamachari, 2004)
slot allocation uses the logic of a breadth-first search algorithm where the first node which
allocates the slot is the root of the tree (the sink). Once a node is selected it continues the
operation of slot allocation based on the information from its neighbors. Gandham et al.
(2005) discuss the edge-coloring problem, where two edges incident on the same node cannot
be assigned to the same time slot. They propose a greedy heuristic whose first step involves
coloring the edges and whose second step proposes a strategy to map the colors to the time
slots. The second step uses the edge orientation to avoid the hidden and exposed node
terminal problem. A simple example is shown in Fig. 7. The process begins with node 6
(the node with the largest ID), which picks a color from a set of colors and broadcasts this
information to its neighbors. On reception of the information node 5 picks a different color,
and so on. This process continues until all the nodes have colored their edges. Then, edge
orientation is applied to the edges with the same color. So, for instance, in Fig. 7(c) let us
imagine the case where node 4 transmits to 6. Because of the node 4 transmission, the level of
interference may be sufficiently high to corrupt the transmission of the link (2, 3)
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Fig. 7. Edge coloring algorithm

The same problem is reexamined by (Al-Khdour & Baroudi, 2010), under the assumption
that nodes can communicate with different frequencies. Nowadays radio chips support
multichannel transceivers which can help to reduce the number of required time slots in a
TDMA frame. The distributed heuristic algorithm proposed in this work is based on solving
the TDMA problem in a tree structure. The base station collects the information from its
children to calculate how many slots are needed (e.g. 3 slots are required in Fig. 8(a)). Next,
every parent allocates a time slot to its children 8(b). Each branch of the tree will use a different
channel (the frequencies can be repeated in space), whereas the nodes in one branch will
transmit in different slots.
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Fig. 8. Time slot allocation based on a tree structure

In other versions of the problem the scheduling solution must satisfy certain requirements
such as connectivity, data rates and delay. Kedad et al. (2010) formulate the problem as
follows: construct a frame with the minimum number of time slots such that at each time
slot the activated links are not in conflict, and form a strongly-connected graph. The second
constraint ensures that a node will be able to send a data packet to any other node in the
network through the activated links. The links will be in conflict if they have the same
transmitting or receiving node, or if the transmitting node of one link is the same as the
receiving node of the other link. They show that this problem is NP-hard and propose two
approximation algorithms. In (Ergen & Varaiya, 2010) the problem is to find an available slot
allocation with minimum frame length, taking into account the quantity of data that a node
needs to transmit. Notice that a link can be scheduled more than once in a time frame to satisfy
the node data rates, which is the main difference with the basic version. Wang et al. (2007)
formulate a multi-objective optimization problem. The question is to find a time slot allocation
that satisfies i) the data delivery delay and ii) the node energy constraint. Here, not only are
the transmitting and receiving energies taken into account, but also the energy consumed
in switching between sleep and active modes. The two selected objectives contradict each
other, since the energy objective seeks to maximize the number of nodes that are turned off,
which in turn increases the delay. The trade-off between energy and delay is solved using
the particle swarm optimization approach. This example gives a meaningful illustration of
interdependence between problems coming from different layers. We have here a scheduling
problem combined with a routing one in the sense that the latter one is responsible for the
delay.

While TDMA-based approaches schedule transmissions sequentially over time, FDMA-based
approaches permit multiple concurrent transmissions between neighboring nodes by
allocating different channels/frequencies to them. Sensors in the network can thus tune their
operating frequency over different channels to avoid interference and packet collisions in the
network. One of the advantages of FDMA is the improvement of network throughput and
packet transfer delay. In FDMA the problem can also be modeled as a graph-coloring problem,
given that no two adjacent nodes are allowed to use the same channel.

Yu et al. (2010) show that the problem of assigning the channels such that the interference is
minimized is NP-hard. They model the problem as a game where every node is a player
and the interference is the objective to be minimized. Their algorithm assumes that routing
is based on the tree structure. In each iteration an intermediate node selects its own channel
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so as to cause the least possible interference for its neighboring nodes. The interference is
calculated using local data that include the number of interfering parents in different branches
existing in their neighborhood, their respective numbers of children, and whether or not these
children are leaves within the tree structure. Notice that neighbors of a given node can belong
to different branches and have different roles, parents or leaves. Based on an empirical study,
Wau et al. (2008) find it more appropriate for a WSN to communicate using a single channel,
but they suggest harnessing channel diversity by spreading the frequencies in space. They
therefore propose a node-disjoint tree structure where every branch (subtree) communicates
via a given channel. The objective here is to divide the network into multiple disjoint subtrees
such that the interference between them is minimized. They show that the problem is NP-hard
and propose a greedy heuristic.

CDMA spreads the baseband signal using different Pseudo Noise (PN) codes to enable multiple
concurrent transmissions. In WSN, a PN code may be implemented as an attribute in the
packet header (nodes simply need to check whether the code in an incoming packet matches
their own set of codes) in order to reduce the complexity of modulation and decoding
techniques in comparison to CDMA implementations using other technologies. Optimization
problems relating to code allocation in CDMA are slightly different from those relating to time
or channel allocation. For instance, in CDMA it is possible that two neighboring nodes share
the same code but only one can use the code for transmitting while the other node can use
it for receiving. The optimization problem may require that no two adjacent directed links
have the same code. The difference between WSN and other wireless CDMA networks is not
really to be found in the problem of code allocation, but in the CDMA concept itself. CDMA
codes are not completely orthogonal. The high density of sensors in the network makes the
problem of interference in concurrent transmission a very serious one. High interference
causes problem for receiver nodes because they cannot ‘understand’ the signal addressed
to them. In the literature the pure CDMA problem is addressed simultaneously with the
channel and slot allocation problems. The problem of channel and code allocation to reduce
interference is discussed in (Liu et al., 2006). Their distributed solution is a heuristic which
tries to solve first the problem of channel allocation and subsequently the code allocation one.
When CDMA is combined with scheduling, Chen et al. (2006) looks for a feasible schedule for
all the nodes in the network, together with their respective PN codes such that there is no
interference (or the interference falls below a given threshold) in any time slot and the total
energy consumption is minimized.

3.5 Duty cycle

The node duty cycle is determined by its activity and sleep periods. During the sleep periods
the sensor nodes do not consume energy, and so short activity periods mean energy savings.
However, this has to be scheduled, because nodes can communicate with each other only
during the activity periods. The set of active nodes in the network at a given moment must
satisfy certain requirements, the most important being connectivity and coverage. In the first
paragraph below we discuss the problem of node scheduling with a connectivity constraint.
In the second paragraph coverage is taken into account and two additional constraints are
introduced, namely i) life dependency between sensors and ii) connectivity.

(Nieberg, 2006) models the node duty cycle with a connectivity constraint as the MCDS
problem. He also proposes a distributed algorithm for finding this set of nodes. Here it
is assumed that the network is very dense and nodes are close to each other such that a
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large number of nodes can become passive while the remaining nodes continue to ensure
a connected structure. The active nodes correspond precisely to the CDS. According to the
algorithm some nodes will have a special role: those nodes that form a Maximal Independent
Set perform the role of anchors, and nodes used to connect anchor nodes perform the role
of bridges. Nieberg (2006) shows that the set of anchor and bridge nodes forms the CDS.
The initialization phase has self-organizing properties. Each node will try to get an active
time slot according to the TDMA scheme. Then, any other node that enters into the network
needs to decide locally whether or not it will be active (either as a bridge or as an anchor).
The decision is based on the information provided by the neighbor nodes. This information
includes the neighbor node ID, a list of all time slots showing the slots occupied by them and
their respective neighbors, their role as an active node, and some synchronization information.
When a node observes that there are less than two anchor nodes in its neighborhood for a
given time slot, it becomes an anchor otherwise it seeks for the existence of bridge nodes. If it
finds that any pair of anchor nodes are connected with bridges, it becomes passive.

The node duty cycle is also related to coverage requirements. Because monitoring is one of the
main objectives of a WSN, the active nodes have to guarantee that a set of given targets will be
monitored throughout the lifetime of the WSN. The problem is to group the nodes such that
i) each group (known as a cover) is able to cover the targets and ii) the groups form disjoint
sets of nodes in order to maximize the WSN lifetime. Usually a redundant sensor network
is considered in this case. This question has elements of both a coverage problem (targets
which need to be covered) and a scheduling problem. Only the nodes belonging to a cover
are to be activated, while the others are to be put to sleep, and the covers are to be activated
in a sequential manner. Cardei & Du (2005) have shown that this problem is NP-hard. In
(Rossi et al., 2010), the problem is modeled as a linear program whose aim is to maximize the
sum of the different covers’ lifetimes, the constraint being that the total duration of a nodes’
activity periods does not exceed the lifetime of its battery. The problem is solved using the
column generation method. Aioffi et al. (2007) model the problem as the weighted set cover
problem (WSCP). Given n sets (S1, Sy, ...Sn) formed from elements of a universal set denoted
the US, together with their associated activation costs, WSCP seeks to find a subset of these
sets such that the sum of the activation costs is minimized, and whose union corresponds
to the US. The set of the targets in the network problem is modeled as the US, the sets S;
represent the set of the target covered by sensor i, and the cost of S; is the inverse of energy
for the sensor i. The problem is solved off-line and the results are fed into the sink. When the
mobile sink gathers data from the nodes, it also indicates to them whether they will be active
in the following period. This method is used particularly for this case because the number
of possible combinations is exponential (the number of constraints is very small) and it can
achieve faster convergence.

(Dhawan & Prasad, 2009) remove the constraint of disjoint covers. If a node is included in two
or more cover sets, then its energy capacity will influence the life of these sets. They therefore
propose a solution based on the construction of a life dependency (LD) graph. In this graph
covers are represented by vertices, linked by an edge if they share the same sensors. The LD
graph is introduced into the problem in order to identify the covers having the least impact on
the other covers. Their distributed approach adds a communication cost between neighboring
nodes which need to exchange information such as the remaining energy and the region (area
or targets) they can cover. A further cost is added, corresponding to the processing of this
information and to making a decision. Every sensor thus needs to construct an LD graph
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based on its local information and to identify the cover with the smallest impact in order to
be part of it. Finally, there is also a communication cost corresponding to the negotiation
phase where nodes attempt to obtain a stable solution. In (Cardei & Cardei, 2008; Zou &
Chakrabarty, 2005) the same problem is discussed and an additional constraint imposed: each
set is required to be connected with the base station. In (Cardei & Cardei, 2008) the problem
is formulated as Integer Linear Programming. It is first centrally solved using ILOG CPLEX,
and then via a distributed approach. In the distributed case each node needs to know not
only its own coordinates but also those of the given targets and base station. The initialization
phase has a considerable communication cost resulting from exchanging the list of targets
that the two-hop neighbors cover, the status of every node, and the synchronization message.
This initialization phase includes the creation of the cover sets, while the subsequent phase
finds the relaying nodes for connecting the cover with the base station (one node in the cover
constructs a spanning tree that includes the target set and the BS).

4. Routing

Data transmission in WSNSs, also referred to as the routing problem, is one of the most widely
studied problems in WSN. Different to the previous section, we focus here on the main
proposed models and give some analysis on their use. The models and methods used for
solving routing problems in WSN can be roughly divided in two main groups. The first group
includes related shortest and spanning tree models, while the second group is centered around
flow models and comprises a range of different minimum cost/maximum multicommodity
flow models. While abundant work relating to such problems exists for wired networks,
some new challenges have appeared for wireless networks, and especially for WSNs. The
nature of some of these problems can change quite radically when they are placed in a WSN
context and new requirements are introduced. These requirements include sensors’ energy
constraints, the interference caused by the broadcast nature of transmissions over wireless
links, as well as data compression, aggregation and processing constraints. For instance, in
traditional formulations of the network flow problem, link capacity is a strong constraint,
while in WSN this constraint is frequently supplanted by the node energy constraint. Another
important difference between these two paradigms is the inclusion of the dynamic topology
models and the need for distributed solutions for wireless sensor networks.

4.1 Shortest Path and Spanning Tree based models

Shortest Path Tree (SPT) and Minimum Spanning Tree (MST) remain widely used models
for routing design, even in WSNs. The goal of a SPT is to find a path of minimum cost
from a specified source node to another specified sink node, assuming that each edge has an
associated cost. In the WSN context the edge cost usually represents the power that would be
consumed by the transmitting node when sending a packet to the node at the opposite end of
the edge. Distributed routing algorithms based on Dijkstra, Bellman-Ford or Chandy-Misra’s
distributed algorithms can thus be employed (Rodoplu & H., 1999; Yilmaz & Erciyes, 2010).
One of the disadvantages of SPT is the unbalanced load between the sensors and the disparity
in the energy used by them that such methods can lead to. To overcome this problem,
different strategies are proposed. In (Yilmaz & Erciyes, 2010) every node can regenerate a
path when a fault occurs or available energy is depleted. Other works consider edge cost
to be a combination of several metrics such as residual energy, buffer size, or the number of
neighboring nodes.
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Fig. 9. Shortest path (b) and minimum spanning tree (c) for the graph shown in (a)

Going further, WSN brings new constraints which may modify the nature of the problem. For
instance, many applications of WSN require that the intermediate or relay nodes aggregate the
data, while the criterion used is minimizing energy consumption. For (Cristescu et al., 2006)
the joint problem of data aggregation and routing is NP-hard, and their heuristic combines an
MST with an SPT. Normally, in cases where there is a high aggregation coefficient, the amount
of traffic increases slightly from the source to the sinks, and an MST is a good compromise.
However, where the aggregation coefficient is low, routes need to be found that minimize the
number of hops, and therefore an SPT should be constructed. MST is the tree structure which
minimizes the sum of edge costs, and the problem is polynomial. The difference between a
shortest path tree and a minimum spanning tree is shown in Fig. 9.

Minimizing the total energy consumption is, however, not enough, since some nodes deplete
their energy faster than others and may cause network partition. To balance the energy
consumption, one strategy is to minimize the maximum energy consumption of the nodes.
This problem has been modeled by (Gagarin et al., 2009) as the minimum degree spanning
tree (MDST), which is an NP-hard optimization problem. Variations of this problem are
encountered in the literature, in (Erciyes et al., 2008; Huang et al., 2006). A joint routing and
data aggregation problem is also discussed in (Karaki et al., 2009) for a two-tier network,
and some heuristic algorithms such as GA and greedy are proposed. From a distributed
perspective, adapted versions of Prim’s and Kruskal’s algorithms have been proposed in
(Attarde et al., 2010). In the distributed versions of SPT a node need only communicate to
its neighbors information concerning the cost of links. Each node decides to communicate
with the node that provides the minimal cost to the base station. An ACK mechanism is
needed to dictate the end of the process. It may be remarked here that almost all the above
cited models lead to single path routing schemes. They have the great advantage of being
simple from an implementation point of view, while their main drawback is their difficulty in
embracing additional requirements, energy consumption in particular. We now present some
flow-based models that can model such requirements in a suitable way.

4.2 Flow-based models

The need to include energy/capacity constraints leads naturally to the use of flow models.
Particularly for the WSN, routing problems are formulated as MultiCommodity Flow
Problems (MCFPs). The commodity is a source-destination pair, and we are faced with
an MFCP whenever several commodities share the network resources. In an MCFP the
commodities will have different sources and/or destinations, but they are bound together
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insofar as they share the same link capacities. Regarding commodities, a WSN gives rise to
either single-sink or multi-sink models, and in the case of single-sink models all commodities
will have the same extremity, namely the base station. In the following subsection 4.2.1 we
discuss some basic versions of flow models used for routing path calculation in WSN. Then,
in subsection 4.2.2 some further extended routing problems are presented.

4.2.1 Conventional flow models in WSN

A standard flow problem in WSN (regardless of whether it is a multicommodity flow problem)
includes two type of constraints, namely the flow conservation constraint and the energy
constraint.
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where t (respectively T) is a time instance (respectively the network lifetime), N the set of
sensors, N; the set of neighboring nodes of i, x;; the flow over the edge ij (that is to say the
data transmitted over this link), y; the data generated by node i, ¢;; the energy consumed
in transmitting a unit flow and E; the initial energy of the sensor. The flow conservation
constraint, Equation (5), shows that the total amount of flow that a sensor receives plus the
amount of data that it generates is equal to the amount of information that it transmits.
The second constraint given in Equation (6) is the capacity constraint, which is related to
energy. This constraint implies that the energy consumed by a sensor for transmitting the
flow throughout the lifetime of the network must be less than its initial energy. In standard
network flow problems this constraint is usually related to link capacity.

One of the first works to formulate this problem in terms of Integer Linear Programming
is to be found in (Chang & Tassiulas, 2004). The flow is represented here by the number
of packets and the transmission energy is calculated based on the distance between the nodes
(and hence assuming a power control mechanism). The optimal solution of this problem gives
an upper bound for network lifetime. While the problem of lifetime or flow maximization
under these constraints can be solved in polynomial time for continuous values of flow x, the
integer version is shown to be strongly NP-hard in Bodlaender et al. (2010). The distributed
version of this problem is discussed in (Madan & Lall, 2006), where the subgradient algorithm
is used to solve the problem. At each iteration the algorithm estimates the gradient value
at a given point of the objective function and determines the next point to be considered,
until the optimum is reached. The distributed implementation of this algorithm requires
that every node keeps track of two variables, namely the flow rate of every outgoing link
and the network lifetime. These variables are updated during each iteration of the algorithm
based on their previous values and the subgradient function values (also a function of flow
rates and network lifetime) are calculated according the information received from neighbor
nodes. Subgradient methods are also used by Rabbat & Nowak (2004) as convenient tools
for designing a distributed approach in sensor networks. Another characteristic of WSNs is
the data aggregation applied by nodes. This phenomenon can easily be taken into account by
slightly modifying the conservation flow constraint. For instance, in Cheng et al. (2009) each
node sends the maximum amount of information between the received and the generated
data set as in Equation (7).
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The routing problem with data aggregation for lifetime maximization in a network has been
formulated by Xue et al. (2005) as a concurrent multicommodity flow problem. Here the flow
constraint implies that the amount of the flow commodities transmitted from a sensor node
cannot be less than the sensor’s data. They propose a polynomial time approximation scheme,
strongly inspired by the Garg-Konemann algorithm. In outline, their algorithm is as follows:
construct the shortest path between every source and the sink, initialize a cost unit flow for
every node, push the maximum possible flow along the path for every commodity, update the
cost of energy for every node and repeat the process.

As regards routing paths, the routing schemes can use several paths (in other words perform
multipath routing), or a single path (single-path routing.) Although requiring routing via a
single path would appear preferable for WSN, adding such a constraint to the mathematical
model gives rise to NP-hard problems. Worth citing here are two approaches proposed for
WSN that attempt to circumvent the computational burden of such models while providing
simplicity in implementation. The first approach computes a solution involving multiple
paths, but uses only one single path at a time. Hou et al. (2004) propose an algorithm to solve
the problem in two phases. In the first phase a solution is found for the multipath routing
problem. Consequently every node knows the set of the relaying nodes and the respective
amount of information to send to them. In the second phase one node, according to some
local rule, will select one of its relaying nodes and will transmit to it the whole amount of
information to be sent in this round. The second approach, in stark contrast to the first
approach just described where routing takes place from the sensors to the BS (i.e. flat routing),
may be seen as hierarchical routing, in that it decomposes the data transmission into two levels
and thus converges to a cluster-based scheme. Each cluster head (CH) receives the data from
the nodes of its cluster and from the other CHs, and transmits this data to another CH in the
direction of the BS. Bari et al. (2008) consider a two-tier heterogeneous network containing
powerful relay nodes which form a connected network that can relay data to the BS. They
formulate the optimization problem as follows: knowing the positions of sensors and relay
(CH) nodes, how should the network be clustered in order to maximize its lifetime? A sensor
is not obliged to transmit directly to the CH, and sensors may have different amounts of flow
to transmit. The problem is formulated as a max-min LP. Because the decision variables can
take only binary values (1 if the sensor belongs to a given cluster and 0 otherwise) and the
flow rate variable corresponds to a number of bits, we are dealing with an ILP problem. The
heuristics presented for this problem are centralized. Other centralized techniques for solving
the clustering problem in WSN are based on Fuzzy Logic (FL) (Anno et al., 2007; Ran et al.,
2010), while Mehrjoo et al. (2011) proposes genetic algorithms.

4.2.2 Enhanced flow based models

Advances in technology and the broad range of applications for WSN have given rise to new
QoS requirements and made routing a more complex matter. Interference, delay and questions
of reliability may all place additional constraints and lead to more elaborate and challenging
versions of routing problems. All this will be in the focus of this paragraph.

Radio interference has a significant impact on the performance of WSN as it affects the
functioning of both MAC and routing protocols, and directly affects the transmission capacity
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of links. In contrast to traditional networks where the capacity of links is determined by
physical parameters only, in wireless communications radio interference strongly affects the
transmission capacity of links that are located close to one another. The models we have cited
above assume that the quantity of information generated is sufficiently low, or the channel
capacity sufficiently high, for transmission capacity not to be an issue. But this assumption
clearly does not always hold, and capacity constraints over links are sometimes unavoidable.
It should be noted that IEEE 802.15.4 defines data rates of 20, 40, or 250 Kb /s for the physical
layers. Channel capacity may therefore represent a strong constraint where huge amounts
of data need to be transmitted, or when many sources have to transmit simultaneously.
Interference needs to be taken into account because of the high bit error rates that it may cause.
The capacity of wireless channels is calculated from the Shannon-Hartley formula given in
Equation (8).
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where C is the channel capacity (in bits per second), B the channel bandwidth (Hz) and S/N
the signal-to-noise ratio.

From the point of view of computational complexity, including this constraint in the model
makes the problem NP-hard, as shown in (Jain et al., 2003). More precisely, they show that
the problem of finding a maximal flow for a source-destination pair under the interference
constraint is equivalent to the Minimum Independent Set problem in a graph, and therefore
NP-hard.

Krishnamachari & Ordonez (2003) add the link capacity constraint to the basic version of the
flow problem with the goal of maximizing the throughput or minimizing the overall energy
consumption. To ensure that the solution will not generate scenarios in which the traffic load
is unfair for the nodes in the network, the flow transmitted by a node has to be less than a
given fraction of the total flow generated by the network. Patel et al. (2006) add the following
two constraints to the basic version of the routing problem: (i) the link capacity constraint
where the rate (the number of packets per unit time) at each link has to be smaller than its
capacity, and (ii) the node capacity constraint where the number of packets that a node can
process in a unit time has to be smaller than its given capacity. The proposed algorithm is
centralized and aims to find a maximum flow with the smallest possible energy cost. It is a
kind of combination of maximum flow (getting as much flow as possible from the source to
the sink) and shortest path (traveling from the source to the sink with minimum cost). The
problem addressed in (Xu et al., 2008) has the same structure as that found in Patel et al.
(2006), but the objective is utility maximization, which is a nonlinear convex function of the
transmission rate. The problem is solved using the Lagrangian method. This method attempts
to decompose the problem into a number of sub-problems via a Lagrange multiplier and to
solve each of them separately. In these problems it is assumed that the bandwidth B is shared
between different node channels, or that the nodes use the whole bandwidth but are already
scheduled in order to avoid interference.

There are two possible ways of modeling a successful transmission in the presence of
interference: i) the physical context, which requires that the Signal-to-Interference and Noise
Ratio (SINR) given in Equation (10) exceeds a certain threshold; ii) the protocol context, where
no two neighboring nodes may transmit at the same time.
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Routing under the physical interference model is more complex. Wang et al. (2011) discuss a
link scheduling problem where flow capacities are satisfied and the time taken for scheduling
is minimized. In this case the channel capacity is variable over time due to SINR, and its
integral gives the service provided by the channel as expressed in Equation (9).

t
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where C;;(t) is the channel service of link (7, j) during time ¢, and B is the channel bandwidth.
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where SINR;; is the SINR parameter for the link (i, ), wjj the gain of the fading channel for
the link ij, P; the power transmission of node i, wy; Py measures the interference of the other
links over the link (ij) and N, is the floor noise which is a constant. The channel service
calculated in each time slot is used as parameter to bound the link data rate. The problem is
solved off-line using the column generation method.

Interference can be more easily modeled in a protocol context. Wang et al. (2008) study the
routing problem in the presence of interference by scheduling the nodes in accordance with
the TDMA approach. The constraint added for the interference implies that the sum of the
number of times a link is scheduled plus the sum of the number of times that all the links in
its interference zone are scheduled in the time frame has to be smaller than the frame size, as
in Equation (11).
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where N(e) is the number of times that the edge e is scheduled in the time frame, I(e) is the
subset of links of the original graph that can be influenced from e transmissions and S is the
number of time slots in the frame.

We shall now focus on how WSN takes some QoS requirements and their associated metrics
into consideration. We begin with a discussion of QoS metrics and the computational
complexity that they introduce. Different metrics have different composition rules. Metrics
such as delay, delay jitter and cost are additive (an additive metric is a metric which obeys
the additive rule, meaning that the path metric is equal to the sum of the metric links that
compose the relevant path). A multiplicative metric is a metric which obeys the multiplicative
rule, meaning that the path metric is equal to the product of the link metric for all the links that
compose the relevant path. Metrics like reliability (the probability that the transmission was
successful) can thus be seen to be multiplicative. Finally, concave metrics obey the concave
rule, meaning that the path metric is equal to the minimum (or maximum) link metric for all
the links that compose the relevant path. Bandwidth is an example of a concave metric. Fig.
10 illustrates the concept of multicommodity flows in a graph and QoS multipath routing with
two metrics.

In (Wang & Crowecroft, 1996) it is shown that the problem of finding a path which satisfies
N additive metrics, and/or K multiplicative metrics (where N and K are positive integers)
is NP-hard, while it becomes polynomial when one is concave and the other additive or
multiplicative.
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Fig. 10. Multicommodity and multipath Routing

Most works dealing with QoS routing in WSN are concerned either with finding (disjoint)
paths for guaranteeing network resilience (fault-tolerant network), or with finding a minimal
number of paths such that QoS requirements are met. We recall that the problem of finding
k disjoint paths (edge or vertex disjoint) such that the total cost of the paths is minimized has
been shown in (Li et al., 1992) to be NP-hard, even for k = 2 in directed graphs. Heuristics
therefore provide practical approaches for solving these kinds of problems. (Okdem &
Karaboga, 2009) report an approach combining ACO with a tabu search. Each source node
wishing to transmit data toward the BS has to launch n ants (n corresponds to the number of
data packages that the source transmits). The ant’s movement is based on the probabilistic
decision where the heuristic value represents the estimation of the residual energy. After
all the ants have completed their journey (from source to destination), each ant k deposits a
quantity of pheromone equal to the inverse of the total number of nodes included in the path.
This task is performed by sending ant k back to its source node following the arrival path.
In this type of ACO each receiver node has to maintain a tabu list with the identities of the
ants that it has encountered, enabling it to decide whether to accept the upcoming packet of
ant k. Routing the information efficiently to guarantee the delay and reliability constraint
is discussed in Saleem et al. (2010), who proposes a multi-agent approach for ant colony
optimization (ACO). The movement of the ant is guided by the probabilistic decision rule,
equation (4). The pheromone value corresponds to the end-to-end delay. The two heuristic
evaluation parameters of every edge are determined by the residual energy at the extremity
of the edge and its packet receive rate (PRR).

In (Bagula & Mazandu, 2008) the QoS routing problem is concerned with delay and reliability
criteria. The goal is to find the smallest set of disjoint paths between a source and a destination
such that both criteria are satisfied and energy consumption is minimized. Delay is a stringent
metric, meaning that if the delay is not respected in any of the set paths, the packet is dropped.
In contrast, the reliability of every source-destination connection obeys the multiplicative
composition rule. Hence the more paths in the set, the more reliable the set will be. The
problems of finding the path which minimizes the energy or the delay, or maximizes the
reliability, taken separately, are solvable in polynomial time, but the problem considered in
its entirety is not.
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5. Open issues and concluding remarks

There are several issues in WSN which are still open or which have not been sufficiently
addressed.

¢ Dynamicity is one of the most noticeable characteristics of WSN and also one of the biggest
challenges. The term covers such phenomena as node failure, link fluctuations, node
attacks and mobile nodes. Many studies in routing, coverage, scheduling or topology
control have attempted to find solutions where these events occur, but including them in
optimization problem models remains a challenge.

e We consider that scalability is an important issue which is frequently neglected when
solution methods are proposed. The eventually changes in network dimensioning may
sometimes require to resolve the problem or to sufficiently increase the computation time.
We observe this particularly in relation to issues related to multi-sink/multicommodity
design and network cross layer design.

e With respect to coverage problems, there are several potential directions that have not
been fully explored. These include solving the deployment problem in the presence of
obstacles, taking into account the restrictions for node placement and 3D deployments.
In routing and topology control, cooperative decision-making strategies and opportunistic
approaches also need to be modeled and examined in optimization problems, since in
both areas some of the problems discussed here have been successfully addressed through
opportunistic approach. But not many theoretical works have been undertaken in relation
to this paradigm. Many questions remain open. For instance, in what scenarios should an
opportunistic approach be favored over other approaches? How close is an opportunistic
approach solution likely to be to the optimal solution? Routing in opportunistic networks
1"adopts a people-centric approach to model the network semantics (Verdone & Fabri,
2010). This routing group is classified as sociability-based routing and has been modeled in
(Yoneki et al., 2007) based on human behavior characteristics. They propose a Socio-Aware
Overlay (multi-point event dissemination using an overlay constructed by closeness
centrality nodes in communities) for publish/subscribe communication. It is not clear
whether these strategies might be appropriate for WSN.

* Another crucial issue is the difference that still exists between theoretical studies and
practical implementations in WSN. Some theoretical studies have already presented
models for cross-layer design, together with corresponding solutions. But many of them
remain centralized and require off-line computation. We remark that in some mathematical
formulations the variables are considered continuous, despite the discontinuous nature
of the corresponding events such as power transmission and flow. On the other hand,
algorithms or protocols implemented in real hardware or tested in simulations do not
address cross-layer design. They aim at distributed and on-line computations and handle
mostly simplified problems. Moreover, in these works the analyses that might yield an
optimal solution are neglected, and it is difficult to grasp the problem complexity and to
know whether there is room for further improvement. Combining these two approaches
is far from straightforward and calls for substantial work. We see as a primary concern in

1 Examples of opportunistic networks are Delay Tolerant Networks (DTN) (Pelusi et al., 2006.) or Pocket
Switched Networks, VANETs, networks composed of devices such as MP3 players, mobile telephones
and PDAs which can communicate with each other by Bluetooth or Wi-Fi to share data, or even wireless
sensor networks which can send data using technologies such as GSM/UMTS, WiFi, etc.
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this context the development of optimization tools and dedicated software to bridge the
gap between optimization methods and their practical implementation in WSN.

e Finally, we consider that uncertainty has received very little attention until now.
Nonetheless, uncertainty is an important characteristic inherent in the nature of WSNs,
and is related to different aspects such as event detection, sensor location and data delivery.
Some attempts to model these situations use probabilities associated with these different
kinds of events. The main difficulties in taking the uncertainty of WSNs into account
are twofold. First, measuring the distribution of events is not an easy task and is both
environment- and application-dependent. Secondly, despite recent advances in robust
optimization? tackling probabilistic optimization problems is not for the faint-hearted.

To conclude, wireless sensor networks represent an attractive research area due to
several factors as the resource-constrained nature of sensor nodes, interference, data
aggregation, power consumption model and the wide range of both commercial and military
applications that this technology offers. Successful network design and deployment include
understanding and modeling several problems related to these factors, which ultimately
determine the available range and data rate of a WSN, as well as cost and battery lifetime.
Therefore this study, intended to researchers and graduate students in computer science and
fields related to operations research, information technology and applied mathematics, gives
some highlights on a number of representative network problems in WSN and focuses on
their respective optimization problems.
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1. Introduction

Network is the bearer of services and services are the soul of network. The convergent
network extends the original communications service type and gradually forms new
convergent services which integrate the traditional telecommunication services and a large
number of value-added services or contents on Internet (Kolberg et al., 2010). The integrated
service is essentially to handle the data and services across heterogeneous networks and
service platforms. Facing the heterogeneity and diversity of service resources, integrated
services need to run in a multi-terminal, multi-access network and multi-platform
heterogeneous environment. These tremendous changes of service environment present a
significant interoperability challenge for traditional service provisioning theory. Nowadays,
the provision of context-awareness, adaptive personalized services is the development goal
of future ubiquitous network (Park et al., 2009). It can enable seamless information exchange
between humans, with humans and with entities (e.g., mobile devices), as well as entities
and entities at any time, any place and in any way. To meet the development needs of
adaptive personalized convergent services, dynamic service discovery and composition
technologies are explored widely in the telecommunication service field (Bashah et al., 2010;
Niazi & Mahmoud, 2009).

Today, semantic web service (Mcllraith, 2001), as an establishing research paradigm, is
defined as an augmentation of web service with semantic annotation, to facilitate the higher
automation of service discovery, composition, invocation and monitoring in an open
environment. Integration of the semantic web technology and telecommunications systems
is explored widely in the telecommunication service field (Do & Jorstad, 2005; Vitvar &
Viskova, 2005; Qiao et al., 2008a; Gutheim, 2011; Khan et al., 2011; Zander & Schandl, 2011).
It is well known that ontology is the semantic interoperability and knowledge sharing
foundation for semantic web services matching and context reasoning. Therefore, how to
construct the telecommunications service domain ontology is an important factor of
successfully applying semantic web services into telecommunication service systems
(Veijalainen, 2007, 2008). However, telecommunication service field consists of a large
number of concepts/terminologies and relations. How to abstract the sharing domain
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concepts and reasonably organize them is a big challenge. Some related work has been done
mainly in applying ontology technology to the mobile service domain. Based on the need
for a standardized ontology that describes semantic models of the domains relevant for
scalable NGN (Next Generation Network) service delivery platforms, the (Villalonga et al.,
2009; Su et al., 2009) provide an overview of Mobile Ontology which comprises a core
ontology and several subontologies, and its application examples in the service delivery
platform. This work, as a part of IST SPICE project (IST SPICE project, 2008), is a meaningful
attempt to establish a standardized ontology for mobile service delivery in NGN. In
addition, IST SIMS project explored the semantic interfaces as a new means to specify and
design service components and to guarantee compatibility in static and dynamic component
compositions. And they also defined a domain-specific ontology, and its main purpose of
the ontology is to establish a common description of the SIMS-related concepts and their
semantics (Rdj, 2008). The (Zhu et al., 2010) introduces a mobile ontology construction and
retrieval system architecture. However, there lacks a general domain ontology modelling
methodology for telecommunications service and the corresponding engineering approach
to support the development work for domain ontology. The (Li et al., 2010) briefly
introduced the constructing method of telecommunications service domain ontology
(TSDO) proposed by our research team. However, the approach is not perfect at that time
and still needs to be further improved. In fact, telecommunication service domain ontology,
as the important semantic interoperability foundation of telecom network, still has no
significant progress up to now. This has become the biggest obstacle to hamper the
applications of semantic web technology in telecom field.

In this chapter, we clearly presented a practical domain ontology modelling approach for
telecommunications service field. Under the guidance of this approach, our research team
has created an open telecommunications service domain ontology knowledge repository
which consists of around 430 telecommunications services-related ontology
concepts/terminologies and 245 properties. Based on this domain ontology, we described
the telecom network capability services in the semantic level to validate its feasibility. The
semantic annotation facilitated the accurate service description, discovery of
telecommunication network services and addressed the semantic interoperability problem.
The proposed model-driven domain ontology modelling approach separates domain
conceptual model from the concrete ontology modelling languages, it enhances the
reusability of domain conceptual model and greatly reduces the technical difficulty of
domain ontology modelling.

The remainder of this chapter is structured as follows. In Section 2 we presented a general
domain ontology modelling methodology for telecommunications service field, and also
proposed a specific model-driven domain ontology modelling approach to support the
above presented methodology. Section 3 introduced the experimental environment and the
demo service to validate the feasibility of domain ontology. Finally, conclusions are drawn.

2. Domain ontology modelling methodology for telecommunications service

Here, technical modelling details for the proposed approach are described, namely
telecommunications service domain ontology modeling methodology and a corresponding
model-driven implementation mechanism.
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2.1 Domain ontology modeling methodology

Based on our practical experiences in recent years, a concrete domain ontology modeling
methodology is summarized as shown in Figure 1. The modelling process is illustrated in
detail as follows.
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Fig. 1. Domain ontology modelling methodology.
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2.1.1 Define the scope of telecommunications service domain ontology

The first step is mainly to define the scope and border of domain ontology.
Telecommunications service domain ontology mainly addresses the semantic
interoperability of telecommunications service. This domain ontology mainly provides the
shared domain vocabularies and knowledge to support the semantic web applications in the
telecommunication service field, such as semantic telecom service description, service
discovery, and service context modelling. Therefore, TSDO should involve the service-
related domain concepts and knowledge. For example, telecom services often involve
network type, network carrier, billing policy, user terminal, service quality, service
customer, service category, .etc. In fact, telecommunication service field consists of a large
number of concepts/terminologies and relations. Some concepts have the higher sharing
degree. However, some concepts are only related to concrete application field, such as
service context ontology, service description ontology. Therefore, how to abstract the
sharing domain concepts and reasonably organize them is a big challenge. The reusability
and extensibility are two important ontology modeling factors considered. So an efficient
ontology hierarchy modelling approach is needed.

In practice, we adopted a layered ontology modeling method to organize the domain
concepts to improve the reusability and extensibility (see Figure 2). Common ontology, like
time and space ontologies, can be shared in the different domains, like telecom, medical
domain or any other domains. The concrete domain ontology can be shared by the different
domain-related application ontologies. For example, TSDO may be used to create the service
context ontology, network management ontology, etc. This method well distinguishes the
border of TSDO, common ontology and telecom service-related application ontology.
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Fig. 2. Layered ontology modelling method.

2.1.2 Set the framework of telecommunications service domain ontology

When the goal and scope of TSDO are clear, the specific organization framework of TSDO
should be set up. As TSDO involves a large number of telecom service domain concepts and
relationships, how to reasonably classify and organize these terminologies is an important
issue. Specifically, we adopted a modular modelling approach to construct TSDO. The
principle of modular modelling is the “strong cohesion and loose coupling” way. The
correlations among different concepts are the main reference of module division. The goal of
modular modelling is to ensure that the correlation of concepts in the same module is
stronger. Based on this modular design principle, TSDO is divided into several sub-

ontologies as shown in Fig. 3.
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Fig. 3. The framework of telecommunications service domain ontology.

Specifically, TSDO mainly comprises six sub-ontologies, including Terminal Capability
Ontology, Network Ontology, Service Role Ontology, Charging Ontology, Service Quality
Ontology, and Service Category Ontology.
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1.

2.

Terminal Capability Ontology: defines main concepts about terminal software, terminal
hardware, terminal browser and network characteristics supported by terminal.

Network Ontology: specifies the network concepts, network category, network
features, as well as the relationships of various networks, such as mobile network,
internet, and fixed network, GSM, CDMA, UMTS, WCDMA, and WLAN.

Service Role Ontology: describes the stakeholders’ concepts of the service supply
chain, for example, service provider, content provider, network operator, service user.
Service Category Ontology: describes a telecommunications service classification. This
ontology defines the relationship between various telecommunications services, like
basic service, value-added service, voice service, data service, conference service,
presence service, download service, browsing service, messaging service.

Charging Ontology: defines the charging-related concepts and rules about
telecommunications services, including payment methods (such as prepaid and post-
paid), charging types (such as time-based, volume-based, event-based, and content-
based), billing rates, as well as account balances.

Service Quality Ontology: A telecommunication network must provide the services
which have the end-to-end QoS guarantee. Depending on the technical characteristics,
the QoS provided by different networks is varying. Service Quality Ontology mainly
defines the QoS-related concepts about telecommunications service, including access
network QoS, core network QoS and user’s QoE, such as call delay, message size, call
through rate, positioning accuracy, network bandwidth.

2.1.3 Multi-channel acquisitions of telecom service-related domain concepts and
knowledge

After the framework of TSDO is set up, it needs to collect domain concepts and knowledge
(including terminologies and their relationships) from multi-channel ways for each sub-
ontology of TSDO. In general, the sources of knowledge acquisition include the released
telecom service specifications, senior experts in the telecom field or some typical application
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Fig. 4. Some collected domain concepts about telecom network.
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scenarios. In this step, modellers need to list the collected concepts, relations and
explanations as far as possible. It's unnecessary to care about the meaning overlap between
the concepts and to consider how to express these concepts and their relation in class,
property or instance ways. For example, Figure 4 briefly shows the concepts collection about
network ontology.

2.1.4 Conceptual modelling of telecommunications service domain ontology

After the acquisition of a large number of telecom service related concepts, we need to make
the concept classification, concept aggregation, and remove the duplicated concepts
according to certain domain knowledge and logic. The goal of this step is to construct a
conceptual model of TSDO. This concept model describes the involved domain concepts
and their relations of each sub-ontology in detail. Note that, the relationships between the
concepts not only involve the concepts of the same sub-ontology, may also be related to the
concepts of different sub-ontologies. The concrete building of conceptual model is divided
into three steps: (1) Defining classes and class hierarchy. In the process of defining the
classes, we need to discover the inheritance hierarchy between the concepts and then
distinguish the super-classes and sub-classes. (2) Defining the properties of classes. After
the class is defined, its properties should be considered. There are two kinds of properties.
One is datatype property, which is used to describe the features of the concept itself, such as
name, age. The other is object property, which is used to depict the relationship between the
concepts, like friendship relation between two people. (3) The definition of domain axiom
and knowledge. When we use ontology to describe the real word things, there are often
some contradictions or errors occurrences resulted by human negligence. For example, the
range value of one person age property is negative, or a person has two biological fathers.
To prevent these common-sense errors, some domain axiom and knowledge should be
established. The axiom is to restrict the relationships of the concepts to ensure the
consistency of domain knowledge, such as the range value or cardinality of properties.
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Fig. 5. Part conceptual model of network ontology.
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Figure 5 shows the conceptual model of network ontology in part. Based on the
terminologies collected in the above step, the class hierarchy and relationships are
described. This conceptual model depicts the classification of network, the services provided
by network and the operator of network. It can be seen that the ranges of object property
“operatedBy” and “provides” are the concepts from ServiceRole and ServiceCategory sub-
ontologies respectively. In addition, we define the domain axioms through the constraints
way. For example, we define that “FixedNetwork” is disjointed with “MobileNetwork”, i.e.
if N1 is an instance of concept “FixedNetwork”, then it will not be an instance of concept
“MobileNetwork”.

2.1.5 Formalization of conceptual model of telecommunications service domain
ontology

As the conceptual model is one high-level abstract model and independent of any concrete
ontology modelling languages, we need to formalize this conceptual model through a
specific ontology modelling language like OWL (Web Ontology Language) (W3C, 2004a). In
general, we can use the common ontology modelling tools to formally describe the
terminologies, relationships and axioms in the conceptual model. Figure 6 shows the
formalization description of part concepts and relationships of Figure 5 by OWL language.
The concept is formally defined by “owl:Class”, and the class hierarchy is organized by
“owl:subClassOf”. The “owl:ObjectProperty” is used to describe the relationships between
the concepts and the “owl:disjointWith” clearly depicts the restrictions on the two disjointed
concepts.

<owl:Class rdf:1ID="Network"/>
<owl:Class rdf:about="#TelecomNetwork'>
<rdfs:subClassOf rdf:resource="#Network"/>
</owl:Class>
<owl:Class rdf:about="#MobileNetwork'>
<rdfs:subClassOf>
<owl:Class rdf:about="#TelecomNetwork'/>
</rdfs:subClassOf>
<owl:disjointWith rdf:resource="#FixedNetwork"/>
</owl:Class>
<owl:Class rdf:1D="2G">
<rdfs:subClassOf rdf:resource="#MobileNetwork"/>
</owl:Class>
<owl:ObjectProperty rdf:ID="operatedBy">
<rdfs:range rdf:resource="&ServiceRole;#NetworkCarrier"/>
<rdfs:domain rdf:resource="#Network"/>
</owl:ObjectProperty>

Fig. 6. Part of network ontology formalized by OWL.

2.1.6 Evaluation of telecommunications service domain ontology

Ontology evaluation is an important issue that must be addressed if TSDO are to be widely
adopted in the semantic related telecommunications applications. Ontology can be
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evaluated against many criteria: its coverage of a particular domain and the richness,
complexity and granularity of that coverage; the specific use cases, scenarios, requirements,
applications, and data sources it was developed to address; and formal properties such as
the consistency and completeness of the ontology. We can test and validate whether the
domain ontology satisfy the requirement or not. If yes, these ontologies will be added to the
ontology repository; if no, we have to return back to previous steps to make some revisions
until the requirement is satisfied.

In the specific use process, we often can find some existing shortcomings of domain
ontology. The utilization of domain ontology to formally describe the concrete application
scenario is a very effective evaluation approach. For example, when we defined the TSDO,
we use network, service role and service category sub-ontologies to describe the network
carrier resource (see Figure 7). We found that the operating scope of network carrier is an
important characteristic. But the concept “NetworkOperator” of service role sub-ontology
lacks this property. Actually, some carriers can provide services through out nation;
however, some carriers can only provide services in a specific province or region. Therefore,
the property “CoverageScope” should be added to the concept “NetworkOperator” of
service role sub-ontology.

<ServiceRole:NetworkOperator rdf:ID="ChinaMobileCommunicationOperator"/>
<ServiceRole:CoverageScope rdf:resource="&LocationSpace;#TroughOutNation"/>
</ServiceRole:NetworkOperator>

<TelecomNetwork:GSM rdf:ID="ChinaMobileNetwork">
<TelecomNetwork:operatedBy rdf:resource="#ChinaMobileCommunicationOperator"/>
<TelecomNetwork:provides rdf:resource="&ServiceCategory;#DataService"/>
<TelecomNetwork:provides rdf:resource="&ServiceCategory;#VoiceService"/>
</TelecomNetwork:GSM>

Fig. 7. Ontology description of china mobile communication operator.

2.1.7 Maintenance of telecommunications service domain ontology

The construction of domain ontology is the basis of ontology applications. However, as the
different domain experts or ontology modelers may have the different understandings of
the same domain concepts or relationships, some created ontologies may need to be further
revised or improved in the practical utilization process. In addition, the knowledge of real
world is growing and updated continuously. This also results that regular maintenance is
necessary after ontoloies have been constructed. Ontology maintenance refers to a series of
amendments, corrections, improvements and adaptive maintenance for ontology, which
mainly consists of improving maintenance and adaptive maintenance. The improving
maintenance is to revise or correct some existing errors of domain ontology. However, the
adaptive maintenance refers to the extensions of existing domain ontology with the external
real world changes, such as the knowledge increase or technology advances.

In addition, with the maturity of ontology technology, there are some ontologies developed
by different research teams or communities to satisfy their different application needs. The
main advantage of ontology is the knowledge sharing and reuse. How to realize the
interoperation with these existent distributed ontologies is a big problem of ontology
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maintenance. Therefore, sometimes, it needs to integrate several existent ontologies to
address the reuse of different ontology knowledge. To implement the different ontology
integration, the relationships among different ontologies should be analyzed. As the
distributed feature and openness of WWW, knowledge ontologies maybe have the direct or
indirect semantic relationships. For example, two ontologies maybe involve some same or
similar concepts. The main relationships consist of two kinds: one is the repeat of
terminologies definition. Some terminologies of this ontology might be equivalent to those
defined in that ontology. It consists of the class equivalent and the property equivalent. For
this equivalent relationship, we can use equivalent ontology mapping method to resolve as
shown in Figure 8. The other is the subsumption of terminologies definition. It means that
some terminologies of one ontology might subsume the semantic scope of those
terminologies defined in other ontology. It also involves the class subsumption and property
subsumption. For example, Figure 9 shows two independent ontologies: ontology 1 and
ontology 2. In fact, the concept “Netowrk” of ontology 1 subsumes the concept “Internet” of
ontology 2 in the semantic scope. Therefore, we can use the subsumption relationship to
integrate these two ontologies into a new ontology.

Ontology 1 Ontology 2

subClassOf
—_—

Fig. 8. Ontology integration based on the equivalent mapping.

Ontology 1 Ontology 2 New Integrated Ontology

Subsumption

Ontology Integration Relationship

Cod G

Fig. 9. Ontology integration based on the subsumption relationship.
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2.2 A model-driven domain ontology modeling implementation approach

From the above descriptions in section 2.1, it can be seen that the construction of TSDO is a
complex work, which involves not only several steps like terminology acquisition, concept
modelling and formal description, but also different modellers like domain experts,
formalization modeller. Currently, it lacks of a unified modelling tool to efficiently support
this methodology. As the ontology modelling languages consists of a large number of
logical symbols and formal description knowledge, it is not easy for general domain experts
or software developers to understand and master. Although there are some visual
modelling tools like Protege (Stanford, 2004) to support ontology modelling, the ontology
modelling process still lacks the relation with mature software engineering method. For the
general software developers, the current ontology modelling approach is not easy to master
and it needs a strong professional background. Therefore, in the actual process of building
domain ontology, domain experts often use UML (Unified Modelling Language) (OMG,
2005a) modelling tool or other office software to acquire domain terminologies or create
concepts model, and then formalization modellers formalize the conceptual model by a
specific ontology language through ontology modelling tool like Protege. As the existing
UML modelling tool do not support the ontology modelling directly and the common
ontology modelling tools also do not support the requirements and high-level conceptual
modelling, the above proposed modelling process has to switch between different
modelling tools. A key problem is that the high-level conceptual model cannot be
automatically transformed into formal model encoded by a specific ontology language. This
brings a lot of management and maintenance inconveniences of ontology modelling. The
existing ontology modelling approach has limited the large-scale ontology development.
Therefore, it needs a practical engineering approach and a unified modelling tool to support
this modelling methodology completely.

Essentially, ontology engineering emphasizes the ontology modelling and knowledge
reasoning; however, software engineering focuses on the complete system development
methodology which mainly pays attention to requirement analysis, system design,
implementation and dose not have the logical reasoning capability. So how to use mature
software engineering theory and method to support the ontology development is very
significant. Today, Model Driven Development (MDD) (Selic, 2003) is gaining significant
momentum in both the software industry and the software engineering academic community.
Model Driven Architecture (OMG, 2003), standardized by the Object Management Group
(OMG), is a new strategy for designing software systems. Its main goal is to separate system
function specification from specific implementation technique completely, enabling system’s
kernel function specification to be independent of the specific implementation platform
technology. Therefore, MDA can retain the neutrality of programming languages, middleware
platforms and vendors. In the face of heterogeneous and evolving technology, MDA is
supposed to ensure: portability, increased application reuse and reduced development time.
Thereby MDA minimizes the affection of technique changes.

Considering the development of domain ontology is a complex process and MDA is a new
modeling approach which focuses on the model rather than the specific implementation
technical details, we integrated MDA with ontology engineering together, and proposed a
model driven domain ontology modeling approach to support the modelling methodology
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described in section 2.1. By this approach, domain experts or general software developers,
who are familiar with UML, can conveniently build the domain conceptual model by UML
modelling tools and then this conceptual model can be automatically transformed into the
corresponding ontology model encoded by a specific ontology language. As this approach
separates domain conceptual model from the concrete ontology modelling languages like
OWL, it enhances the reusability of domain conceptual model and reduces the technical
difficulty of domain ontology modelling. The implementation details are described in the
following sections.

2.2.1 Overview of model-driven TSDO modeling approach

MDA adopts the model-based development mode (Miller & Mukerji, 2003) as shown in
Figure 10. Computation Independent Model (CIM) mainly describes the requirements of
software system, which specify the system function and boundary. Platform Independent
Model (PIM) is the high level abstraction of system function, without any information
related to implementation techniques; Platform Specific Model (PSM) is the model which
contains specific implementation platform technique information. The MDA-based
development process is: firstly, establishing CIM based on the system requirements;
secondly, according to the specifications of CIM, creating PIM with the platform
independent modeling language, such as UML; thirdly, transforming the PIM to PSM
according to some specific mapping rules; lastly, generating platform specific code
automatically or semi automatically. In this process, modeller can further refine the created
models in CIM, PIM or PSM stage.

refinement refinement

r
I [ | !
| 1. Define the scope || 3. Multi-channel | ! | 5. Formalization of |
| of TSDO | | | concept acquisitions | | : conceptual model |
| [ | | |
| * | | * | : |
| | 2. Set the framework || | 4. Conceptual ! | !
: of TSDO : modelling of TSDO i | :

|

Fig. 10. Model-driven TSDO modelling approach.

According to the modelling idea of MDA, we presented a concrete model-driven TSDO
modelling approach to provide a practical engineering implementation as shown in
Figure 10. The definition of TSDO scope and the establishment of domain ontology
framework belong to the CIM modelling stage. Modeller can employ use case diagram of
UML to define the scope of TSDO and set up its framework. In this approach, PIM mainly
focuses on the multi-channel domain concept acquisitions and the further conceptual
integration and refinement, i.e. conceptual modelling. UML class diagram or use case
diagram can be used to model the collected domain concepts and their relationships. After
acquiring the domain terminologies, the following step is to integrate and refine these
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concepts and their relationships to form a high-level domain ontology model, which is
independent of a specific ontology description language. The PSM and code steps are
used to realize the formalization of high-level domain ontology conceptual model by a
specific ontology language. By the model to model transformation technology, the high-
level conceptual model (i.e. PIM ) can be transformed into an ontology language specific
model (i.e. PSM). And then by using model to code transformation technology, the
concrete ontology description file encoded by a specific ontology language like OWL (i.e.
code) can be generated from the ontology language specific model (i.e. PSM). When we
need to revise or maintain the created ontology, we can return back to the CIM or PIM to
modify the related models and then generated the corresponding code again. In this
mode-driven ontology development approach, all processes adopt the standard UML
model or UML extension mechanism (i.e. UML Profile). The technical details are
described in the following sections.

2.2.2 CIM step: The scope and framework modeling of TSDO

In order to well organize the development of TSDO, this approach uses the UML use case
diagram to model the scope and framework of TSDO. As is shown in Figure 11(a), the
ontology hierarchy is represented by package InfrastructureOfOntology, which consists of
three types of package: common ontology, domain ontology and application ontology. Each
package contains the related ontology concepts and their relationships. The Common
Ontology package contains some general concepts particularly designed for high reusability,
where other different domain ontologies and application ontologies either import or
specialize its specified concepts or relationships. This is illustrated in Figure 11(a), where it
is shown how domain ontologies and application ontologies each depends on the common
ontology. The common ontology is generally defined by some standard organizations or
research communities. In this chapter, we mainly focus on the building of
telecommunications service domain ontology. In order to facilitate reuse, the
Telecommunications Service Domain Ontology package is further subdivided into a number of
packages: ServiceCategory, Netowrk, TerminalCapability, ServiceQuality, ServiceRole, and
Charging, as shown in Figure 11(b).
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Fig. 11. CIM modelling of telecommunications service domain ontology.
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2.2.3 PIM step: Terminology acquisitions and conceptual modeling of TSDO

After defining the CIM of TSDO, the following step is to construct the PIM of TSDO. It
means that the telecom service related domain terminologies should be collected and then
integrated into a high-level abstract domain ontology model which is independent of a
specific ontology language like OWL. The collection of domain terminologies can be
modeled by the UML Use Case diagram like Figure 4. However, the high-level domain
conceptual modeling is the emphasis of PIM. How to model the conceptual model of
domain ontology based on UML is needed to resolve. Fortunately, UML and ontology
language have some common features, although sometimes represented differently. This
provides a possible transformation from UML model to ontology model. For example, both
ontology representation language and UML are based on Class. The Generalization elements
of UML can represent the subClass or subProperty semantic of ontology. The
ownedAttribute of UML Class can describe the DatatypeProperty of ontology language. The
mapping example is illustrated in the Figure 12.

Network |
+name : String

<owl:Class rdf:ID="Network"/>
<owl:Class rdf:ID="TelecomNetwok">
. <rdfs:subClassOf rdf:resource="#Network"/>
mapping | </owl:Class>
<owl:DatatypeProperty rdf:ID="name">
TelecomNetwork | <rdfs:domain rdf:resource="#Network"/>
<rdfs:range rdf:resource="http://www.w3.0rg/2001/XMLSchema#string"/>
</owl:DatatypeProperty>

(@) (b)
Fig. 12. The direct mapping example from UML to OWL.

—n

However, although UML Class diagram has some constructs similar to the constructs of
ontology representation language, there are still some ontology constructs which cannot be
represented by UML constructs directly. We need to find the appropriate UML elements to
represent some other ontology constructs, like objectProperty, equivalent class relation, and
disjointing class relation. For instance, we can select the directedAssociation element of
UML to represent the ObjectProperty and use the constraints anchored with association to
represent the inverse, symmetric or transitive feature of ObjectProperty. An illustrated
example is shown in Figure 13.

As a common software modeling language, most of software developers, system analysts
and designers are familiar with UML. So, in order to decrease the technical threshold, it’s a
practical approach for the conceptual modeling of TSDO by UML. Although UML has some
similar constructs with ontology language, however, the modeling goals and description
capabilities of both languages have some differences. From the above analysis, in order to
use UML to represent high-level ontology conceptual model, we need to define a specific
tailored representation method to guide the modeler to build the conceptual model of
domain ontology. Table 1 shows the main corresponding relation of UML elements with
ontology elements. According to this semantic representation way, the modeler can use the
UML elements to describe the semantic-enabled high-level ontology conceptual model like
Figure 14.
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<owl:Class rdf:ID="Network"/>

<owl:Class rdf:ID="Service"/>

<owl:ObjectProperty rdf:ID="providedBy">
<rdfs:range rdfiresource="#Network"/>
<rdfs:domain rdf:resource="#Service"/>
<owl:inverseOf>

<owl:ObjectProperty rdf:ID="provideService"/>

</owl:inverseOf>

</owl:ObjectProperty>

<owl:ObjectProperty rdf:about="#provideService">
<rdfs:domain rdf:resource="#Network"/>
<rdfs:range rdfiresource="#Service"/>
<owl:inverseOf rdf:resource="#providedBy"/>

</owl:ObjectProperty>

<owl:DatatypeProperty rdf:ID="name">
<rdfs:domain rdf:resource="#Network"/>
<rdfs:range rdfiresource="http://www.w3.0org/2001/XMLSchema#string"/>

</owl:DatatypeProperty>

(b)

Fig. 13. The indirect mapping example from UML to OWL.

UML Elements Ontology Elements Comments
Class Class
Generalization subClass, subProperty
Instance Individual
Multiplicity mlnCard{nall.ty ontology cardinality declared
maxCardinality only for range
ownedAttribute Datatype Property
The value of “owned By”
property of Association End A is
directed Association ObjectProperty the domain of Cjb] ectPrope/}‘ty,
the value of “owned By
property of Association End B is
the range of ObjectProperty.
Inverse
Constraint Symm.efcrlc
Transitive
Functional
Enumeration oneOf
Association Class dl.s] ointWith
equivalentClass

Table 1. The defined UML representation method for high-level conceptual model of

domain ontology.
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Fig. 14. PIM: A part of high-level conceptual model of network ontology.

2.2.4 PIM to PSM step: Formalization of ontology conceptual model

It can be seen that the high-level ontology conceptual model described by UML is
independent of a specific ontology language. So, in order to generate the formal file encoded
by a specific ontology language, we need to transform the PIM into PSM according to the
concrete model transformation rules. Figure 15 shows the general model transformation
mechanism of model driven architecture. Model transformation is essentially to map the
source model elements to other elements of the target model. Models are usually the
instantiation of its meta-model. The model transformation rules are generally defined in the
metamodel level and then model transformation engine apply these rules to the model level
to complete the model transformation.

Definition of
Source Transformation Rules Target
MetaModel A MetaModel
7 5 7S
| Model I
| . |
Instantiation | Transformation  Instantiation
I Engine !
: s
Source Model Y Target Model

Application of

Transformation Rules

Fig. 15. The principle of model transformation.

Therefore, in order to transform the high-level ontology conceptual model (i.e. PIM) into
platform specific model (i.e. PSM), we need to define the transformation rules according to
the source and target metamodels. In our proposed approach, the high-level ontology
conceptual model (i.e. PIM) is modeled by UML2.0, and the source metamodel is UML2.0
metamodel obviously. So we need a target metamodel relating to specific ontology language
to describe the formal ontology model (i.e. PSM). In fact, OMG (Object Management
Organization), which is the promoter of MDA, has considered this problem. In May 2009,
OMG released the Ontology Definition Metamodel (ODM) v1.0 (OMG, 2009) based on the
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meta-modeling mechanism of MDA. This specification represents the foundation for an
extremely important set of enabling capabilities for MDA based software engineering,
namely the formal grounding for representation, management, interoperability, and
application of business semantics. The ODM is applicable to knowledge representation,
conceptual modeling, formal taxonomy development and ontology definition, and enables
the use of a variety of enterprise models as starting points for ontology development. ODM
is based on the Meta Object Facility (MOF) (OMG, 2006) meta-modeling architecture of
MDA, illustrated by Fig.16, which is based on the traditional four layer metadata
architecture. From top to bottom, meta-data is abstracted to 4 layers: M3 (meta-meta model),
M2 (meta model), M1 (model) and MO (object and instance). The under-layer is the instance
of its up-layer in turn. M3 layer is the end of meta-layer, namely, MOF is self-described.
MOF is a common, abstract language used to define meta-model. It defines some meta-
modeling constructs, such as Class, DataType, Association, Package, and Constraint. So the
meta-model of ODM or UML can be defined by MOF, whose power just lies in its capability
to enable interoperability among different meta-models. Currently, there are 2 approaches
to construct meta-models in M2 layer. One is to make use of MOF to define a completely
new meta-model from syntax to semantics. Although this approach supports to define a
new meta-model that will perfectly match the concepts and relation of the concrete domain,
this need the underlying programming realization of corresponding new modeling tool.
This is heavy-weight meta-modeling, such as UML and ODM. The other is to extend the
existent UML meta-model and then construct a standard UML Profile through UML
extension mechanism (Stereotype, TaggedValue, Constraints). This approach allows both
defining domain specific conception and relation through UML extension mechanism and
using the intrinsic UML elements. So it’s a light-weight meta-modeling approach and most
of existent MDA tools support this UML Profiling-based meta-modeling mechanism
currently. There is no need to develop a new modeling tool. From the above analysis, the
UML Profiling-based meta-modeling mechanism approach is adopted in our approach.

eta Object Facility
(MOF)

M3:

Meta-meta model Instantiation

Instantiation

M2:
Meta model
Instantiation
Ml: ntology model base
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Fig. 16. ODM: the integration of semantic web and model driven architecture.
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Therefore, in this approach, the metamodel of PSM employs the UML Profile for RDF and
OWL defined in ODM specification. This profile is designed to support modelers
developing vocabularies in Resource Description Framework (RDF) (W3C, 2004b) and
richer ontologies in the Web Ontology Language (OWL) through reuse of UML notation
using tools that support UML2 extension mechanisms. Table 2 specifies a part of
stereotypes set that comprise the UML2 Profile for using UML to represent RDF/S and

OWL vocabularies.

RDF, RDFS and OWL ontology UML Base Class UML Stereotype
rdfs:Resource Class {rdfsResource)
rdfs:Datatype Class {rdfsDatatype)
rdfs:domain Association {rdfsDomain))
rdfs:range Association {rdfsRange)
rdfs:subClassOf Generalization {rdfsSubClassOf)
rdfs:subPropertyOf Generalization {rdfsSubPropertyOf)
owl:Class Class {owlClass)
owl:Restriction Class {owlRestriction))
owl:ObjectPropert Class {objectProperty)
AssociationClass
Property
Association
owl:DatatypeProperty Class {datatypeProperty)
AssociationClass
Property
Association
owl:equivalentClass Constraint {equivalentClass)
owl:disjointWith Constraint {disjointWith)

Table 2. A part of UML Profile for RDF and OWL.

After the source and target metamodels are determined, we can define the model
transformation rules from high-level ontology conceptual model (i.e. PIM) to ontology
language related model (i.e. PSM). For example, based on the Table 1 and Table 2, we can
define the following model transformation rules to support the model transformation like
Figure 17. Notably, the source metamodel is UML2.0 metamodel and the target metamodel
is UML Profile for RDF and OWL in this proposed approach.

When the transformation rules are defined, the model transformation engine can scan the
elements of source model and then transform them into the corresponding elements of
target model according to the transformation rules. As model transformation is a key
technique used in model-driven architecture. In 2002, OMG issued a Request for proposal
(RFP) on MOF Query/View/Transformation to seek a standard compatible with the MDA
recommendation suite (UML, MOF, OCL, etc.). Several replies were given by a number of
companies and research institutions that evolved during three years to produce a common
proposal that was submitted and approved. QVT (Query/View/Transformation) (OMG,
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2008) is a standard set of languages for model transformation defined by the Object
Management Group. Currently, some MDA tools have declared to support the complete or
part functions of QVT. For example, by using the transformation rules, the source model in
Figure 14 is transformed into a target model in Figure 18.

package ModelTransformation [ F‘IMtoPSM Transformation Rules ]J
FIM Metamodel Elements PEh Metamodel Elements
______________ —
r ==metaclass== | [ ==gterectypes== I
| Class | ==mapTo== | owlClass |
| 1 - - T = [Class] |
I | I I
I | I I
| | If the property | |
General and
| | Specific of | |
| | Generalization is | ==stercotype=» |
Class rdfsSubClassOf
| | o L = [Generalization] |
<<maqu>> - =
| ==metaclazs== | - == | |
| Generalization | |- — | |
| ™ — —  _ ==mapTo== | |
| I - - — . _ L ==stereatype==
SrdfsSubPropertyor | |
| | v [ty | [eneralization] |
| | General and | |
| Specific of |
| Generalization is |
| | Az sociation | |
| | | ==stereatype== |
| | ==mapTos= — — — - = equivalentClass
- onstrai
Constraint I
| ¥ I |
| - | If the Associstion |
£ Class name is |
| ==metaciass== | souivalsntClass | |
| Association o | ==sterentypes= |
I - - semapToz= _ _ | = disjointwith |
| | | [Constraint] |
& Azzocistion
| If the Associsti | |
Class name iz W
e | o T —— v
Fig. 17. A part of PIM to PSM transformation rules definitions.
package Metwork | PlaformSpeclfchodel ]J
name
| s =rdfsRange=> ==rdfsRange=» =<rdfsDomain=»
==rdizDomain== ==inverseQfsx
==owy|Class==
TelecommunicationHetwork
L — — cenwlClass== ==nbjectProperty== ==owiClass==
| Hetwork <=rdisDomain== | proyideService ==rdfsRangess | goryiceCategory::
| Service
==rdisSubClagsOtss ssequivalertClass>>
|
==rdfsSubClassOf=z| |
==rilfsSubClassOf==
==owlClass=> ssowlClass== | rdfsSubClassOfs» =srefsSubPropertyOf=>
MobileHetwork FixedHetwork
R |
it ==0wlClass== ==0wiClass==
<l | T k | =srdfsDomain=> R ot operty=> =R ServiceCategary:
_ provideTi vice NgGe=> M s
vic

Fig. 18. PSM: A part of ontology specific model based on UML Profile for RDF and OWL.
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2.2.5 PSM to code step: Formalization of ontology conceptual model

In order to generate the formal ontology file encoded by OWL, the PSM based on UML
Profile for RDFS and OWL should be transformed into ontology file encoded by OWL,
which is a model to code transformation process, which involves the model scanning
technology.

2.2.5.1 Model to code transformation theory

Before we introduce the concrete transformation process, some related definitions are given
firstly.

Definition 1. Ontology model triples: UmlOnt (C, R, G).

PSM based on the UML class diagram can be represented by a triple: UmIOnt(C, R, G). C is
the class node set, and it is an ontology class definition of the concept in PSM. R is the
relation node set, and it is the definition of the relations among ontology class. G is the
relation set of C and R, which describes the relations among the nodes in C and R set.

Definition 2. Relation Matrix (RM)

Relation matrix is a n order square matrix, including elements aij in total of n * n, which

4y Ay e Ay,
Ay Gy o @
. 21 A 2 . .
looks like "1, denoted as A = (aij)m (ij=1,23, ... , n) is used to
Ayp Ayy e Ay

describe the relations between the class nodes and relation nodes in the PSM. And aij

indicates whether there is relation between class node i and class node j, as well as the type
of relation node.

Definition 3. Connected subgraph

Given a directed graph, which can be divided to several connected subgraphs {G1, G2, ---,
Gn}, these subgraphs meet the following conditions:

¢ Inany two connected subgraphs Gi and G;j, there is no such a node x which is both in Gi
and Gj at the same time. That is, —=3x,xe Ginxe Gj .

e In a connected subgraph Gi, there always exist directed edge between any two nodes x
and y (without regard to the direction of the edge).

Definition 4. Model Transformation Automaton (MTA)
Model transformation automaton is a quintuple: MTA = (Q, %, 6, qo, F), including;:

e Q: A nonempty and finite set of states and one state in it corresponds to an ontology
class node. V q€Q, q is called a state of MTA.

e X Input events table, in which one input event corresponds to an ontology relation
node.

e O: Transfer function. One transfer function corresponds to a nonzero number
aij (aij #0), & : QxZ—Q in relation matrix.

¢ qo: The begin state of MTA, qo€Q.
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e  F: The set of terminate states. F is included by Q. Any g€F, q is called a terminate state
of MTA.

According to the definitions given above, the transformation engine from PSM to formal file
encoded by OWL can be described as: The model transformation engine firstly scans the
PSM class graph, and the scanning result generates the ontology model triples UmIOnt(C, R,
G). C is the set of all nodes in UML class graph, R is the set of all relations in UML class
graph, G represents the structure relationship of the ontology class graph, which can be
regarded as N connected subgraphs divided from a directed graph and these subgraphs
correspond to N relation matrices {RM1, RM2, -, RMn }. One nonzero number aij
represents the relation type between the class node i and j, and these relations are all
included in R.

When the transformation engine finishes scanning, it input the scan result to the model
transformation automaton. In this MTA, the nonempty finite set of states corresponds to C
in the ontology model triples; the input events table corresponds to R in the ontology model
triples; the transfer function corresponds to G in the ontology model triples; q0 and F are
elements in C. In the procedure of state transforming, the corresponding operations of
model transformation are also performed in MTA. When the automaton arrives at the
terminal, the transformation finishes.

2.2.5.2 The implementation mechanism of model to code transformation engine

In order to realize the model to code transformation according to the above mentioned
theory, we design a model transformation engine based on Eclipse Plugin technology. In
MDA, XML Metadata Interchange (XMI) (OMG, 2005b) is an Object Management Group
(OMG) standard for exchanging metadata information via Extensible Markup Language
(XML). As the most of MDA tools use XMI as an interchange format for UML models, the
model transformation engine is responsible for scanning PSM encoded by XMI and then
transforming PSM into ontology file encoded by OWL. The process of model to code
transformation is indicated in Figure 19.

2.2.5.2.1 Model scanning module

When building ontology model, different modeling tool means different element label and
different label structure in the model description file. Therefore, this chapter proposed a
transitional model convert method, which adopts same data structure when describes
different model format, i.e. the triples in Definition 1. This allows the model transformation
is no longer constrained by the model structure. It thereby improves the versatility of
transformation engine and is convenient to be maintained and updated.

The model scanning module in transformation engine scans the UML class graph encoded
by XMI, and the scan result will generate two list sets in the transitional model. It is used to
store the class nodes and relation nodes of UML graph, which corresponds to the C and R
set in the UML ontology model triples.

2.2.5.2.2 Building relation matrix module

The function of relation matrix building module is used to generate the relation matrix of
PSM, i.e. the G set in UML ontology model triples. There are mainly two kinds of nodes in
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UML class graph: class node and relation node. Relation node connects class node and
distinguishes them by direction, which is very similar to the directed graph. Hence directed
graph is adopted to represent UML class graph. Usually matrix is used to represent the
graph, and the values in matrix represent the type of relation. In ontology model class
graph, there may be several independent subgraphs, which satisfy the description in
definition 2. Therefore, it is necessary to handle the relation matrix to produce N
independent sub relation matrices. This method can reduce the order or relation matrix and
thereby reduce store space of the model, which also improves the efficiency of model
transformation.

PSM Ontology
export MDA tool Protégé tool import
XMI Format OWL file
input 4‘ output

Model Transformation Engine
Model Output
Module

Building output

Relation Matrix ———» %\iljtt;&n
Module 4
Model Scannin
> Modul & input Model .
odule » Transformation
Module
Lists of Class nodes input f

and Relation nodes

Fig. 19. Model to code transformation process.

2.2.5.2.3 Model transformation module

Model transformation module includes model transformation automaton and model
transformation regulation table. In the process of states transition, the automaton performs
transformation from PSM to OWL according to the corresponding transformation regulations.
In this module, the automaton is separated with the model transformation regulations.
Therefore, the changes of model transform regulation will not influence the running of
automaton, and it is convenient to perform daily maintenance and update of the engine.

The model transformation automaton is a quintuple, and all information of this quintuple
are included in the model transform transitional model, namely in the UML ontology
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description model triples (C, R, G). The states, input events and transformation function of
the automaton correspond to the class nodes, relation nodes and relation matrix set
respectively in PSM class graph. The begin state of automaton is the owlClass node or
objectProperty/datatypeProperty node in class nodes and the terminate states set includes
all class nodes whose out-degree are zero and all nodes have been transformed by the
automaton.

The model transformation regulation table defines the transformation regulation from UML
Profile for RDF and OWL to OWL language. In the states jump process of model
transformation automaton, corresponding regulation is used to perform model
transformation. In the process of formulating the transformation regulation, the relations
between every label node should be unified, which makes the regulation can be formulated
depending on the OWL label structure and the relations between UML model elements.
And good regulation is easy to extend in the future.

2.2.5.2.4 Model output module

Model output module only stores the formalized result of the transformation to the
appointed path. And in order to verify the validity of the OWL file transformed, user can
import the generate code into protégé tool for verification. Protégé is an ontology editor
developed by Stanford University, which represents the OWL structure in graphic interface
and makes the verification of OWL code validity more quickly and conveniently.

By using the above mentioned model to code transformation approach, the PSM of Figure
18 is transformed into the corresponding ontology encoded by OWL like Figure 20.

3. Experimental environment, use cases and evaluation

In this section, we describe our experimental environment, the implemented service use case
and present the obtained evaluation results to validate the semantic interoperability enabled
by telecommunications service domain ontology.

3.1 Experimental environment

In order to support this model-driven domain ontology modelling approach, Borland
Together (Borland, 2006), a famous MDA tool, is employed in our experiment. By using
UML extension mechanism, we implemented the UML Profile for RDF and OWL in Borland
Together. In addition, Borland Together tool enable the model-to-model transformation, and
this facilitates the transformation from PIM to PSM. Through the developed model-to-code
transformation engine, we realize the transformation from PSM to ontology file encoded by
OWL. At last, in order to verify whether the transformation is correct or not, the generated
OWL file is imported in Protégé tool to test. By the experimental verification, the proposed
model-driven ontology modelling approach can nicely support the constructing
methodology of telecommunications service domain ontology.

Under the guidance of this approach, our research team has created a telecommunications
service domain ontology knowledge repository which consists of around 430
telecommunications services-related ontology concepts/terminologies and 245 properties.
Currently, these ontologies are published on our website (BUPT, 2009), see Figure 21.
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<owl:Class rdf:ID="MobileNetwork">
<rdfs:subClassOf>
<owl:Class rdf:ID="TelecommunicationNetwork"/>
</rdfs:subClassOf>
<owl:disjointWith>
<owl:Class rdf:ID="FixedNetwork"/>
</owl:disjointWith>
</owl:Class>
<owl:Class rdf:ID="TelecomNetwork">
<rdfs:subClassOf>
<owl:Class rdf:ID="Network"/>
</rdfs:subClassOf>
<owl:equivalentClass>
<owl:Class rdf:about="#TelecommunicationNetwork"/>
</owl:equivalentClass>
</owl:Class>
<owl:Class rdf:about="#FixedNetwork">
<owl:disjointWith rdf:resource="#MobileNetwork"/>
<rdfs:subClassOf>
<owl:Class rdf:about="#TelecommunicationNetwork"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#TelecommunicationNetwork">
<rdfs:subClassOf rdf:resource="http://www.w3.0rg/2002/07/owl#Thing"/>
<owl:equivalentClass rdf:resource="#TelecomNetwork"/>
</owl:Class>
<owl:ObjectProperty rdf:ID="provideTelecomService">
<rdfs:range rdfiresource="&ServiceCategeory; #TelecomService"/>
<rdfs:domain rdf:resource="#TelecomNetwork"/>
<rdfs:subPropertyOf>
<owl:ObjectProperty rdf:ID="provideService"/>
</rdfs:subPropertyOf>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="prvidedBy">
<rdfs:domain rdf:resource="&ServiceCategeory; #Service"/>
<rdfs:range rdfiresource="#Network"/>
<owl:inverseOf>
<owl:ObjectProperty rdf:about="#provideService"/>
</owl:inverseOf>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#provideService">
<rdfs:range rdfi:resource="&ServiceCategeory; #Service"/>
<owl:inverseOf rdf:resource="#prvidedBy"/>
<rdfs:domain rdf:resource="#Network"/>
</owl:ObjectProperty>
<owl:DatatypeProperty rdf:ID="name">
<rdfs:range rdfiresource="http://www.w3.0org/2001/XMLSchema#string"/>
<rdfs:domain rdf:resource="#Network"/>
</owl:DatatypeProperty>

Fig. 20. A part of formal network ontology encoded by OWL.
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Fig. 21. The published telecommunications service domain ontology.

3.2 Use cases: Semantic telecommunications network capability services

In order to support the shift from traditional closed business model to open service
ecosystem of telecom industry, NGN (Next Generation Network) and 3G network all adopt
the open API (Application Programming Interface) technologies in the service layer, such as
Parlay/OSA and Parlay X (Moerdijk & Klostermann, 2003). Thus, the telecommunication
network services, such as call control, short messaging service, and location service, are
available to the service developers in the form of APIs. This facilitates the value-added
service development. With the development of distributed computing technology, Service-
Oriented Architecture (SOA) is also imported into the telecommunications service domain
by Parlay Web Service specifications. However, the open interface specifications of
telecommunication networks are currently still in the syntactic level. As WSDL (Web
Services Description Language)-based telecommunication network services lack the rich
semantic annotation information, the keyword-based service matching cannot enable an
accurate service discovery. So, currently value-added services often directly invoke the
needed telecom network services provided by a specific network carrier. This results in the
tight-coupling of application logic and service resources, which limits the provision of
dynamically self-adaptive services. The applications cannot dynamically discover satisfied
telecom network services and compose them according to the context environment. Facing
the heterogeneous networks and personalized user demands, the self-adaptation has
become a very important feature of future intelligent integrated service. Therefore, the
semantic interoperability of telecom network and Internet in the service layer should be
considered.



Telecommunications Service Domain Ontology:
Semantic Interoperation Foundation of Intelligent Integrated Services 207

Based on this domain ontology, we described the telecom network capability services in the
semantic level to validate its feasibility. We apply the semantic web service and ontology
technologies to the telecommunications service domain, and present an infrastructure to
enable the semantic interoperability of telecom network and Internet in the service layer
(Qiao et al., 2008b). The proposed approach improves the accuracy of telecommunication
network services description, discovery and matching, and unifies the semantic
representations of telecommunication and Internet services.

3.3 Lessons learned

Currently, under the shift trend from Web2.0 to Web3.0 era, there have been some initial
semantic web applications in Internet field. For example, the system of Twitter allows tweets
to be tagged with information that will not appear in the message but can be read by
computers (Twitter, 2010). Google is using structured data open standards such as
microformats and RDFa to power the rich snippets feature. It's an experimental Semantic
Web feature (Google, 2010). FOAF (Friend of a Friend) (FOAF, 2010) is a machine-readable
ontology describing persons, their activities and their relations to other people and objects.
As a '"practical experiment" in the application of RDF and Semantic Web technologies to
social networking, FOAF is becoming more and more popular now (FOAF, 2000). In
addition, Linked Data (Linked Data, 2007) is a recommended best practice for exposing,
sharing, and connecting pieces of data, information, and knowledge on the Semantic Web
using URIs and RDF.

However, the semantic web applications in telecommunication services domain are still in
an early research phase. Although RDF-based CC/PP (Composite Capability/Preference
Profiles) (W3C, 2007) and UAProf (User Agent Profile) (OMA, 2001) are used to describe the
terminal capability and user preference, other practical applications are very rare. Therefore,
in order to eliminate the semantic gap between telecom network and Internet, the research
on semantic web applications in telecommunications field still need to be further enhanced.
Telecommunications service domain ontologies consist of various domain related concepts
and knowledge, which is the base of semantic interoperability. The wide acceptance of
standards and common practices of telecommunications service domain ontologies are still
a way ahead. The promotion of the telecommunications service domain ontology by related
standardization organizations would be in the foundation for the semantic interoperability
of heterogeneous communications equipments and the industrial practical convergent
service integration.

4. Conclusion

The network heterogeneity and service convergence are the main characteristics of future
network. The provision of self-adaptive intelligent integrated services has become the
pursuing goal of network carriers and value-added service providers. Dynamic discovery
and composition of services are the important enabling technologies for self-adaptive
integrated services. In the service discovery and composition process, semantic
interoperability is a key issue. Actually, ontology, as a semantic interoperability and
knowledge sharing foundation, has obtained more and more attentions. However,
telecommunication service field consists of a large number of concepts/terminologies and
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relations. How to abstract the sharing domain concepts and reasonably organize them is a
big challenge. In this chapter, we presented a practical domain ontology modelling
approach for telecommunications service field. Based on this approach, we constructed an
open telecommunication service domain ontology repository to support the knowledge
sharing and reuse. This will partly facilitate the semantic interoperability of the
telecommunications networks and the Internet in the service layer.
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1. Introduction

Today there is virtually no area where information technology (IT) is not used in some way.
Computers support banking systems, control the work of nuclear power plants, and control
aircraft, satellites and spacecraft. The high level of automation therefore depends on the
security level of IT.

The main features of information security are confidentiality, integrity and availability. Only
providing these all gives availability for development secure telecommunication systems.
Confidentiality is the basic feature of information security, which ensures that information is
accessible only to authorized users who have an access. Integrity is the basic feature of
information security indicating its property to resist unauthorized modification. Availability
is the basic feature of information security that indicates accessible and usable upon demand
by an authorized entity.

One of the most effective ways to ensure confidentiality and data integrity during
transmission is cryptographic systems. The purpose of such systems is to provide key
distribution, authentication, legitimate users authorisation, and encryption. Key distribution
is one of the most important problems of cryptography. This problem can be solved with the help
of (SECOQC White Paper on Quantum Key Distribution and Cryptography, 2007;
Korchenko et al., 2010a):

o Classical information-theoretic schemes (requires channel with noise; efficiency is very low,
1-5%).

o Classical public-key cryptography schemes (Diffie-Hellman scheme, digital envelope
scheme; it has computational security).
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e Classical computationally secure symmetric-key cryptographic schemes (requires a pre-
installed key on both sides and can be used only as scheme for increase in key size but
not as key distribution scheme).

o Quantum key distribution (provides information-theoretic security; it can also be used as
a scheme for increase in key length).

e Trusted Couriers Key Distribution (it has a high price and is dependent on the human
factor).

In recent years, quantum cryptography (QC) has attracted considerable interest. Quantum
key distribution (QKD) (Bennett, 1992; Bennett et al., 1992; Bennett et al., 1995; Bennett &
Brassard, 1984; Bouwmeester et al., 2000; Gisin et al., 2002; Liitkenhaus & Shields, 2009;
Scarani et al., 2009; Vasiliu & Vorobiyenko 2006; Williams, 2011) plays a dominant role in
QC. The overwhelming majority of theoretic and practical research projects in QC are
related to the development of QKD protocols. The number of different quantum
technologies is increasing, but there is no comprehensive information about classification of
these technologies in scientific literature (there are only a few works concerning different
classifications of QKD protocols, for example (Gisin et al., 2002; Scarani, et al., 2009)). This
makes it difficult to estimate the level of the latest achievements and does not allow using
quantum technologies with full efficiency. The main purpose of this chapter is the
systematisation and classification of up-to-date effective quantum technologies of data
(transmitted via telecommunication channels) security, analysis of their strengths and
weaknesses, prospects and difficulties of implementation in telecommunication systems.

The first of all quantum technologies of information security consist of (Korchenko et al., 2010b):

¢ Quantum key distribution.

Quantum secure direct communication.
Quantum steganography.

¢  Quantum secret sharing.

¢ Quantum stream cipher.

¢ Quantum digital signature, etc.

The theoretical basis of quantum cryptography is stated in set of books and review papers
(see e.g. Bouwmeester et al., 2000; Gisin et al., 2002; Hayashi, 2006; Imre & Balazs, 2005;
Kollmitzer & Pivk, 2010; Lomonaco, 1998; Nielsen & Chuang, 2000; Schumacher &
Westmoreland, 2010; Vedral, 2006; Williams, 2011).

2. Main approaches to quantum secure telecommunication systems
construction

2.1 Quantum key distribution

QKD includes the following protocols: protocols using single (non-entangled) qubits
(two-level quantum systems) and qudits (d-level quantum systems, d>2) (Bennett, 1992;
Bennett et al., 1992; Bourennane et al., 2002; Bruss & Macchiavello, 2002; Cerf et al., 2002;
Gnatyuk et al., 2009); protocols using phase coding (Bennett, 1992); protocols using
entangled states (Ekert, 1991; Durt et al., 2004); decoy states protocols (Brassard et al.,
2000; Liu et al., 2010; Peng et al., 2007; Yin et al., 2008; Zhao et al., 2006a, 2006b); and some
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other protocols (Bradler, 2005; Liitkenhaus & Shields, 2009; Navascués & Acin, 2005;
Pirandola et al., 2008).

The main task of QKD protocols is encryption key generation and distribution between two
users connecting via quantum and classical channels (Gisin et al., 2002). In 1984 Ch. Bennett
from IBM and G. Brassard from Montreal University introduced the first QKD protocol
(Bennett & Brassard, 1984), which has become an alternative solution for the problem of key
distribution. This protocol is called BB84 (Bouwmeester et al., 2000) and it refers to QKD
protocols using single qubits. The states of these qubits are the polarisation states of single
photons. The BB84 protocol uses four polarisation states of photons (0°, 45°, 90°, 135°). These
states refer to two mutually unbiased bases. Error searching and correcting is performed
using classical public channel, which need not be confidential but only authenticated. For
the detection of intruder actions in the BB84 protocol, an error control procedure is used,
and for providing unconditionally security a privacy amplification procedure is used
(Bennett et al., 1995). The efficiency of the BB84 protocol equals 50%. Efficiency means the
ratio of the photons number which are used for key generation to the general number of
transmitted photons.

Six-state protocol requires the usage of four states, which are the same as in the BB84
protocol, and two additional directions of polarization: right circular and left circular (Bruss,
1998). Such changes decrease the amount of information, which can be intercepted. But on
the other hand, the efficiency of the protocol decreases to 33%.

Next, the 4+2 protocol is intermediate between the BB84 and B92 protocol (Huttner et al.,
1995). There are four different states used in this protocol for encryption: “0” and “1” in two
bases. States in each base are selected non-orthogonal. Moreover, states in different bases
must also be pairwise non-orthogonal. This protocol has a higher information security level
than the BB84 protocol, when weak coherent pulses, but not a single photon source, are used
by sender (Huttner et al., 1995). But the efficiency of the 4+2 protocol is lower than efficiency
of BB84 protocol.

In the Goldenberg-Vaidman protocol (Goldenberg & Vaidman, 1995), encryption of “0” and “1”
is performed using two orthogonal states. Each of these two states is the superposition of
two localised normalised wave packets. For protection against intercept-resend attack,
packets are sent at random times.

A modified type of Goldenberg-Vaidman protocol is called the Koashi-Imoto protocol (Koashi
& Imoto, 1997). This protocol does not use a random time for sending packets, but it uses an
interferometer’s non-symmetrisation (the light is broken in equal proportions between both
long and short interferometer arms).

The measure of QKD protocol security is Shannon’s mutual information between legitimate
users (Alice and Bob) and an eavesdropper (Eve): I,;(D) and Ip;(D), where D is error
level which is created by eavesdropping. For most attacks on QKD protocols,
I4£(D)=1I;(D), we will therefore use I ;¢ (D) . The lower I,;(D) in the extended range of
D is, the more secure the protocol is.

Six-state protocol and BB84 protocol were generalised in case of using d-level quantum
systems — qudits instead qubits (Cerf et al., 2002). This allows increasing the information
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capacity of protocols. We can transfer information using d-level quantum systems (which
correspond to the usage of trits, quarts, etc.). It is important to notice that QKD protocols are
intended for classical information (key) transfer via quantum channel.

The generalisation of BB84 protocol for qudits is called protocol using single qudits and two
bases due to use of two mutually unbiased bases for the eavesdropping detection. Similarly,
the generalisation of six-state protocol is called protocol using qudits and d+1 bases. These
protocols’ security against intercept-resend attack and non-coherent attack was investigated
in a number of articles (see e.g. Cerf et al., 2002). Vasiliu & Mamedov have carried out a
comparative analysis of the efficiency and security of different protocols using qudits on the
basis of known formulas for mutual information (Vasiliu & Mamedov, 2008).

In fig. 1 dependences of I,;(D), Iffgl) (D) and IEL\ZE) (D? are presented, where I,;(D) is
mutual information between Alice and Bob and Iy 2 (D) and IEL\ZE) (D) is mutual
information between Alice and Eve for protocols using d+1 and two bases accordingly.

Mutual f;

Mutual f; ! 1
inf, bit | *,

inf,, bit|

ATS
1.5

0.5

0 0.2 04 0.6 D 0 0.1 0.2 0.3 0.4 D
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Fig. 1. Mutual information for non-coherent attack. 1, 2,3 — I,; (D) ford=2,4,8 (a)and
d=16,32, 64 (b); 4,5,6— I'&Y(D) ford =2, 4,8 (a)and d = 16,32, 64 (b); 7,8, 9— I'2)(D)
ford=2,4,8 (a) and d = 16, 32, 64 (b).

In fig. 1 we can see that at low qudit dimension (up to d ~ 16) the protocol’s security against
non-coherent attack is higher when d+1 bases are used (when d = 2 it corresponds as noted
above to greater security of six-state protocol than BB84 protocol). But the protocol’s security
is higher when two bases are used in the case of large d, while the difference in Eve’s
information (using d+1 or two bases) is not large in the work region of the protocol, i.e. in
the region of Alice’s and Bob’s low error level. That’s why that the number of bases used has
little influence on the security of the protocol against non-coherent attack (at least for the
qudit dimension up to d = 64). The crossing points of curves I,;(D) and I,;(D)
correspond to boundary values D, up to which one’s legitimate users can establish a secret
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key by means of a privacy amplification procedure (even when eavesdropping occurs)
(Bennett et al., 1995).

It is shown (Vasiliu & Mamedov, 2008) that the security of a protocol with qudits using two
bases against intercept-resend attack is practically equal to the security of this protocol
against non-coherent attack at any d. At the same time, the security of the protocol using d+1
bases against this attack is much higher. Intercept-resend attack is the weakest of all possible
attacks on QKD protocols, but on the other hand, the efficiency of the protocol using d+1
bases rapidly decreases as d increases. A protocol with qudits using two bases therefore has
higher security and efficiency than a protocol using d+1 bases.

Another type of QKD protocol is a protocol using phase coding: for example, the B92 protocol
(Bennett, 1992) using strong reference pulses (Gisin et al., 2002). An eavesdropper can
obtain more information about the encryption key in the B92 protocol than in the BB84
protocol for the given error level, however. Thus, the security of the B92 protocol is lower
than the security of the BB84 protocol (Fuchs et al., 1997). The efficiency of the B92
protocol is 25%.

The Ekert protocol (E91) (Ekert, 1991) refers to QKD protocols using entangled states.
Entangled pairs of qubits that are in a singlet state ‘l//_> = 1/ V2 (‘0)‘1) —‘1)‘0)) are used in
this protocol. Qubit interception between Alice to Bob does not give Eve any information
because no coded information is there. Information appears only after legitimate users make
measurements and communicate via classical public authenticated channel (Ekert, 1991).
But attacks with additional quantum systems (ancillas) are nevertheless possible on this
protocol (Inamori et al., 2001).

Kaszlikowski et al. carried out the generalisation of the Ekert scheme for three-level
quantum systems (Kaszlikowski et al., 2003) and Durt et al. carried out the generalisation of
the Ekert scheme for d-level quantum systems (Durt et al., 2004): this increases the
information capacity of the protocol a lot. Also the security of the protocol using entangled
qudits is investigated (Durt et al., 2004). In the paper (Vasiliu & Mamedov, 2008), based on
the results of (Durt et al., 2004), the security comparison of protocol using entangled qudits
and protocols using single qudits (Cerf et al., 2002) against non-coherent attack is made. It
was found that the security of these two kinds of protocols is almost identical. But the
efficiency of the protocol using entangled qudits increases more slowly with the increasing
dimension of qudits than the efficiency of the protocol using single qudits and two bases.
Thus, from all contemporary QKD protocols using qudits, the most effective and secure
against non-coherent attack is the protocol using single qudits and two bases (BB84 for
qubits).

The aforementioned protocols with qubits are vulnerable to photon number splitting attack.
This attack cannot be applied when the photon source emits exactly one photon. But there
are still no such photon sources. Therefore, sources with Poisson distribution of photon
number are used in practice. The part of pulses of this source has more than one photon.
That is why Eve can intercept one photon from pulse (which contains two or more photons)
and store it in quantum memory until Alice transfers Bob the sequence of bases used. Then
Eve can measure stored states in correct basis and get the cryptographic key while
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remaining invisible. It should be noted that there are more advanced strategies of photon
number splitting attack which allow Bob to get the correct statistics of the photon number in
pulses if Bob is controlling these statistics (Lutkenhaus & Jahma, 2002).

In practice for realisation of BB84 and six-state protocols weak coherent pulses with average
photon number about 0,1 are used. This allows avoiding small probability of two- and
multi-photon pulses, but this also considerably reduces the key rate.

The SARG04 protocol does not differ much from the original BB84 protocol (Branciard et al.,
2005; Scarani et al., 2004; Scarani et al., 2009). The main difference does not refer to the
“quantum” part of the protocol; it refers to the “classical” procedure of key sifting, which
goes after quantum transfer. Such improvement allows increasing security against photon
number splitting attack. The SARG04 protocol in practice has a higher key rate than the
BB84 protocol (Branciard et al., 2005).

Another way of protecting against photon number splitting attack is the use of decoy states
QKD protocols (Brassard et al., 2000; Peng et al., 2007; Rosenberg et al., 2007; Zhao et al.,
2006), which are also advanced types of BB84 protocol. In such protocols, besides
information signals Alice’s source also emits additional pulses (decoys) in which the average
photon number differs from the average photon number in the information signal. Eve’s
attack will modify the statistical characteristics of the decoy states and/or signal state and
will be detected. As practical experiments have shown for these protocols (as for the
SARGO04 protocol), the key rate and practical length of the channel is bigger than for BB84
protocols (Peng et al., 2007; Rosenberg et al., 2007; Zhao et al., 2006). Nevertheless, it is
necessary to notice that using these protocols, as well as the others considered above, it is
also impossible without users pre-authentication to construct the complete high-grade
solution of the problem of key distribution.

As a conclusion, after the analysis of the first and scale quantum method, we must sum up
and highlight the following advantages of QKD protocols:

1. These protocols always allow eavesdropping to be detected because Eve’s connection
brings much more error level (compared with natural error level) to the quantum
channel. The laws of quantum mechanics allow eavesdropping to be detected and the
dependence between error level and intercepted information to be set. This allows
applying privacy amplification procedure, which decreases the quantity of information
about the key, which can be intercepted by Eve. Thus, QKD protocols have
unconditional (information-theoretic) security.

2. The information-theoretic security of QKD allows using an absolutely secret key for
further encryption using well-known classical symmetrical algorithms. Thus, the
entire information security level increases. It is also possible to synthesize QKD
protocols with Vernam cipher (one-time pad) which in complex with unconditionally
secured authenticated schemes gives a totally secured system for transferring
information.

The disadvantages of quantum key distribution protocols are:

1. A system based only on QKD protocols cannot serve as a complete solution for key
distribution in open networks (additional tools for authentication are needed).
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2. The limitation of quantum channel length which is caused by the fact that there is no
possibility of amplification without quantum properties being lost. However, the
technology of quantum repeaters could overcome this limitation in the near future
(Sangouard et al., 2011).

3. Need for using weak coherent pulses instead of single photon pulses. This decreases the
efficiency of protocol in practice. But this technology limitation might be defeated in the
nearest future.

4. The data transfer rate decreases rapidly with the increase in the channel length.

5. Photon registration problem which leads to key rate decreasing in practice.

6. Photon depolarization in the quantum channel. This leads to errors during data
transfer. Now the typical error level equals a few percent, which is much greater than
the error level in classical telecommunication systems.

7. Difficulty of the practical realisation of QKD protocols for d-level quantum systems.

8. The high price of commercial QKD systems.

2.2 Quantum secure direct communication

The next method of information security based on quantum technologies is the usage of
quantum secure direct communication (QSDC) protocols (Bostrom & Felbinger, 2002; Chuan et
al., 2005; Cai, 2004; Cai & Li, 2004a; Cai & Li, 2004b; Deng et al., 2003; Vasiliu, 2011; Wang et
al., 2005a, 2005b). The main feature of QSDC protocols is that there are no cryptographic
transformations; thus, there is no key distribution problem in QSDC. In these protocols, a
secret message is coded by qubits’ (qudits”) - quantum states, which are sent via quantum
channel. QSDC protocols can be divided into several types:

e Ping-pong protocol (and its enhanced variants) (Bostrom & Felbinger, 2002; Cai & Li, 2004b;
Chamoli & Bhandari, 2009; Gao et al., 2008; Ostermeyer & Walenta, 2008;Vasiliu &
Nikolaenko, 2009; Vasiliu, 2011).

e Protocols using block transfer of entangled qubits (Deng et al., 2003; Chuan et al., 2005; Gao
et al.,, 2005; Li et al., 2006; Lin et al., 2008; Xiu et al., 2009; Wang et al., 2005a, 2005b).

e Protocols using single qubits (Cai, 2004; Cai & Li, 2004a).

e Protocols using entangled qudits (Wang et al., 2005b; Vasiliu, 2011).

There are QSDC protocols for two parties and for multi-parties, e.g. broadcasting or when
one user sends message to another under the control of a trusted third party.

Most contemporary protocols require a transfer of qubits by blocks (Chuan et al., 2005;
Wang et al.,, 2005). This allows eavesdropping to be detected in the quantum channel
before transfer of information. Thus, transfer will be terminated and Eve will not obtain
any secret information. But for storing such blocks of qubits there is a need for a large
amount of quantum memory. The technology of quantum memory is actively being
developed, but it is still far from usage in common standard telecommunication
equipment. So from the viewpoint of technical realisation, protocols using single qubits or
their non-large groups (for one cycle of protocol) have an advantage. There are few such
protocols and they have only asymptotic security, i.e. the attack will be detected with high
probability, but Eve can obtain some part of information before detection. Thus, the
problem of privacy amplification appears. In other words, new pre-processing methods of



218 Telecommunications Networks — Current Status and Future Trends

transferring information are needed. Such methods should make intercepted information
negligible.

One of the quantum secure direct communication protocols is the ping-pong protocol
(Bostrom & Felbinger, 2002; Cai & Li, 2004b; Vasiliu, 2011), which does not require qubit
transfer by blocks. In the first variant of this protocol, entangled pairs of qubits and two
coding operations that allow the transmission of one bit of classical information for one
cycle of the protocol are used (Bostrom & Felbinger, 2002). The usage of quantum
superdense coding allows transmitting two bits for a cycle (Cai & Li, 2004b). The subsequent
increase in the informational capacity of the protocol is possible by the usage instead of
entangled pairs of qubits their triplets, quadruplets etc. in Greenberger-Horne-Zeilinger
(GHZ) states (Vasiliu & Nikolaenko, 2009). The informational capacity of the ping-pong
protocol with GHZ-states is equal to n bits on a cycle where n is the number of entangled
qubits. Another way of increasing the informational capacity of ping-pong protocol is using
entangled states of qudits. Thus, the corresponding protocol based on Bell’s states of three-
level quantum system (qutrit) pairs and superdense coding for qutrits is introduced (Wang
et al., 2005; Vasiliu, 2011).

The advantages of QSDC protocols are a lack of secret key distribution, the possibility of
data transfer between more than two parties, and the possibility of attack detection
providing a high level of information security (up to information-theoretic security) for the
protocols using block transfer. The main disadvantages are difficulty in practical realisation
of protocols using entangled states (and especially protocols using entangled states for d-
level quantum systems), slow transfer rate, the need for large capacity quantum memory for
all parties (for protocols using block transfer of qubits), and the asymptotic security of the
ping-pong protocol. Besides, QSDC protocols similarly to QKD protocols is vulnerable to
man-in-the-middle attack, although such attack can be neutralized by using authentication
of all messages, which are sent via the classical channel.

Asymptotic security of the ping-pong protocol (which is one of the simplest QSDC protocols
from the technical viewpoint) can be amplified by using methods of classical cryptography.
Security of several types of ping-pong protocols using qubits and qutrits against different
attacks was investigated in series of papers (Bostrom & Felbinger, 2002; Cai, 2004; Vasiliu,
2011; Vasiliu & Nikolaenko, 2009; Zhang et al., 2005a).

The security of the ping-pong protocol using qubits against eavesdropping attack using
ancilla states is investigated in (Bostrom & Felbinger, 2002; Chuan et al., 2005; Vasiliu &
Nikolaenko, 2009).

Eve's information at attack with usage of auxiliary quantum systems (probes) on the ping-
pong protocol with entangled n-qubit GHZ-states is defined by von Neumann entropy
(Bostrom & Felbinger, 2002):

Iy =S(p)=-Tr{ plog, p} :—Zﬁ,ilogz/li D

where 4 are the density matrix eigenvalues for the composite quantum system
“transmitted qubits - Eve's probe”.
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For the protocol with Bell pairs and quantum superdence coding the density matrix p have

size 4x4 and four nonzero eigenvalues:

A :1(?71 + Pz)il\/(Pl +P2)2 —16pp,d(1-d),
2 2 @)

1 1 2
A4=5(ps+ P4)i§\/(P3 +py)" —16psp,d(1-d).

For the protocol with GHZ-triplets a density matrix size is 16x16, and a number of nonzero
eigenvalues is equal to eight. At symmetrical attack their kind is (Vasiliu & Nikolaenko, 2009):

1 1 2 2 2
A :E(lﬁ +P2)iz\/(?71 +py)” —16p;p, 'gd(l—gd]/

1 1 2 2 2
s :E(P7 +P8)i2\/(P7 +pg)” —16p;ps 'gd[l—gdj-

For the protocol with n-qubit GHZ-states, the number of nonzero eigenvalues of density

matrix is equal to 2", and their kind at symmetrical attack is (Vasiliu & Nikolaenko, 2009):

1 41 2 Aty 2 d[1--2" 4
Ao =5 (ptpa)E o (P4 pa) = 10pipy o —d| 1= —d |,

1 1 P 2n—2 2n—2
’12"—1,2" = E(pZ"—l TPy )i 2\/(;72"_1 TPy ) —16py_1Pyn on-1_q d[l Ton1_4 d]'

where d is probability of attack detection by legitimate users at one-time switching to control
mode; p; are frequencies of n-grams in the transmitted message.

The probability of that Eve will not be detected after m successful attacks and will gain
information I =ml, is defined by the equation (Bostrom & Felbinger, 2002):

1-g 1,
S(I’q,d):(l—q(l—d)] s (5)

where g is a probability of switching to control mode.

In fig. 2 dependences of s(I,q,d) for several n, identical frequenciesp; =27", g = 0.5 and
d=d,,, are shown (Vasiliu & Nikolaenko, 2009). d .. is maximum probability of attack
detection at one-time run of control mode, defined as

max

1
dmax =1- -1 . (6)
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At d=d,, Eve gains the complete information about transmitted bits of the message. It is
obvious from fig.2 that the ping-pong protocol with many-qubit GHZ-states is
asymptotically secure at any number # of qubits that are in entangled GHZ-states. A similar

result for the ping-pong protocol using qutrit pairs is presented (Vasiliu, 2011).

A non-quantum method of security amplification for the ping-pong protocol is suggested in
(Vasiliu & Nikolaenko, 2009; Korchenko et al., 2010c). Such method has been developed on
the basis of a method of privacy amplification which is utilized in quantum key distribution
protocols. In case of the ping-pong protocol this method can be some kind of analogy of the
Hill cipher (Overbey et al., 2005).

Before the transmission Alice divides the binary message on [ blocks of some fixed length r,
we will designate these blocks as 4; (i=1,...). Then Alice generates for each block separately
random invertible binary matrix K; of size rxr and multiplies these matrices by
appropriate blocks of the message (multiplication is performed by modulo 2):

b; =K;a;. @)

G0 7, bit
Fig. 2. Composite probability of attack non-detection s for the ping-pong protocol with
many-qubit GHZ-states: n=2, original protocol (1); n=2, with superdense coding (2); n=3 (3);
n=5 (4); n=10 (5); n=16 (6). I is Eve’s information.

Blocks b; are transmitted on the quantum channel with the use of the ping-pong protocol.
Even if Eve, remained undetected, manages to intercept one (or more) from these blocks and
without knowledge of used matrices K; Eve won’t be able to reconstruct source blocks a; .
To reach a sufficient security level the block length r and accordingly the size of matrices K;
should be selected so that Eve’s undetection probability s after transmission of one block
would be insignificant small. Matrices K; are transmitted to Bob via usual (non-quantum)
open authentic channel after the end of quantum transmission but only in the event when
Alice and Bob were convinced lack of eavesdropping. Then Bob inverses the received
matrices and having multiplied them on appropriate blocks b; he gains an original message.
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Let's mark that described procedure is not message enciphering, and can be named inverse
hashing or hashing using two-way hash function, which role random invertible binary
matrix acts.

It is necessary for each block to use individual matrix K; which will allow to prevent
cryptoanalytic attacks, similar to attacks to the Hill cipher, which are possible there at a
multiple usage of one matrix for enciphering of several blocks (Eve could perform similar
attack if she was able before a detection of her operations in the quantum channel to
intercept several blocks, that are hashing with the same matrix). As matrices in this case are
not a key and they can be transmitted on the open classical channel, the transmission of the
necessary number of matrices is not a problem.

Necessary length r of blocks for hashing and accordingly necessary size rxr of hashing
matrices should correspond to a requirement r > I, where I is the information which is
gained by Eve. Thus, it is necessary for determination of r to calculate I at the given values
ofn,s,gandd=d,,, .

Let's accepts(I,q,d) = 107%, then:

1:%. ®)
-9
lg[l—q(l—d)]

The calculated values of I are shown in tab. 1:

n| q=05 d=d.,, q=05; d=d_,/2 q=025 d=d,,, q=025 d=d, /2
2 69 113 180 313
3 74 122 186 330
4 88 145 216 387
5 105 173 254 458
6 123 204 297 537
7 142 236 341 620
8 161 268 387 706
9 180 302 434 793
10 200 335 481 881
11 220 369 529 970
12 240 403 577 1059
13 260 437 625 1149
14 279 471 673 1238
15 299 505 721 1328
16 319 539 769 1417
17 339 573 817 1507
18 359 607 865 1597
19 379 641 913 1686
20 399 675 961 1776

Table 1. Eve’s information I at attack on the ping - pong protocol with n-qubit GHZ-states at
s=10"° (bit).
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Thus, after transfer of hashed block, the lengths of which are presented in tab.1, the
probability of attack non-detection will be equal to 10-6; there is thus a very high probability
that this attack will be detected. The main disadvantage of the ping-pong protocol, namely
its asymptotic security against eavesdropping attack using ancilla states, is therefore
removed.

There are some others attacks on the ping-pong protocol, e.g. attack which can be performed
when the protocol is executed in quantum channel with noise (Zhang, 2005a) or Trojan
horse attack (Gisin et al., 2002). But there are some counteraction methods to these attacks
(Bostrom & Felbinger, 2008). Thus, we can say that the ping-pong protocol (the security of
which is amplified using method described above) is the most prospective QSDC protocol
from the viewpoint of the existing development level of the quantum technology of
information processing.

2.3 Quantum steganography

Quantum steganography aims to hide the fact of information transferral similar to classical
steganography. Most current models of quantum steganography systems use entangled
states. For example, modified methods of entangled photon pair detection are used to hide
the fact of information transfer in patent (Conti et al., 2004).

A simple quantum steganographic protocol (stegoprotocol) with using four qubit entangled
Bell states:

0") =5 (10110}, +/1, 1)),
) =25 (0411, +[1),10),).

o) =75 (10010), -1 0).),
v) =501, ~[1),]0),),

was proposed (Terhal et al., 2005). In this protocol n Bell states, including all four states (9)
with equal probability is divided between two legitimate users (Alice and Bob) by third part
(Trent). For all states the first qubit is sent to Alice and second to Bob. The secret bit is coded
in the number of m singlet states ‘1//"> in the sequence of 7 states: even m represents “0” and
odd represents “1”. Alice and Bob perform local measurements each on own qubits and
calculate the number of singlet states‘y/_> . That’s why in this protocol Trent can secretly
transmit information to Alice and Bob simultaneously.

Shaw & Brun proposed another one quantum stegoprotocol (Shaw & Brun, 2010). In this
protocol the information qubit is hidden inside the error-correcting code. Thus, for intruder
the qubits transmission via quantum channel looks like a normal quantum information
transmission in the noise channel. For information qubit detection the receiver (Bob) must
have a shared secret key with sender (Alice), which must be distributed before stegoprotocol
starting. In the fig.3 the scheme of protocol proposed by Shaw & Brun is shown. Alice hides
information qubit changing its places with qubit in her quantum codeword. She uses her
secret key to determine which qubit in codeword must be replaced. Next, Alice uses key
again to twirl (rotate) information qubit. This means that Alice uses one of the four single
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qubit operators (Pauli operators) I, o,, o, or o, for this qubit by determining a concrete
operation using two current key bits.

For the intruder who hasn’t a key, this qubit likes qubit in maximal mixed state (the rotation
can be interpreted as quantum Vernam cipher). In the next stage Alice uses random
depolarization mistakes (using the same Pauli operators o,, o, or o,) to some part of
others qubits of codeword for simulating some level of noise in quantum channel. Next, she
sent a codeword to Bob. For correct untwirl operation Bob use the shared secret key and
then he uses a key again to find information qubit.

The security of this protocol depends on the security of previous key distribution procedure.
When key distribution has information-theoretic security, and using information qubit twirl
(equivalent to quantum Vernam cipher) all scheme can have information-theoretic security.
It is known the information-theoretic security is provided by QKD protocols. But if an
intruder continuously monitors the channel for a long time and he has a precise channel
characteristics, in the final he discovers that Alice transmits information to Bob on quantum
stegoprotocol. In addition, using quantum measurements of transmitted qubit states, an
intruder can cancel information transmitting (Denial of Service attack).

Thus, in the present three basis methods of quantum steganography are proposed:

1. Hiding in the quantum noise;
2. Hiding using quantum error-correcting codes;
3. Hiding in the data formats, protocols etc.

(XA FAXAE© Twirl (AT AN

Quantum codeword l
. 0OCOCCHOHO
Alice —
__________________ E —_— .
c
Bob 2
(3]
£
2
O &
=]
(¢}
T I <~

(XXX ANGH O Untwirl  J&—(aX X TXEXNANO

Fig. 3. The scheme of quantum stegoprotocol: C - qubit of codeword, I - information qubit,
T - twirled information qubit, o - qubit, to which Alice applies Pauli operator (qubit that
simulate a noise).

The last method is the most promising direction of quantum steganography and also hiding
using quantum error-correcting codes has some prospect in the future practice
implementation.



224 Telecommunications Networks — Current Status and Future Trends

It should be noted that theoretical research in quantum steganography has not reached the
level of practical application yet, and it is very difficult to talk about the advantages and
disadvantages of quantum steganography systems. Whether quantum steganography is
superior to the classical one or not in practical use is still an open question (Imai & Hayashi,
2006).

2.4 Others technologies for quantum secure telecommunication systems
construction

Quantum secret sharing (QSS). Most QSS protocols use properties of entangled states. The first
QSS protocol was proposed by Hillery, Buzek and Berthiaume in 1998 (Hillery et al., 1998; Qin et
al., 2007). This protocol uses GHZ-triplets (quadruplets) similar to some QSDC protocols. The
sender shares his message between two (three) parties and only cooperation allows them to
read this message. Semi-quantum secret sharing protocol using GHZ-triplets (quadruplets)
was proposed by Li et al. (Li et al., 2009). In this protocol, users that receive a shared message
have access to the quantum channel. But they are limited by some set of operation and are
called “classical”, meaning they are not able to prepare entangled states and perform any
quantum operations or measurements. These users can measure qubits on a “classical”
{\O), l>} basis, reordering the qubits (via proper delay measurements), preparing (fresh)
qubits in the classical basis, and sending or returning the qubits without disturbance. The
sending party can perform any quantum operations. This protocol prevails over others QSS
protocols in economic terms. Its equipment is cheaper because expensive devices for preparing

and measuring (in GHZ-basis) many-qubit entangled states are not required. Semi-quantum
secret sharing protocol exists in two variants: randomisation-based and measurement-resend
protocols. Zhang et al. has been presented QSS using single qubits that are prepared in two
mutually unbiased bases and transferred by blocks (Zhang et al., 2005b). Similar to the Hillery-
Buzek-Berthiaume protocol, this allows sharing a message between two (or more) parties. The
security improvement of this protocol against malicious acts of legitimate users is proposed
(Deng et al., 2005). A similar protocol for multiparty secret sharing also is presented (Yan et al.,
2008). QSS protocols are protected against external attackers and unfair actions of the
protocol’s parties. Both quantum and semi-quantum schemes allow detecting eavesdropping
and do not require encryption unlike the classical secret-sharing schemes. The most significant
imperfection of QSS protocols is the necessity for large quantum memory that is outside the
capabilities of modern technologies today.

Quantum stream cipher (QSC) provides data encryption similar to classical stream cipher, but
it uses quantum noise effect (Hirota et al, 2005) and can be used in optical
telecommunication networks. QSC is based on the Yuen-2000 protocol (Y-00, amn - scheme).
Information-theoretic security of the Y-00 protocol is ensured by randomisation (based on
quantum noise) and additional computational schemes (Nair & Yuen, 2007; Yuen, 2001). In a
number of papers (Corndorf et al., 2005; Hirota & Kurosawa, 2006; Nair & Yuen, 2007) the
high encryption rate of the Y-00 protocol is demonstrated experimentally, and a security
analysis on the Yuen-2000 protocol against the fast correlation attack, the typical attack on
stream ciphers, is presented (Hirota & Kurosawa, 2006). The next advantage is better
security compared with usual (classical) stream cipher. This is achieved by quantum noise
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effect and by the impossibility of cloning quantum states (Wooters & Zurek, 1982). The
complexity of practical implementation is the most important imperfection of QSC (Hirota &
Kurosawa, 2006).

Quantum digital signature (QDS) can be implemented on the basis of protocols such as QDS
protocols using single qubits (Wang et al., 2006) and QDS protocols using entangled states
(authentic QDS based on quantum GHZ-correlations) (Wen & Liu, 2005). QDS is based on
use of the quantum one-way function (Gottesman & Chuang, 2001). This function has better
security than the classical one-way function, and it has information-theoretic security (its
security does not depend on the power of the attacker’s equipment). Quantum one-way
function is defined by the following properties of quantum systems (Gottesman & Chuang,
2001):

1. Qubits can exist in superposition “0” and “1” unlike classical bits.

2. We can get only a limited quantity of classical information from quantum states
according to the Holevo theorem (Holevo, 1977). Calculation and validation are not
difficult but inverse calculation is impossible.

In the systems that use QDS, user identification and integrity of information is provided
similar to classical digital signature (Gottesman & Chuang, 2001). The main advantages of
QDS protocols are information-theoretic security and simplified key distribution system.
The main disadvantage is the possibility to generate a limited number of public key copies
and the leak of some quantities of information about incoming data of quantum one-way
function (unlike the ideal classical one-way function) (Gottesman & Chuang, 2001).

Fig. 4 represents a general scheme of the methods of quantum secure telecommunication
systems construction for their purposes and for using some quantum technologies.

2.5 Review of commercial quantum secure telecommunication systems

The world’s first commercial quantum cryptography solution was QPN Security Gateway
(QPN-8505) (QPN Security Gateway, 2011) proposed by MagiQ Technologies (USA). This
system (fig.5 a) is a cost-effective information security solution for governmental and
financial organisations. It proposes VPN protection using QKD (up to 100 256-bit keys per
second, up to 140 km) and integrated encryption. The QPN-8505 system uses BB84, 3DES
(NIST, 1999) and AES (NIST, 2001) protocols.

The Swiss company Id Quantique (Cerberis, 2011) offers a systems called Clavis? (fig. 5 b) and
Cerberis. Clavis? uses a proprietary auto-compensating optical platform, which features
outstanding stability and interference contrast, guaranteeing low quantum bit error rate.
Secure key exchange becomes possible up to 100 km. This optical platform is well
documented in scientific publications and has been extensively tested and characterized.
Cerberis is a server with automatic creation and secret key exchange over a fibre channel
(FC-1G, FC-2G and FC-4G). This system can transmit cryptographic keys up to 50 km and
carries out 12 parallel cryptographic calculations. The latter substantially improves the
system’s performance. The Cerberis system uses AES (256-bits) for encryption and BB84 and
SARGO04 protocols for quantum key distribution. Main features:

o  Future-proof security.
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e Scalability: encryptors can be added when network grows.
e Versatility: encryptors for different protocols can be mixed.
o  Cost-effectiveness: one quantum key server can distribute keys to several encryptors.
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Fig. 4. Methods of quantum secure telecommunication systems construction.

Toshiba Research Europe Ltd (Great Britain) recently presented another QKD system named
Quantum Key Server (QKS, 2011). This system (fig. 5 c) delivers digital keys for cryptographic
applications on fibre optic based computer networks. Based on quantum cryptography it
provides a failsafe method of distributing verifiably secret digital keys, with significant cost
and key management advantages. The system provides world-leading performance. In
particular, it allows key distribution over standard telecom fibre links exceeding 100 km in
length and bit rates sufficient to generate 1 Megabit per second of key material over a
distance of 50 km — sulfficiently long for metropolitan coverage. Toshiba's system uses a
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simple “one-way” architecture, in which the photons travel from sender to receiver. This
design has been rigorously proven as secure from most types of eavesdropping attack.
Toshiba has pioneered active stabilisation technology that allows the system to distribute
key material continuously, even in the most challenging operating conditions, without any
user intervention. This avoids the need for recalibration of the system due to temperature-
induced changes in the fibre lengths. Initiation of the system is also managed automatically,
allowing simple turn-key operation. It has been shown to work successfully in several
network field trials. The system can be used for a wide range of cryptographic applications,
e.g., encryption or authentication of sensitive documents, messages or transactions. A
programming interface gives the user access to the key material.

Fig. 5. Some commercial quantum secure telecommunication systems.

Another British company, QinetiQ, realised the world’s first network using quantum
cryptography — Quantum Net (Qnet) (Elliot et al., 2003; Hughes et al., 2002). The maximum
length of telecommunication lines in this network is 120 km. Moreover, it is a very
important fact that Qnet is the first QKD system using more than two servers. This system
has six servers integrated to the Internet.

In addition the world’s leading scientists are actively taking part in the implementation of
projects such as SECOQC (Secure Communication based on Quantum Cryptography) (SECOQC
White Paper on Quantum Key Distribution and Cryptography, 2007), EQCSPOT (European
Quantum Cryptography and Single Photon Technologies) (Alekseev & Korneyko, 2007) and
SwissQuantum (Swissquantum, 2011).

SECOQC is a project that aims to develop quantum cryptography network. The European
Union decided in 2004 to invest € 11 million in the project as a way of circumventing
espionage attempts by ECHELON (global intelligence gathering system, USA). This project
combines people and organizations in Austria, Belgium, the United Kingdom, Canada, the
Czech Republic, Denmark, France, Germany, Italy, Russia, Sweden and Switzerland. On
October 8, 2008 SECOQC was launched in Vienna.

Following no-cloning theorem, QKD only can provide point-to-point (sometimes called
“1:1”) connection. So the number of links will increase N(N-1)/2 as N represents the
number of nodes. If a node wants to participate into the QKD network, it will cause some
issues like constructing quantum communication line. To overcome these issues, SECOQC
was started. SECOQC network architecture (fig. 6) can by divided by two parts. Trusted
private network and quantum network consisted with QBBs (Quantum Back Bone). Private
network is conventional network with end-nodes and a QBB. QBB provides quantum
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channel communication between QBBs. QBB is consisted with a number of QKD devices
that are connected with other QKD devices in 1:1 connection. From this, SECOQC can
provide easier registration of new end-node in QKD network, and quick recovery from
threatening on quantum channel links.

Public (classic) Channel

Sender Receiver

Trusted
Private Network

Trusted

Private Network Quantum Channel

N\ /

Quantum Network

QBB

Trusted
Private Network

Fig. 6. Brief network architecture of SECOQC.

We also note that during the project SECOQC the seven most important QKD systems have
been developed or refined (Kollmitzer & Pivk, 2010). Among these QKD systems are Clavis?
and Quantum Key Server described above and also:

1.

The coherent one-way system (time-coding) designed by GAP-Universite de Geneve and
idQuantique realizes the novel distributed-phase-reference coherent one-way
protocol.

The entanglement-based QKD system developed by an Austrian-Swedish consortium. The
system uses the unique quantum mechanical property of entanglement for transferring
the correlated measurements into a secret key.

The free-space QKD system developed by the group of H. Weinfurter from the University
of Munich. It employs the BB84 protocol using polarization encoded attenuated laser
pulses with photons of 850 nm wavelength. Decoy states are used to ensure key security
even with faint pulses. The system is applicable to day and night operation using
excessive filtering in order to suppress background light.

The low-cost QKD system was developed by John Rarity’s team of the University of
Bristol. The system can be applied for secure banking including consumer protection.
The design philosophy is based on a future hand-held electronic credit card using
free-space optics. A method is proposed to protect these transactions using the shared
secret stored in a personal hand-held transmitter. Thereby Alice’s module is
integrated within a small device such as a mobile telephone, or personal digital
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assistant, and Bob’s module consists of a fixed device such as a bank asynchrone
transfer mode.

The primary objective of EQCSPOT project is bringing quantum cryptography to the point
of industrial application. Two secondary objectives exist to improve single photon
technologies for wider applications in metrology, semiconductor characterisation,
biosensing etc and to assess the practical use of future technologies for general quantum
processors. The primary results will be in the tangible improvements in key distribution.
The overall programme will be co-ordinated by British Defence Evaluation and Research
Agency and the work will be divided into eight workparts with each workpart co-ordinated
by one organisation. Three major workparts are dedicated to the development of the three
main systems: NIR fibre, 1.3-1.55 pm fibre and free space key exchange. The other five are
dedicated to networks, components and subsystems, software development, spin-off
technologies and dissemination of results.

One of the key specificities of the SwissQuantum project is to aim at long-term
demonstration of QKD and its applications. Although this is not the first quantum network
to be deployed, it wills the first one to operate for months with real traffic. In this sense, the
SwissQuantum network presents a major impetus for the QKD technology.

The SwissQuantum network consists of three layers:

¢ Quantum Layer. This layer performs Quantum Key Exchange.

e  Key Management Layer. This layer manages the quantum keys in key servers and
provides secure key storage, as well as advanced functions (key transfer and routing).

o Application Layer. In this layer, various cryptographic services use the keys distributed
to provide secure communications.

There are many practical and theoretical research projects concerning the development of
quantum technology in research institutes, laboratories and centres such as Institute for
Quantum Optics and Quantum Information, Northwestern University, SmartQuantum,
BBN Technologies of Cambridge, TREL, NEC, Mitsubishi Electric, ARS Seibersdorf Research
and Los Alamos National Laboratory.

3. Conclusion

This chapter presents a classification and systematisation of modern quantum technology of
information security. The characteristic of the basic directions of quantum cryptography
from the point of view of the quantum technologies used is given. A qualitative analysis of
the advantages and imperfections of concrete quantum protocols is made. Today the most
developed direction of quantum secure telecommunication systems is QKD protocols. In
research institutes, laboratories and centres, quantum cryptographic systems for secret key
distribution for distant legitimate users are being developed. Most of the technologies used
in these systems are patented in different countries (mainly in the U.S.A.). Such QKD
systems can be combined with any classical cryptographic scheme, which provides
information-theoretic security, and the entire cryptographic scheme will have information-
theoretic security also. QKD protocols can generally provide higher information security
level than appropriate classical schemes.
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Other secure quantum technologies in practice have not been extended beyond laboratory
experiments yet. But there are many theoretical cryptographic schemes that provide high
information security level up to the information-theoretic security. QSDC protocols remove
the secret key distribution problem because they do not use encryption. One of these is the
ping-pong protocol and its improved versions. These protocols can provide high
information security level of confidential data transmission using the existing level of
technology with security amplification methods. Another category of QSDC is protocols
with transfer qubits by blocks that have unconditional security, but these need a large
quantum memory which is out of the capabilities of modern technologies today. It must be
noticed that QSDC protocols are not suitable for the transfer of a high-speed flow of
confidential data because there is low data transfer rate in the quantum channel. But when a
high information security level is more important than transfer rate, QSDC protocols should
find its application.

Quantum secret sharing protocols allow detecting eavesdropping and do not require data
encryption. This is their main advantage over classical secret sharing schemes. Similarly,
quantum stream cipher and quantum digital signature provide higher security level than
classical schemes. Quantum digital signature has information-theoretic security because it
uses quantum one-way function. However, practical implementation of these quantum
technologies is also faced to some technological difficulties.

Thus, in recent years quantum technologies are rapidly developing and gradually taking
their place among other means of information security. Their advantage is a high level of
security and some properties, which classical means of information security do not have.
One of these properties is the ability always to detect eavesdropping. Quantum
technologies therefore represent an important step towards improving the security of
telecommunication systems against cyber-terrorist attacks. But many theoretical and
practical problems must be solved for wide practical use of quantum secure
telecommunication systems.
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1. Introduction

Actuality, Internet provides a convenient way to develop a new communication technology
for several applications, for example remote laboratories. The remote access to complex and
expensive laboratories offers a cost-effective and flexible means for distance learning,
research and remote experimentation. In the literature, some works propose platforms
based on the Internet in order to access experimental laboratories; nevertheless it is
necessary that the platform provides a good architecture, clear methodology of operation,
and it must facilitate the integration between hardware (HW) and software (SW) elements.
In this work, we present a platform based on "multitier programming architecture" which
allows the easy integration of HW and SW elements and offers several schemes of tele-
presence: teleoperation, telecontrol and teleprogramming.

The remote access to complex and expensive laboratory equipment represents an appealing
issue and great interest for research, learning education and industrial applications. The
range potentially involved is very large, including among others, applications in all fields of
engineering (Restivo et al., 2009; Wu et al., 2008).

It is well known that several experimental platforms are distributed in different laboratories
in the world, and all of them are on-line accessible through the Internet. Since those
laboratories require specific resources to enable a remote access, several solutions for
harmonizing the necessary software and hardware have been proposed and described.
Furthermore, due to their versatility, these platforms provide user services which allow the
transmission of information in a simply way, besides being available to many people,
having many multimedia resources.

The potentiality of remote laboratories (Gomez & Garcia, 2007) and the use of the Internet,
as a channel of communication to reach the students at their homes, were soon recognized
(Basigalup et al., 2006; Davoli et al., 2006; Callangan et al., 2005; Imbre & Spong, 2006;
Rapuano & Soino, 2005).

Several works based on remote experimentation, which are used as excellent alternatives to
access remote equipment, have been published (Costas et al., 2008).
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Then, to solve the problem of testing engineering algorithms in real-time, we apply the
advantages of the computer Network, computer communication and teleoperation.
Furthermore, developing these new tools give the possibility to use these equipments for
remote education.

In remote experimentation there exists several schemes based on the communication
channel called telepresence schemes, some of them are: i) teleoperation, ii)
teleprogramming and iii) telecontrol. In (Wang & James, 2005) some concepts are related
with teleoperation. In other works, (Huijun et al., 2008) analyze the time-delay in the
telecontrol systems, and (Cloosterman et al., 2009) studies the stability of the feedback
systems with With Uncertain Time-Varying Delays. Others authors propose platforms only
to move remote equipment, for example robots, (Wang & James, 2005). Finally, few works
talking about the remote programming are published; see for instance (Costas et al., 2008).

However, for a remote laboratory to be functional, it must be capable of offering different
schemes of telepresence. This can be easily understood from figure 1 which is an extension
of the figure given in (Baccigalup et al., 2006). A comparison between different teaching
methods, taking into account the teaching effectiveness, time and cost per students, is
schematized in figure 1.

Teaching
effectiveness
TeleOption R_el;n;e_lagnr_at;ry_r _Io:aTIa_b;a?ory
Platform , |- ——= 4--———-— _
With tutor
LOJandLC and LP
TOorTC or TP LOorLC orLP
Simulated TOand TC and TP |[LO and LC and LP
experiment with 130 C 7000 [LoorLc orLp
theorical support

Without support without tutor

Simulated
experiments
Time and cost per student
TO: TeleOption TC: TeleControl TP: TeleProgramming
LO: LocalOperation LC: LocalControl LP: LocalProgramming

Fig. 1. Comparison between local and remote laboratories.

Contribution

Considering figure 1, the goal of this work is to introduce a platform called Teleoptions,
which offers an alternative for remote laboratories, using three of the telepresence schemes:
teleoperation, telecontrol and teleprogramming.

The main feature of this framework is its multitier architecture, which allows a good
integration of both hardware (HW) and software (SW) elements.
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Structure of the work

This work is organized as follows: In Section 2, definitions and concepts used in this work
about tele-control, tele-operation and tele-programming are introduced. In Section 3, the
proposed scheme based on multitier architecture is presented. The laboratory server
description is given in Section 4. In Section 5, two applications of the platform are presented.
The first application concerns the remote experimentation of an induction motor located in
the IRCCyN laboratories in Nantes; France. The second application consists of the remote
experimentation of the manipulator robot located in the CIIDIT-Mechatronic laboratories in
Monterrey; Mexico. Finally, in Section 6, conclusions and recommendations are given.

2. Some concepts

Now, we introduce the concepts of teleoperation, telecontrol and teleprogramming, which
will be used in the sequel.

Teleoperation is defined as the continuous, remote and direct operation of equipment (see
figure 2). From the introduction of teleoperation technology, it made possible the
development of interfaces capable of providing a satisfactory interaction between man and
experimental equipment. On the order hand, the main aim of telecontrol is to extend the
distance between controller devices and the equipment to the controller. Thanks to the
development of the Internet, the distance between controller devices and the equipment has
been increased (see figure 2).

{A) TELECONTROL SCHEMA

winsack

p—

Local control
software

Remote PC

R8232-TCP
=
i

Equipment DAGQ

INTERNET

(B) TELEOPERATION AND TELEPROCGRAMMING SCHEMA

Remote cantrol and operation

Local PC Al g

DAQ Equipment

Fig. 2. Telecontrol, teleoperation and teleprogramming schema.
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Figure 2.B shows a teleoperation scheme through the Internet working with a single
channel of communication. This channel is used to change the parameters of the controller
devices and/or plant. However, the effects of these changes will depend on the server layer.

Figure 2.A shows a telecontrol scheme through the Internet, in which the two channels of
communications are required (closed-loop system), i.e. forward path Ch1 and feedback path
Ch2. In this case, it is necessary to maintain the stability of the closed-loop system. A
solution to stability problem is that the time dalay must be less than the sampling period
(Hyrun & Jong, 2005).

Furthermore, there exists a different interpretation about the teleprogramming. One of them
is extending the distance between software programmer and the microcontroller or control
board. On the other hand, it is possible to programming a remote system using two systems,
called the master system and slave system, separated by the communication channel. In
(Jiang et al., 2006) the teleprogramming method is based on teleoperation.

3. Framework proposed based on multitier programming
Now, we will introduce the software descriptions that are used in the proposed platform.

Figure 3 shows the tiers of the proposed framework called Teleoption, which has more
performance than a classical telepresence framework application. Teleoption allows the
interaction between different elements in hardware and software. Furthermore, it is possible
to work under the three schemes of telepresence, i.e. teleoperation + telecontrol +
teleprogramming,.

The top level of the framework is the HTTP server, winsock services, webcam server and
RS232 server. The second level of the framework implements the PHP script modules, DLL
library and database services. All services can be shared by the VNC Server.

This distribution of software presents great advantages: i) Security in the platform, ii)
several ways to transmit information from the hardware.

Remote Remotg
Operation Programing
Remote
o[E Control

YNC
SERVER Framework

WinSock Server Server

PHP

‘ WebCam
| Scripts

DLL
Lib.

|
|
L RS232 F —{  Rrse3z -

Interaction Programing WebCam
Interfase Interfase

Fig. 3. Multitier architecture proposed.
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Presentation tier. The HTTP Server is the presentation tier. This tier contains several Web
pages with information of the platform services.

Furthermore it includes the instructions and regulation of the platform

Logic tier. In this tier, we have the programming layer. Three programming languages are
used in the platform: PHP, Visual Basic and SQL. In the logic tier interacts the blocks: i)
"PHP scripts" (which contain several programs in PHP) , ii) the block of the data base MySq]l
and, iii) the block of the DLL libraries (designed in VBasic).

Database tier. The database tier contains information about of the platform, i.e. the users list,
logbook. In fact, logic tier and database tier provide security to platform, since it is possible
to use restrictions proportioned by a PHP script. This script allows the use of the platform
only if the user has the permission.

Communication tier. The platform allow establish several ways of communication with the
hardware: i) using Serial Server Component (RS232 Server), ii) using Windows sockets
(Winsock) or DLL’s library, and iii) using the PHP script services (see figure 4).

Serial Server Component is a software based RS5232 to TCP/IP converter. R5232 Server allows
any of the R5232 serial ports on the PC laboratory to interface directly to a TCP/IP network.

On the order hand, also is possible the remote access using the sockets of Windows or DLL’s
library. The remote user uses its own programs to send instructions to program modules of
the platform.

Finally, the platform has modules designed in PHP, here, the remote user can to access to
hardware using a Web page of the platform.

1000 (1001 |  [1002] TCP PORTS

Server Winsock DLL’s ==
RS232 server library ﬁ o

PHP script

@@ Com?2 Com3 SERIAL PORTS

I Hardware

Fig. 4. Communication tier.
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3.1 Operational method of the platform

When the services of remote programming are used, then the framework opens a
communication's channel in order to share the serial services (RS232), and allows the remote
programming.

If the services of remote control are used, then the framework opens more communication
options. The first option is similar to the remote programming method, but in this case the
control board and the equipment are separated, a remote communication is established by
means of Internet using the services of the R5232 Server/Client.

The second alternative of remote control is the winsock option, which is similar to the last
method, but the interchange of information is given by the winsock module. In this case, it is
necessary to know the operation commands of the controller in order to send the
information through that Internet to Winsock module, and then Winsock module will send
the information to hardware.

The third option of remote control, the framework allows the access to control of the
hardware using a Webpage, where the user does the work of controller. Here, the
framework receives the commands of the user and sends this information to some PHP
script, which sends the information to the operational layer of the multitier programming.

Finally, in the remote operation, all framework are shared using the services of some VNC
(Virtual Network Computer) which is a communication protocol based on RFB protocol
which allows the remote access of the desktop of other computers located on the web. VNC
protocol transmits the keyboard and mouse events from one computer to another, relaying
the graphical screen updates back in the other direction, over a network.

4. Laboratory Server (LS) implementation

Besides the proposed framework, an architecture based on Computers of Distributive Tasks
(CDT) is proposed. This architecture is shown in figure 5.

PC Users

INTERNET

" TCPIP || Tceap
Support Component |  Equipment
Services Services [ operations
and control
' software
Computer A Computer B | Computer C

=2
s DAQ Equipment

Fig. 5. Computers of Distributive Task.
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Computer A allows establishing a communication both textual and oral between the local
and remote user, in such way, this computer provides help on line and uses the following
freeware software:

e  Messenger: Textual communication and webcam.
e  Skype: Oral communication, IP Telephony and videoconference.

Computer B has the task of sharing several resources through the Internet. The architecture
proposed is installed in this computer. This computer uses the following software:

e  Matlab/Simulink. This Software is used typically in control systems.

ControlDesk. It is a graphical tool for controlling in real-time the equipment.

UltraVNC server. It is software belonging to the VNC family

¢ LogmelN. It is ESS software.

e TCPComm server. It is a R5232 server, which allows sharing the serial ports (COMM) of
the computer. Serial port is used commonly as communication channel between PC and
equipments.

o WebcamXP. Allow sharing the images from the webcams, these webcams can show the
equipment details.

Computer C has an interface with the data acquisition board (DAQ), and does not share any
resources on the Web. This computer is only used to share information with Computer B
throughout the remote control. Furthermore, this computer protects the access to the plant
(experimental equipment) in order to avoid damages caused by unauthorized users.

5. Experimental setup: Study cases
5.1 Remote experimentation of an electrical machine

The methodology described in the above section is applied to show remote access to the set-
up of electrical motor located in the IRCCyN laboratory in Nantes France (figure 6), from the
CIIDIT-Mechatronic laboratory in Monterrey, Mexico.

The set-up located at IRCCyN is composed of an induction motor, a synchronous motor,
inverters, a real time controller board of dSPACE DS1103 and interfaces which allow to
measure the position, the angular speed, the currents, the voltages and the torque between
the tested machine and the synchronous motor. The motor used in the experiments has the
following values: 1.5 kW normal rate power; 1430 rpm nominal angular speed; 220V
nominal voltage; 7.5A nominal current; np = 2 number of pole pairs, with the motor nominal
parameters: Rs = 1.633 Ohms stator resistance; Rr = 0.93 Ohms rotor resistance; Ls = 0.142H
stator self-inductance; Lr = 0.076H rotor self-inductance; Msr = 0.099H mutual inductance; ]
= 0.0111/rad/s2 inertia (motor and load); fv = 0.0018Nm/rad/s viscous damping
coefficient. The experimental sampling time T is equal to 200 s.

Furthermore, this laboratory is equipped with the remote technology described above, and
can present several time delays that can appear during any real time experiments and are
necessary to analyze:

¢  Transmission delay thought Internet (TT).
¢  Control algorithm computation (TC).
e  Sampled time of the Data Acquisition (TS).
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Fig. 6. IRCCyN laboratory schema.

These time delays depend on the tele-presence scheme selected. In a telecontrol scheme, the
total time T = TI + TC + TS could be high and could affect the stability of the system.
Nevertheless, if T = TC + TS is small, then a teleoperation scheme offers an excellent
solution in remote experimentation, due to the time delay TI is not considered by the
aforementioned reasons (see section 2).

Therefore, the scheme used for remote experimentation is based on teleoperation where the
effects of the time delay and uncertain property is not considered in the stability of the
system, because the controller and the plant are in the same layer, as shown in figure 2.

In this experiment, the time delays registered are: TI (ping) = 400 mseg. avg., TI (camera) = 3
seg. avg., TI (screen feedback, VNC) = 2 seg. avg., TC < 70 mseg.; TS = 120 seg. (DS1104).

Figure 7 shows a Mexican user, which applies a control algorithm, in order to access the
remote laboratory, located in Nantes; France. From the figure 7, we can see the computer A
showing the images sent by the webcam and the response obtained when the control
algorithm is applied to the induction motor, which is transmitted by computer B using
Controldesk and Matlab.

Figure 8 and 9 shows the screenshots obtained from this experiment. The first image shows
the images given by webcam of the machine (with the sound), the second figure shows the
Remote software ControlDesk throughout Logmeln services.
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5.2 Platform-setup in robotic education

It is undisputed that remote laboratories are not able to replace traditional face-to-face
laboratory lessons, but they present some benefits of remote accessible experimentation:

e  Flexible schedule vs. restricted schedule.

¢ Individual experimentation vs. group experimentation.

e Access from any computer vs. access only in the laboratory.

e  Student self-learning is promoted.

e Student can use other educative means as Internet documentation, simulations,
software, etc.

¢  The student is motivated when he is seeing his experiments and results.

This section presents another application of the architecture proposed. We emphasize that
this architecture allows a remote user to access the services of control, programming and
operation of robots located in the CIIDIT-Mechatronic laboratories in Monterrey; Mexico.

Teleprogramming. The objective of the teleprogramming is that the students use the BASIC
microcontroller language in order to program the PICAXE microcontroller. In this platform,
the student can use the basic instructions in order to program the robot: servo, goto, serin,
serout, pause, if, for.

The student can program the PICAXE microcontroller using the flowchart method
programming. Flowchart is an excellent means of pedagogy; the software shows a
panoramic and graphical view of the programming sequence.

Telecontrol. The platform allows sharing the DLL resources so that the student can design
programs in Visual basic, C, Matlab, or other languages. In the telecontrol option, the
student can design and prove algorithms, using simulation software in local mode,
subsequently if the capacity of the network is not large and it does not affect the stability of
the systems, then it can be proven on-line on the robot.

Teleoperation. This platform offers the teleoperation services, so that the student can use all
the services of the platform in remote mode. In this case, the platform shared the services of
teleoperation using the Skype and logmeln services.

Figure 10 showing the laboratory scheme located in CIIDIT laboratory in Mexico. The
hexapod robot is acceded from the PC Controller Computer using two communication
channels, RS232 and video. In the PC Controller Computer one is located the Controller
Module Server (CMS). The end user uses the services of the CMS in remote mode in order to
control the hexapod robot.

Figure 11 showing the screenshot of a computed located in the IRCCyN Laboratory accessing
to CIDDIT laboratory using the Logmeln services.

o  Figure 11.A shows the surroundings of the hexapod robot from a internal camera (eye
hexapod).

e  Figure 11.B presents the hexapod robot from a external camera (auxiliary camera).

e  Figure 11 C shows the computers of the remote laboratory.

e  Figure 11 D. showing Controller Module Client (CMC).
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In the experiment, such a move-and-wait strategy is implemented of initiating control move
then waiting to see the response of distant robot: then initiating a corrective move and
waiting again to realize the delayed response of the distant system and the cycle repeats
until the task is accomplished.

Let us define N(I) to be the number of individual moves initiated by the operator according
to the move-and-wait strategy. The number N(I) depends only on the task difficulty and is
independent of the delay value according to experiments (Hocayen & Spong, 2006).
Consequently, the completion time, t(I), of the certain task can be calculated based on the
value N(I) as follows:

N()
t(I):tr+ Z(tmi+twi)+(tr+td)N(I)+tg+td (1)
i=1
Where f,,t,,;,t,;,t,,t; are human's reaction time, movement times, waiting times after each

move, grasping time and delay time introduced into communication channel, respectively.
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Fig. 10. CIIDIT Laboratory schema.
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Fig. 11. Experimentation from IRCCyN, Nantes France.

6. Conclusions

In this work the capability of interfacing a large set of options with remote experimentation
through the Internet has been demonstrated by the architecture based on multitier
architecture.

This architecture allows the easy integration of both hardware and software, offering an
excellent tool for remote experimentation, which allows the experimentation using the
teleoperation, the telecontrol and teleprogramming schemes.
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The main characteristic of the proposed platform has been outlined in this paper by means
of a description of experiments.
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1. Introduction

Modern telecommunication networks, irrespectively of their organization and type of the
transmitted information, become more complex and possess many specific characteristics.
The new generation of telecommunication networks and systems support a wide range of
various communication-intensive real-time and non real-time various applications. All these
net applications have their own different quality-of-service requirements in terms of
throughput, reliability, and bounds on end-to-end delay, jitter, and packet-loss ratio etc.
Thus, telecommunication network is a type of the information system considered as an
ordered set of elements, relations and their properties. Their unique setting defines the goal
searching system.

For such a type of information system as a telecommunication network it is necessary to
perform a preliminary long-term planning (with structure designing and system relation
defining) and a short-term operating control within networks functioning. The problem of
the optimal planning, designing and controlling in the telecommunication networks
involves: definition of an initial set of decisions, formation of a subset of system permissible
variants, definition of an optimal criteria, and also a choice of the structure variants and
network parameters, optimal by such a criteria. It is the task of a general decision making
theory reduced to the implementation of some choice function of the best (optimal) system
based on the set of valid variants. For the decision making tasks the following optimizing
methods can be used: scalar and vector optimization, linear and nonlinear optimization,
parametric and structure optimization, etc (Figueira, 2005; Taha, 1997; Saaty, 2005). We
propose a method of the multicriteria optimization for optimum variants choice taking into
account the set of quality indicators both in long-term and short-term planning and
controlling.

The initial set of permissible variants of a telecommunication network is being formed
through the definition of the different network topologies, transmission capacities of
communication channels, various disciplines of service requests applied to different routing
ways, etc. Obtained variants of the telecommunication network construction are estimated
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on a totality of given metrics describing the messages transmission quality. Thus, the
formed set of the permissible design decisions is represented in the space of criteria ratings
of quality indicators where, used of unconditional criteria of a preference, the subset of
effective (Pareto-optimal) variants of the telecommunication network is selected. On a final
stage of optimization any obtained effective variants of the network can be selected for
usage. The unique variant choice of a telecommunication network with introducing some
conventional criteria of preference as some scalar goal function is also possible.

In the present work some generalizations are made and all stages of solving multicriteria
problems are analyzed with reference to telecommunication networks including the
statement of a problem, finding the Pareto-optimal systems and selecting the only system
variant. This chapter also considers the application particularities of multicriteria
optimization methods at the operating control within telecommunication systems. The
investigation results are provided on the example of solving of a particular management
problem considering planning of cellular networks, optimal routing and choice of the
speech codec, controlling network resources, etc.

2. Theoretical investigation in Pareto optimization

As far as the most general case is concerned, the system can be thought of as an ordered set
of elements, relationships and their properties. The uniqueness of their assignment serves to
define the system fully, notably, its structure and efficiency. The major objective of
designing is to specify and define all the above-listed categories. The solution of this
problem involves determining an initial set of solutions, generating a subset of pemissible
solutions, assigning the criteria of the system optimality and selecting the system, which is
optimal in terms of a criteria.

2.1 The problem statement in optimization system

It is assumed that the system ¢ =(s,f)€ ®p, is defined by the structure s (a set of elements
and connections) and by the vector of parameters B. A set of input actions X and output
results Y should be assigned for an information system. This procedure defines the system
as the mapping ¢:X — Y. The abstract determination of the system in the process of
designing is considered to be exact. In particular, when formalizing the problem statement,
a mathematical descripton of the working conditions (of signals, interferences) and of the
functional purpose of a system (solutions obtained at the system output) are to be given,
which, in fact, determine the variant of the system ¢e ®.

In particular, the limitations given on conditions of work, on the structure se Sy and
parameters Be By, as well as on values of the system quality indicators define the subset of
permissible project solutions @, =S, xB, . Diverse ways of assigning a set of allowable are
possible, in particular:

- implicit assignment using the limitations upon the operating conditions formulated in a
rigorous mathematical form;

- enumeration of permissible variants of the system;

- determination of the formal mechanism for generating the system variants.
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The choice of the optimal criteria is related to the formalization of the knowledge about an
optimality. There exist two ways of describing the customer's preference of one variant to
the other, i.e. ordinal and cardinal .

An ordinal approach is order-oriented (better-worse) and is based on introducing certain
binary relations on a set of permissible alternatives. In this case the customer's preference is
the binary relation R on the set ® which reflects the customer's knowledge that the
alternative ¢ is better than the alternative: ¢”: ¢'R¢”.

Assume that a customer sticks to a certain rigorous preference >, which is asymmetric and
transitive, as he decides on a set of permissible alternative ®p. The solution @,€ @ is
called optimal with respect to >, unless there are other solution @€ ®, for which ¢ > ¢”
holds true. A set of all optimal solutions in relation to > is denoted by opt, ®p. A set of
optimal solutions can comprise the only element, a finite or infinite number of elements as a
function of the structure of a permissible set or properties of the relation >. If the
discernibility relation coincides with that of equality =, then the set opt, @, (provided it is
not empty) contains the only element.

A cardinal approach to describe the customer's preference assigns to each alternative
¢ ®p, a certain number U being interpreted as the utility of the alternative ¢. Each
utility function determines a corresponding order (or a preference) R on die set ®(¢'R¢)
if and only if U(¢") 2 U(¢"). In this case they say that the utility function U(-) is a preference
indicator R. In point of fact this approach is related to assigning a certain scalar-objective
function (a conventional preference criteria) whose optimization in a general case may result
in the selection of the only optimal variant of the system.

The choice of the optimal criteria is based on formalizing the knowledge of a die system
customer (i.e. a person who makes a decision) about its optimality. However, one often fails
to formalize the knowledge of a decision-making person about the system optimality
rigorously. Therefore, it appears impossible to assign the implicitly of the scalar optimal

criteria resulting in the choice of the only decision variant 0o = exq’gr [U(9)], where U(g) is
¢<®p

a certain objective function of the system utility (or usefulness). Therefore, at the initial
design stages the system is characterized by a set of objective functions:

R(9) = (K; (@) Ky (@) K (6), M

which determines the influence of the structure s and the parameters B of the variant of
the system ¢@=(s,B) upon the system quality indicators. In this connection one has to deal
with the newly emerged issues of optimizing approaches in terms of a collection of
quality indicators, which likewise are called the problems of multicriteria or vector
optimization. Basically, the statement and the solution of a multicriteria problems is
related to replacing (approximation) customer's knowledge about the system optimality
with a different optimality conception which can be formalized as a certain vector optimal
criteria (1) and, consequently, the problem will be solved through the effective
optimization procedure.
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2.2 Forming a set of permissible variants of a system

When optimizing the information systems, as their decomposition into subsystems can be
assigned, it would be judicious to proceed from the morphological approach which is
widely applied in designing complicated systems. In this context it is assumed that any
variant of a system has a definite structure, i.e. it consists of the finite number of elements
(subsystems), and the distribution of system functions amongst them can be performed by
the finite number of methods.

Now consider the peculiar features of generating the structural set of permissible variants of
a system. Let us assume that the functional decomposition of the system into a set of
elements is

L
{o;, =1L, Jo; =0}
=1

What is considered to be assigned is as follows: a finite set of elements of the system E as

well as the splitting of the set E into L morphological classes o(l),1=1,L such as
o()no(l)=D at 121"

A concept of the morphological space A c?2® is introduced, its elements being the
morphological variant of the system ¢ =(¢;,¢,,...,¢;). Each morphological variant ¢ is a
certain set of representatives of the classes ¢(l)e o(1). Here for all g€ A and forany 1=1,L

the set pe A contains a single element.

Under the assumption that there exist a multitude of alternative model of implementing

each subsystem ¢, k=1,L, I=1,L, the following morphological table can be specified:

Morphological Possible models of implementing Number of modes of
classes the system elements implementing the system
o(1) Q11[P121013-- - Prk, Ky
o(2) 02192 P13 - [(Psz ] K,
o(l) PP [@3]- - @ik, Ky
o(L) [PL1]0L2013- - Pk, K

Table 1. Morphological table.

As an example (see table 1), a q-th morphological variant of the system
el= <cp12,cp2K2,...,(p13,...,cpu> that determines the system structure is distinguished. The

total number of all possible morphological variants of the system is generally determined as

L
Q=T]K,.
1=1
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When generating a set of permissible variants @, one has to allow for the constraints upon
the structure, parameters and technical realization of elements and the system as a whole as
well as for the permissible combination of elements connections and constraints up on the
value of the quality indicators of the system as a whole.

Here, there exist conflicting requirements. On the one hand, it is desirable to present all
conceivable variants of the system in their entirety so as not to leave out the potentially best
variants. On the other hand, there are limitations specified by the permissible expenditures
(of time and funds) on the designing of a system.

After a set of permissible variant of a system has been determined in terms of a particular
structure, the value of the quality indicators is estimated, a set of Pareto-optimal variants is
distinguished and gets narrowed down to the most preferable one.

2.3 Finding the system Pareto-optimal variants

As a collection of objective functions is being introduced, each variant of the system ¢ is
mapped from a set of permissible variants ®p, into the criteria space of estimates Ve R™ :

V =K(®p)={ve R™ |7 =K(p), e Op). 2

In this case to each approach ¢ corresponds its particular estimate of the selected quality
indicators V=Xk(¢) (2) and, vice versa, to each estimate corresponds an approach (in a
general way, a single approach is not obligatory).

To the relation of the rigorous preference > on the set @, corresponds the relation > in
the criteria space of estimates V. According to the Pareto axiom, for any two estimates
V,V"e V satisfying the vector inequality V'=V”, the relation V'>-V” is always obeyed.
Besides, according to the secon