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Preface 
 

In real-world optimization applications, stakeholders require multiple and complex 
constraints, which are difficult to satisfy and make complicated to find satisfactory 
solutions. In the most cases, we face over-constrained optimization problems (no 
satisfactory solution can be found) because of the stakeholders’ multiple requirements and 
the various and complex constraints to be satisfied. Solving over-constrained problems is 
based on the relaxation of some constraints according to values of preferences in order to 
favour the satisfaction of the most relevant. In addition, some methods have been 
developed, such as Branch and Bound method and Filtering techniques, which allow 
avoiding an enumeration of all potential solutions but are very expensive in computation 
times. 

Two types of actors are involved in the optimization problems: the stakeholders who 
express their needs and the analyst who models and manages these needs. The choice of 
appropriate resolution methods depends on the stakeholders’ needs and the number of 
criterion to take into account. The definition and the formulation of stakeholders needs are 
among the major preoccupations to resolve an optimization problem. The quality of a 
solution depends on the efficiency of this step, which must model all aspects of the problem, 
in particular those related to the objectives of the application. However, in majority of 
optimization works, the interest concerns the choice and the development of appropriate 
optimization approaches rather than the modelling of the stakeholders’ needs.  

An optimisation approach consists in exploring the search space to find the best 
solution according to an objective function and satisfying some constraints. It expresses a 
value of cost to reduce or of benefit to maximize. The optimization framework is adapted to 
the problems with multiple solutions. In traditional optimization problems, the objective 
function comprises a single criterion able to determine the optimum. Otherwise, the 
objective consists in finding a good compromise regarding multiple criteria. The problem is 
then a case of multicriteria optimization. 

In practice, optimization problems can reach a high complexity and require 
considerable computation times because of the number of potential solutions. The 
approximate methods are generally used to resolve this class of problems. These methods 
are based on an iterative exploration of the search space to find a solution of good quality in 
reasonable computation times. Among the most known approximate methods, we mention 
the neighbourhood methods, such as Local Search, Simulated Annealing, Threshold 
Algorithms, Noising Method and Tabu Search as well as the algorithms based on the 



VI        

evolution approach, such as Evolutionary Programming, Strategies of Evolution, Genetic 
Algorithms and Genetic Programming. 

In the last decade, optimization problems have been among the most studied problems 
and they are still an active area of research. Algorithmic advances as well as the needs to 
solve complex real-world optimization problems have provided an excellent framework on 
which to develop and design new optimization techniques. The field of Neighborhood 
search methods has grown considerably. Researchers have demonstrated the ability of these 
methods to solve hard combinatorial problems within reasonable computation times.  

Neighborhood search methods are iterative procedures, which consist in constructing 
from a current solution a next solution with a better quality regarding an objective function. 
Among the Neighborhood search methods, Tabu Search is one of the most prominent, 
widely used, and successful approaches for solving optimization problems from artificial 
intelligence and operations research. Tabu Search is a meta-heuristic algorithm, which can 
be used for solving combinatorial optimization problems. Tabu Search has found its 
usefulness in a vast area of applications such as scheduling, vehicle routing problems, 
resources planning, regional development, location problems, integer programming 
problems, traveling salesman, graph coloring, knapsack problems, network design etc. Tabu 
Search has now become a reputable optimization technique and has proved highly effective 
in solving a wide range of optimization problems. Several works presenting applications of 
Tabu Search to various combinatorial problems have proved that Tabu Search provides 
good solutions very close to optimality. These successes have made Tabu Search extremely 
popular among those interested in finding good solutions to the large combinatorial 
problems encountered in many practical settings.  

Tabu Search uses a local search procedure to iteratively move from a current solution x 
to a neighbor solution x' in the neighborhood of x, until some stopping criterion has been 
satisfied. The search process starts with an initial solution and moves from neighbor to 
neighbor as long as possible while improving the objective function value. Tabu Search 
improves the performance of the search process by using memory structures: the last 
explored configurations are kept in a short-term memory (Tabu list) in order to prohibit 
moves that lead to one of them. 

Overall objective of the book 
The goal of this book is to report original researches on algorithms and applications of 

Tabu Search to real-world problems as well as recent improvements and extensions on its 
concepts and algorithms. The book’ Chapters identify useful new implementations and 
ways to integrate and apply the principles of Tabu Search, to hybrid it with others 
optimization methods, to prove new theoretical results, and to describe the successful 
application of optimization methods to real world problems. Chapters were selected after a 
careful review process by reviewers, based on the originality, relevance and their 
contribution to local search techniques and more precisely to Tabu Search. 

Audience 
The book “Local Search Techniques: Focus on Tabu Search” provides a broad spectrum 

of advances in applied optimization with a focus on Tabu Search. It is designed to be useful 
and accessible to researchers, engineers, graduate students and all scientists and 
practitioners in computer science, operations research and artificial intelligence as well as 
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other applications specialists who need local search techniques to model and solve 
combinatorial optimization problems. 

Preview 
This book consists of two main parts: Tabu Search algorithms and applications. In the 

first part, the state of the art and novel advances of Tabu Search algorithms are described. 
The purpose of the applications section is to provide the practitioners with a description of 
the relevant optimization issues in a number of specific application areas. This book is 
organized as follows.  

Chapter 1 “Tabu Search: a Comparative Study” provides an overall view of the “local 
search” area and describes Tabu Search and some other meta-heuristics to which Tabu 
Search will be compared: Simulated Annealing, Genetic Algorithms, Ant Colony 
Optimization, Greedy Randomized Adaptive Search Procedure and Particle Swarm 
Optimization. The authors identify the different problems for which Tabu Search was used 
to generate solutions, such as scheduling problems, routing problems, and assignment 
problems.  

Chapter 2 “A Multiobjective Tabu Framework for the Optimization and Evaluation of 
Wireless Systems” provides an insight on the use of Tabu Search for the resolution of 
multiobjective optimization problems and its performance for real-world optimization 
problems. The main concepts of multiobjective optimization are presented as well as an 
overview of the main multiobjective strategies.  

Chapter 3 “SOS-Heuristic for Intelligent Exploration of the Search Space in CSOP” 
proposes an intelligent search heuristic called SOS-Heuristic (Heuristic for Satisfactory and 
Optimized Solutions) to guide the resolution of constraints satisfaction and optimization 
problem. The objective of the SOS-Heuristic is to improve the value of the objective function 
without damaging the satisfaction of constraints. Experiments on a spatial optimization 
problem using a hybrid method provided interesting results and prove the efficiency of the 
proposed approach in comparison to another optimization approach based on Tabu Search. 

Chapter 4 “Symbiotic Tabu Search” explains the use of the Tabu Search metaheuristic 
and proposes a hybrid Tabu Search approach with symbiotic evolution, called Symbiotic 
Tabu Search. Implementation and test results on three Benchmarks problems are presented. 

In chapter 5 “Tabu Search and Hybrid Genetic Algorithms for Quadratic Assignment 
Problems”, experience with solving quadratic assignment problems is reported. Six different 
Tabu Search methods are described. 

Several improvement schemes for hybrid genetic algorithms are presented to help 
researchers who work on other problems as well to improve the performance of their 
genetic or hybrid genetic algorithms. Summary tables of computational experiments with 
various techniques are also presented.  

Chapter 6 “A Hybrid GA-TS Technique with Dynamic Operators and its Application to 
Channel Equalization and Fiber Tracking” presents the author’s research activities on the 
fields of Evolutionary Computation-based techniques applied to digital communications 
and medical image processing. The author presents a concise introduction to metaheuristic 
evolutionary computation-based strategies, mainly Genetic Algorithms and Tabu Search. A 
hybrid method based on Genetic Algorithm and Tabu Search is developed and applied on 
application examples. 

Chapter 7 “Hybrid Tabu Algorithm for the Synthesis and Fabrication of Fiber Bragg 
Gratings” describes the use of a hybrid Tabu algorithm for the synthesis and fabrication of 
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fiber bragg gratings-based filters with specified frequency responses. The hybrid Tabu 
algorithm is a two-tier search that employs the global staged continuous Tabu Search 
algorithm and a local optimization algorithm.  

Chapter 8 “Some New Results on Tabu Search Algorithm Applied to the Job-Shop 
Scheduling Problem” discusses the job shop scheduling problem and its representation with 
a disjunctive graph. The authors propose two innovative approaches for the job-shop 
scheduling problem. The first approach is based on a new neighborhood structure. The 
second approach combines Tabu Search and Simulated Annealing. Implementations and 
test results on benchmark problems are presented and compared with other approaches.  

Chapter 9 “Tabu Search Experience in Forest Management and Planning” presents 
experiences with Tabu Search in forest planning efforts. The principles of Tabu Search are 
presented and a number of forest planning meta-models involving Tabu Search have been 
briefly described. 

In chapter 10 “Feature Selection using Intensified Tabu Search for Supervised 
Classification”, the authors discuss Tabu Search based algorithms for feature selection 
problems and compare them with other sequential feature selection algorithms. An 
overview about Tabu Search and Fuzzy objective function is proposed. To demonstrate the 
performance of the classification system using Tabu Search, a number of experiments have 
been made. 

Chapter 11 “Hybrid Tabu Search for Re-Entrant Permutation Flow-Shop Scheduling 
Problem” applies the hybrid Tabu Search to solve re-entrant permutation flow-shop 
scheduling problems. The hybrid Tabu Search is compared to the optimal solutions 
generated using the integer programming technique and to the near optimal solutions 
generated by Tabu Search. 

Chapter 12 “On the Design of Large-scale Cellular Mobile Networks Using Tabu 
Search” proposes a Tabu Search method to design large-scale mobile networks and to 
specifically solve the problem of assigning node base station to radio network controllers in 
cellular mobile networks. Experiments were conducted to measure the quality of solutions 
provided by the proposed algorithm and a comparison of the Tabu Search method to 
Genetic Algorithm and Simulated Annealing has been discussed. 

Chapter 13 “Multiple Tabu Search Algorithm for Solving the Topology Network 
Design” presents the principle of Multiple Tabu Search algorithm and it application to solve 
the topology network design problem with considering both economics and reliability. To 
examine the performance of the proposed Multiple Tabu Search method, the authors 
compared the results with those of Genetic Algorithm, Tabu Search and Ant Colony 
Optimization.  

Chapter 14 “Hybrid Approaches Tabu Learning Algorithm Based Neural Network” 
shows the efficiency of integrating Tabu Search into the neural network learning. It 
describes the typical artificial neural network including the architecture and the learning 
algorithm and proposes a Tabu-based neural network learning algorithm to solve the local 
convergence of the gradient method. The most basic neural network learning algorithm and 
the Tabu-based neural network learning algorithm are tested to approximate six different 
nonlinear functions. 
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Tabu Search: A Comparative Study 
Harun Pirim, Engin Bayraktar and Burak Eksioglu 

Mississippi State University, Industrial and System Engineering Department 
USA 

 

1. Introduction    
Problems encountered in fields like scheduling, assignment, vehicle routing are mostly NP-
hard. These problems need efficient solution procedures. If confronted with an NP-hard 
problem, one may have three ways to go: one chooses to apply an enumerative method that 
yields an optimum solution, or apply an approximation algorithm that runs in polynomial 
time, or one resorts to some type of heuristic technique without any a priori guarantee for 
quality of solution and time of computing (Aarts & Lenstra, 2003). Heuristics fall under the 
general heading of local search approaches. Hence, local search techniques are widely used 
to find “close-to-optimum” solutions to these problems in a “reasonable” amount of time. 
Tabu search (TS) is one of the most efficient heuristic techniques in the sense that it finds 
quality solutions in relatively short running time. This chapter will provide a basic 
description of TS giving insights for novice readers as well as introduce application areas 
and provide comparisons of TS to other meta-heuristic procedures for the readers with more 
experience on local search procedures.  
The chapter will be organized as follows: The second section is going to introduce the basic 
terminology. For example, definitions for global optimization, local search, heuristics, and 
meta-heuristics will be provided. The section will also provide brief descriptions of TS as 
well as the following meta-heuristics to which TS will be compared: simulated annealing 
(SA), genetic algorithms (GA), ant colony optimization (ACO), greedy randomized adaptive 
search procedure (GRASP), and particle swarm optimization (PSO). Second section is 
intended to give the readers a good overall view of the “local search” area and let them 
know that TS will be compared to several other meta-heuristic procedures. 
In the third section, basic steps of TS, SA, GA, ACO, GRASP and PSO will be described. As 
the mechanisms of these procedures are explained, differences and similarities between TS 
and each of the other procedures will be pointed out. Section three will familiarize the 
readers with the various meta-heuristic procedures that will be discussed throughout the 
chapter.  
The fourth section will be dedicated to identifying the different problems for which TS was 
used to generate solutions. For example; TS has been used to solve scheduling problems, 
routing problems, and assignment problems. We will try to generate a comprehensive list of 
the problems to which TS has been applied. This section will provide the reader with an 
understanding of how TS has been used. 
In the fifth section, efficiency and effectiveness of TS will be compared to other meta-
heuristic procedures. Reasons why TS is more efficient and/or effective than some of the 
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other local search techniques will be discussed. Section five will explain why TS is the choice 
of solution method for some problems and not for others. Section six will conclude the 
chapter.  

2. Definitions and terminologies 
Tabu Search (TS) was developed by Fred Glover in 1988. It was initiated as an alternative 
local search algorithm addressing combinatorial optimization problems in many fields like 
scheduling, computer channel balancing, cluster analysis, space planning etc. (Glover, 1989). 
However, popularization and dissemination of TS goes back to the works of Hertz and de 
Werra (1987, 1989, 1991). This section consists of three parts: general definitions, TS related 
definitions, and definitions related to other meta-heuristics. 

2.1. General definitions 
The term “combinatorial” refers to the constraint that the solution set has to be finite or 
countably infinite (Michiels et al., 2007).  Many combinatorial optimization problems can be 
expressed as a search for a specific permutation (Dréo et al. 2006). Solution space of 
combinatorial optimization problems can typically be represented by sequences, 
permutations, graphs and partitions (Michiels et al., 2007). 
Combinatorial optimization problem: Optimizing a linear function subject to other linear 
functions over a finite (or countably infinite) set of possible solutions is called a 
combinatorial problem. Combinatorial optimization is the discipline of decision making in 
case of discrete alternatives (Aarts & Lenstra, 2003). In other words, in combinatorial 
optimization, one looks for an object from a finite, or countably infinite set, permutation, or 
graph (Papadimitriou & Steiglitz, 1998).  
Global and local optimum: An optimization problem with a feasible solution set S and a 
neighborhood function N has a local optimal solution that is also globally optimum if N is 
exact. A solution is locally optimum if and only if its out degree is zero in the transition 
graph which is a directed, acyclic sub-graph of a neighborhood graph. A globally optimum 
solution can be found within a small number of steps if the neighborhood graph is strongly 
connected, which means for each pair of solutions (a, b), b is reachable from a, and its 
diameter (maximum distance between any pair of solutions) is not too large. If a graph is not 
strongly connected then its diameter is infinitely large. A local optimal solution to a problem 
may be poor (i.e. far from the global optimum). Hence, a better solution can be generated by 
applying a more powerful neighborhood function which obviously is a trade-off between 
quality of a solution and computation time to yield that solution. 
Complexity: “A measure of computer time or space to solve a problem by an algorithm as a 
function of the problem's dimensions. Suppose T(n) is the time it takes to solve an instance 
of a problem with dimension n. Then, the algorithm has (worst-case) time complexity K(n), 
if the greatest time it could take to solve an instance of the problem is O(K(n)). When K(n) is 
a polynomial, we say the algorithm has polynomial time complexity”(Holder, 2006). If the 
running time of an algorithm is not polynomial then it is typically exponential. For example, 
if we try to find the best tour for a Travelling Salesman Problem (TSP) with one hundred 
cities, the number of solutions exceeds 1050 which is larger than the estimated number of 
particles in the universe (Michiels et al., 2007). If a problem is polynomially reducible to 
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another problem then the new problem is at least as hard as the old one and a polynomial-
time algorithm exists for the new problem if and only if it exists for the old problem.   
Heuristics, meta-heuristics, hyperheuristics: Heuristic usually refers to a procedure that 
seeks an optimum solution but does not guarantee it will find one, even if one exists. Meta-
heuristics are general frameworks for heuristics in solving hard problems. The idea of 
“meta'' is that of level (Holder, 2006). Meta-heuristics do not stop in the first local optimum 
as a simple heuristic does. They can be classified into two: those that perform a single walk 
in the neighborhood graph using special procedures trying not to be trapped in a local 
optimum and those that perform multiple walks (Michiels et al., 2007). TS and SA are 
examples for the first class. Hyperheuristics choose between given heuristics at various 
decision points in an optimization problem. 
Constructive algorithm: An algorithm that generates a solution through a number of steps 
where in each step a partial solution is obtained and a complete solution is obtained in the 
final step.  
Plateaus: A part of a solution space that contains solutions with the same objective function 
value. 
Local search algorithm: An algorithm that searches through the solution space and tries to 
find good quality solutions in each step by means of a neighborhood.  
Graph representation of solutions may be inspiring for the designer to be able to direct the 
search more intelligently (Dréo et al. 2006). For a local search algorithm to be effective, 
solution space of the problem should not comprise large plateaus. Plateaus may cause 
cycling. There are ways of avoiding cycling such as remembering recently visited solutions 
as in TS short term memory. 
Local search is what we always do when we are supposed to find a solution in practical life 
as well. Local search associates by local optimum and local optimum may be a step/stop for 
global optimum. One may try to modify a local optimal solution in order to get a better 
solution. However, it is necessary to prevent cycling among solutions visited. This 
probability of revisiting a previously visited solution is inevitable unless necessary cautions 
are taken. In that sense, TS uses memory property to prevent cyclic motions in the solution 
space. TS uses short-term and/or long-term memory while making moves between 
neighboring solutions. It is essential for a local search to be balanced in terms of quality of 
solutions and computing time of these solutions. In that sense, a local search does not 
necessarily evaluate all neighborhood solutions. Generally, a subset of solutions is 
evaluated.  
We can give a maze analogy to explain how local search works: a man needs to find the 
door to get out of the maze. All paths he travels look similar. He goes back and forth to find 
the exit door. He makes moves to be able to search through the maze. He has some signs-
such as colorful marbles- which he can put on the floor of areas he walked through in order 
to understand that he visited these areas previously so that he can narrow his search space 
and easily find the door which will lead him outside. In this analogy, the maze represents 
the search space of neighborhood solutions of a problem instance. Moves made by the man 
are the moves (iterations) of an algorithm. His back and forth moves may represent cycles. 
Marbles are rules (e.g. tabu list) that prevent an algorithm from being trapped in a cycle or 
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local optimum and narrow the search space. The door opening outside represents a local or 
global optimal solution of a problem instance. 
A local search algorithm begins with an initial solution. This initial solution can be 
generated by any heuristic algorithm. The algorithm then searches through the solution 
space with guidance of a neighborhood function. In other words, the algorithm makes a 
walk through the neighborhood graph. There are different strategies for walking through a 
neighborhood graph. The most obvious strategy is used by the iterative improvement 
algorithm also known as the hill climbing algorithm (Michiels et al., 2007). This basic 
algorithm searches for a better solution in the neighborhood. If it finds a better solution, it 
changes the current solution with this new one. Otherwise, the algorithm stops and keeps 
the current local optimum solution (Figure 2.1). The simplex method of linear programming 
is also a hill climbing procedure that moves from one extreme point solution to another, 
using an exact neighborhood. 
 

 Algorithm Hill Climbing (Iterative improvement) 
begin 
i:=initial solution 
repeat 
generate an s є N(i); 
if f(s) > f(i) then i:=s; 
until f(s) ≤ f(i) for all s є N(i); 
end; 

 

Figure 2.1 Hill climbing algorithm 

In iterative improvement, selecting a better solution within a neighborhood is done using 
what’s called a pivoting rule. A pivoting rule generally selects the first better solution or the 
best solution within a neighborhood. We had mentioned that we could represent the 
solution space as a transition graph. The potential of such a graph gives a lower bound on 
the number of iterations that are maximally required by iterative improvement. One 
disadvantage of applying iterative improvement is the possibility of being trapped at a local 
optimum. In order to escape from such a possibility, the neighborhood function can be 
defined accordingly. Another alternative is allowing non-improving moves as well as 
performing multiple runs of iterative improvement (Michiels et al., 2007). For example, TS 
and SA allow non-improving moves as it will be discussed in more detail in the following 
sections.  
Neighborhood function: Given a feasible solution s, we can define a set of solutions N(s) 
elements of which are close to s. Neighborhood functions can be generated based on the 
structure of the problem at hand. Some basic neighborhoods are inversions of two elements 
placed successively in the permutation, transposition of two distinct elements, or 
displacement of an element (Dréo et al. 2006). If a solution s is neighbor of solution s’ and  s’ 
is also a neighbor solution of s then N is called a symmetric neighborhood function. 
Neighborhood functions can be defined as swapping, moving, replacing operations. A 
neighborhood is said to have a performance bound C if all local optimum costs have at most 
a cost of C times optimum cost. If the neighborhood function is exact then iterative 
improvements end up with an optimal solution.  
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2.2 Tabu search definitions 
Short-term memory: A kind of memory that is limited in terms of time and storage capacity. 
In TS, the tabu list can be regarded as a short-term memory. Recency memory which will be 
defined later is also a short-term memory. With a short term memory, a previsited solution 
may be revisited with a different neighborhood. 
Long-term memory: A kind of memory that differs from short-term memory in terms of 
time and storage capacity. The probability of visiting a previously visited solution using 
long-term memory is very small. Intensification and/or diversification are/is achieved 
through long-term memory. 
Move: A modification made to a solution. Local search will tend to visit previously visited 
solutions more frequently if the number of tabu moves are relatively small. On the other 
hand, if the number of tabu moves is large then the search is less probable to find good local 
optima due to lack of available moves.  
Tabu list: In order to prevent visiting a previously visited solution, TS uses a tabu list in 
which tabu moves or attributes of moves are listed. Also, tabu name is originated by these 
prohibited move states. Short tabu lists may not prevent cycling resulting in information 
loss  while long tabu lists may excessively prevent neighborhood so that moves are limited 
to some extent.   
Aspiration: Some tabu moves need to be disregarded in order to obtain better local 
solutions. These moves are called aspired moves. “Improved-best” and “aspiration by 
default criteria” are examples. Moving to a solution better than the last solution found so far 
is a commonly used aspiration criterion as well.   
Probabilistic tabu search: Unlike many TS applications which have deterministic moves, 
probabilistic TS assigns a probality for each move  (Glover & Laguna, 1997). Convergence 
theorems for SA can be adapted to probabilistic tabu conditions.  
Quality dimension of memory: Ability to differentiate the merit of solutions to problem 
instance visited during the search (Glover & Laguna, 1997). Using a quality dimension, 
memory can be used to describe the elements of a good solution so that a bad move can be 
penalized.    
Recency-based memory: A kind of short-term memory that keeps tracks of solution 
attributes that have changed during the recent past. This is the most described TS feature in 
the literature (Glover & Laguna, 1997). 
Frequency-based memory: To make sure that a certain level of diversity is maintained 
throughout the search without prohibiting many moves, frequently used moves can be 
penalized (Dréo et al. 2006). Variety of penalizing methods can be derived. Frequency of 
certain moves not exceeding a predefined threshold is an example. It is obvious that a 
penalty mechanism must be used along with an aspiration criterion not to miss good 
solutions. Penalty based on frequencies may be regarded as a long-term memory. In general, 
it is better to use both long-term and short-term memory together. Such collaboration can be 
either “constant” or “varied”. The term “constant” indicates that the number of tabu moves 
and penalty coefficients are predetermined. On the other hand, “varied” refers to alternating 
search phases. The purpose of these phases will be to intensify the search or to diversify the 
search. Intensification is related to reducing the number of prohibited moves and/or 
evoking the long-term memory to choose solutions with characteristics close to the best 
solutions enumerated by the search. Diversification is achieved to some extent by means of a 
short term memory.  
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Intensification aims to guide the search through a part of the solution space that is likely to 
have promising solutions while diversification aims to force the search through unvisited 
areas in the solution space.   
Critical event memory: A kind of memory that monitors the occurrence of critical events 
and constitutes an aggregate summary of these events (Glover & Laguna, 1997). 
Explicit memory: Records complete solutions generally consisting of elite solutions (Glover 
& Laguna, 1997). This kind of memory needs excessive space, and it expands neighborhood 
during the search. Explicit memory is related to intensification.  
Attributive memory: Records information about solution attributes rather than about 
solution. In the TSP, index of tours may be used as attributes. Attributive and explicit 
memories complement each other. Attributive memory reduces the neighborhood size by 
forbidding certain moves. 
Tabu-active: Attributes that change as a result of a move. These attributes may be used in a 
recency-based memory called “tabu-active” for a specified number of iterations.  
Tabu tenure: Size of a tabu list or previous solutions to be stored. Effective tabu tenures 
depend on the size of a problem instance.  
Strategic Oscillation: A means for interplay between intensification and diversification over 
a long term (Figure 2.2) 
 

 
Figure 2.2 Graph of Oscillation Boundary 

Tabu Thresholding: A method that joins prescriptions of strategic oscillation with 
candidate list strategies. Thresholding methods guide greedily exploring search space in a 
nonmonotonic way. 
Hash functions: These are used in TS to provide a mechanism to avoid cycling in such a 
way that it won’t result in expensive computation. Solution vectors can be mapped to 
integers that can be stored for a number of recent iterations. 
Path relinking: A kind of integration of intensification and diversification strategies. Based 
on this approach, new solutions are generated exploring trajectories that connect elite 
solutions by generating a path in the neighborhood space (Glover & Laguna, 1997). 
Vocabulary building: It is about generating new attributes out of other attributes like 
generating new populations or offsprings in GA. The basic idea is identifying meaningful 
parts of solutions as a basis to generate new combination of solutions. It can be viewed as an 
instance of path relinking.  

Iterations 

Oscillation Boundary 

Function 
Value 
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2.3 Other meta-heuristic definitions 
All meta-heuristics, including TS, have terminology and stories associated with them. For 
example, some meta-heuristics are inspired from animal behaviors, others from biology, and 
some from manufacturing processes. In this part of the chapter, we will concentrate on the 
definitions related to meta-heuristic procedures other than TS.  

2.3.1 Simulated annealing (SA) 
The SA procedure is inspired from the annealing process of solids. SA is based on a physical 
process in metallurgy discipline or solid matter physics. Annealing is the process of 
obtaining low energy states of a solid in heat treatment. Annealing process starts with 
melting the solid by heat treatment. Particles constituting the solid are arranged according 
to that heat treatment. Then, temperature is decreased which results in minimum energy 
state. 
Threshold Value: Value from which difference of costs associated with two solutions 
should be strictly less. 
Temperature (control parameter): It is the expected value of the thereshold. 

2.3.2 Genetic algorithms 
Chromosomes: These are strings of parameters which construct proposed solutions to the 
problem. 
Crossover: In order to find better solutions and maintain diversity, crossover is used in 
genetic algorithms. For instance, a new solution (a child) can be obtained by combining two 
separate solutions (parents). This combination is defined as crossover. Figure 2.3 provides 
an example.  There are two chess boards and pawns on these boards. We divide the chess 
boards from the middle into two parts. On the first chess board, we have 3 pawns on the left 
and 3 pawns on the right. On the second chess board, we have 6 pawns on the left and 4 
pawns on the right. An example of crossover would be combining the left half of the first 
board with the right half of the second board. It is possible to obtain diverse solutions in 
genetic algorithms by utilizing the crossover operation. However, crossover may lead to 
infeasible solutions, and one needs to be aware of such situations. 

 
Figure 2.3  A crossover example considering different pawn orders on the chess board 
 

Evolutionary Algorithms: Algorithms which are very similar to genetic algorithms. They 
are population based algorithms and they rely on artificial intelligence.   
Fitness Function: A tool used in genetic algorithms that serves as a neighborhood function so 
that different solutions can be compared based on the values obtained from the fitness function. 



 Local Search Techniques: Focus on Tabu Search 

 

8 

Initialization: A step in which initial solutions are obtained by using initial populations. 
These initial populations are usually generated randomly. Using these populations, possible 
solutions are determined some of which are selected to construct the search space. 
Mutation: An operator which is used to provide diversity in between populations.  
Selection: This is the process in which the solutions are selected in accordance with the 
results from the fitness function.  
Reproduction: After obtaining the results through crossover and/or mutation, another 
population is generated. From this newly created population, again new children are 
determined by the help of crossover and/or mutation and the reproduction process goes on. 
Termination criterion: A condition that indicates when the algorithm will stop. 

2.3.3 Ant colony optimization 
Ants: Small animals (insects) that live in colonies in/on the ground. With this real life 
definition, ant colony optimization is an optimization method in which imaginery agents are 
used.  
Daemon Actions: These are the actions that can be taken to centralize the solution. The aim 
of Daemon Actions is to prevent quick convergence of the algorithm. 
Decentralized Control: A term which is related to robustness and flexibility. Robust 
systems are desired because of their ability to continue to function in the event of 
breakdown of one of their components (Dréo et al., 2006). 
Dense Heterarchy: A term which is taken from biology and represents the organization of 
ant colonies. It is different from the managerial term hierarchy. In dense heterarchy, the 
structure is horizontal, contrary to hierarchy (see Figure 2.4). 
Pheromone: In real life, pheromone refers to the chemical material that an ant spreads over 
the path it goes and the level of it changes over time by evaporating. On the other hand, in 
ant colony optimization, pheromone is a parameter. The amount of this parameter 
determines the intensity of the trail. The intensity of the trail can be viewed as a global 
memory of the system (Dréo et al., 2006). 

 
Figure 2.4 - Hierarchy (a) and dense heterarchy (b): two opposite concepts (Dréo et al., 2006) 



Tabu Search: A Comparative Study 

 

9 

MAX-MIN Ant System: An improved version of the “Ant System” in which only the best 
ant updates a trail of pheromone and values of the trails are limited, the maximum value is 
given to the trail initially (Dréo et al., 2006). 
Positive Feedback: Feedback that instructs all ants to follow the same single path to reach 
the solution. 
Stigmergy: The indirect communication among ants when finding a path to reach the food.  

2.3.4 GRASP 
Greedy Function: The function is used to rank the solution elements. 
Iterated Local Search: It is the search in which a locally optimal solution is derived by using 
iterative improvement of GRASP. 
Restricted Candidate List (RCL): A list in which well ranked elements of partial solutions 
are placed. 

2.3.5 Particle swarm optimization 
Cognitive Consistency: A meaningful pattern among the particles in a given society. 
Particles can be anything from animals to cities depending on the system studied. Based on 
cognitive consistency, when one group of particles thinks in a certain way, the other  groups 
also think in the same or a similar way. 
Global Best: The best position found after an update made by any particle in the swarm. 
Local Best: The best solution that a particle has seen. 
Neighborhood Best: It is the best solution that the particle finds after examining the 
neighboring solutions. 
School: The set of elements (e.g. animals) in a society.  
Position: The location of the particle in a specific iteration.  
Social Influence: A term used in PSO that describes the logic of particle swarm. In real life, 
people have thoughts and these thoughts can change after social interactions like 
conversations. The same logic is used for PSO so that the solutions are changed in the best 
possible way. 
Swarm Intelligence: The artificial intelligence that is made up of simple agents that interact 
with one another and with the environment. 
Velocity: The direction of movement of the particles of a particular society. 

3. Meta-heuristic procedures 
It is possible to classify meta-heuristics in many ways. Different view points differentiate the 
classifications. Blum and Roli (2003) classified meta-heuristics based on their diverse 
aspects: nature-inspired (e.g. GA, ACO) vs. non-nature inspired (e.g. TS); population-based 
(e.g. GA) vs. single point search (also called trajectory methods, e.g. TS); dynamic (i.e. 
guided local search) vs. static objective function; one vs. various neighborhood functions 
(i.e. variable neighborhood search); memory usage vs. memory-less methods. A 
classification of meta-heuristics is given in the Table 3.1 in which “A” represents the 
adaptive memory property, “M” represents the memory-less property, “N” represents 
employing a special neighborhood, “S” represents random sampling, “1” represents 
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iterating-based approach, and “P” represents a population-based approach. Population-
based approaches, also referred to as evolutionary methods, manipulate a set of solutions 
rather than one solution at a stage.  
 

Meta-heuristic Classification 
Tabu-search A/N/1-P 

Simulated annealing M/S-N/1 
GA M/S-N/P 

ACO M/S-N/P 
GRASP M/S-N/1 

PSO M/S-N/P 

Table 3.1 – Classification of Meta-heuristics (modified from Glover, 1997) 

Almost all meta-heuristic procedures require a representation of solutions, a cost function, a 
neighborhood function, an efficient method of exploring a neighborhood, all of which can 
be obtained easily for most problems (Aarts & Lenstra, 2003). It is important to mention that 
a successful implementation of a meta-heuristic procedure depends on how well it is 
modified for the problem instance at hand.  

3.1 Tabu Search (TS) 
TS can be considered as a generalization of iterative improvements like SA. It is regarded as 
an adaptive procedure having the ability to use many methods, such as linear programming 
algorithms and specialized heuristics, which it guides to overcome the limitations of local 
optimality (Glover, 1989). 
TS is based on concepts that can be used in both artificial intelligence and optimization 
fields. Over the years TS was improved by many researchers to become one of the preferred 
solution approaches. Surrogate constraints, cutting plane approaches, and steepest ascent 
are big milestones in the improvement of TS. TS applies restrictions to guide the search to 
diverse regions. These restrictions are in relation to memory structures that can be thought 
of as intelligent qualifications. Intelligence needs adaptive memory and responsive 
exploration (Glover & Laguna, 1997). For example, while climbing a mountain one 
remembers (adaptive memory) attributes of paths s/he has traveled and makes strategic 
choices (responsive exploration) on the way to peak or descent. TS also uses responsive 
exploration because a bad strategic decision may give more information than a good 
random one to come up with quality solutions. TS has memory property that distinguishes 
it from other search designs. It has adaptive memory that is also different from rigid 
memory used by branch and bound strategies. Memory in TS has four dimensions: quality, 
recency, frequency, and influence.  
TS forces a move to a neighbor with least cost deterioration. TS uses memory to keep track 
of solutions previously visited so that it can prevent revisiting that solution. Memory-based 
strategies are hallmark of TS approaches. Many applications don’t include advanced 
features of TS since good solutions are typically achieved by simple designs. A basic tabu-
search algorithm for a maximization problem is illustrated in Figure 3.1. 
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algorithm Tabu search 
begin 
         T:= [ ]; 
          s:=initial solution; 
          s*:=s  
          repeat 
                   find the best admissible s’ є N(s); 
                   if f(s’) > f(s*) then s*:=s’ 
                   s:=s’; 
                   update tabu list T; 
         until stopping criterion: 
end; 

 

Figure 3.1 – A basic tabu search algorithm 

where T is a tabu list and N(s) is the set of neighborhood solutions. A generic flowchart of 
TS algorithm can be given as follows in Figure 3.2: 
 
 

 
Figure 3.2 - Generic flowchart of TS algorithm (Zhang et al. 2007) 

Generate neighbors of the current seed solution by a 
neighborhood structure 

N 

Generate an initial solution, store it as the current seed and the 
best solution, set parameters and clear the tabu list 
 

Output optimization result 

Is the aspiration 
criterion satisfied? 

Is stop criterion 
satisfied? 

The “best” neighbor which is not tabu is selected as new seed 
 

Update the tabu list 

Store the aspiration solution as the new seed 
and the best solution 

Y

Y

N 
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TS memory can be implemented by means of matrices as shown in the practical example 
below provided in Figure 3.3 (Hindsberger & Vidal, 2000) for the TSP: 
 

Iteration 10 Iteration 11

Recency M. Recency M.
1 2 3 4 5 1 2 3 4 5

1 3 1 2
2 1 2 2 1 3
3 1 3
4 2 1 3 4 2 1 3
5 2 5 3

Frequency M. Frequency M.
Current solution: Current solution:

City 1 2 3 4 5 City 1 2 3 4 5
Seq. 1 3 2 4 5 Seq. 1 5 2 4 3

Objective Value: 16 Objective Value: 12
Best Objective Value: 15 Best Objective Value: 12

Neighborhood: Neighborhood:

T

16

Obj. Value
1 - 3 15

2 - 4 17
3 - 5 18

2 - 4 15
3 - 4

2 - 5 12
Swap Obj. Value Swap

 
Figure 3.3 – Matrix implementation of recency memory (Hindsberger & Vidal, 2000) 

Here, upper triangular matrix represents recency memory which stores tabu moves. For 
example, in iteration 10 exchanging cities 1 and 2 is tabu for 3 iterations, exchanging cities 2 
and 5 is tabu for 2 iterations etc. Lower triangular matrix represents frequency memory 
which stores frequency of exchanging cities. For example, in iteration 10 cities 1 and 2 were 
changed once etc. Total number of exchanges is 9 since it is the 10th iteration we are in. T 
represents the tabu move.  

3.2 Simulated Annealing (SA) 
SA is a randomized algorithm that tries to avoid being trapped in local optimum solution by 
assigning probabilities to deteriorating moves. In SA a threshold value is chosen. The 
increase in cost of two moves is compared with that threshold value. If the difference is less 
than the threshold value, then the new solution is chosen. A high threshold value may be 
chosen to explore various parts of solution space while a low threshold value may be chosen 
to guide the search towards good solution values. The threshold value is redefined in each 
iteration to enable both diversification and intensification. Starting with high threshold 
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values and then decreasing the value may result in finding good solutions. SA uses 
threshold as a random variable. In other words SA uses expected value of threshold. In a 
maximization problem acceptance probability of a solution is defined as follows: 
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where ck is the temperature that gives the expected value of the threshold. A generic SA 
algorithm for a maximization problem is given in Figure 3.4 below: 
 

 
algorithm Simulated annealing 
begin 
          s:= initial solution 
          k:=1; 
          repeat 
                   generate an s’ є N(s); 
                   if f(s’) ≥ f(s) then s:=s’ 
                   else 
                               if  exp(

kc
sfsf )()'( − ) > random[0,1) then s:=s’; 

                   k:=k+1; 
         until stopcriterion: 
end; 

 

Figure 3.4 – A simulated annealing algorithm 

The cooling schedule is important in SA. Temperature values (ck) are specified according to 
the cooling schedule. In general, the cooling schedule’s temperature is kept constant for a 
number of iterations before it is decreased.  

3.3 Genetic Algorithms (GAs) 
GAs are used to create new generation of solutions among trial solutions in a population.  
GA is a population-based heuristic that imitates a biological system to find a reasonable 
solution to a difficult problem. In this section, we will observe how one can obtain efficient 
solutions with respect to computation time and solution quality using GAs.  
In a GA, a “fitness function” is utilized and hence a quantitative study is performed. The 
fitness function evaluates candidate solutions, determines their weaknesses and deletes 
them if they are not expected ones. After this step, the reproduction among the candidates 
occurs and new solutions are obtained and compared using the fitness function again. The 
same process keeps repeating for number of generations.  
With the above description in mind, Figure 3.5 shows a general schema of using GA for 
minimization problems. The initial step is to determine P0, the first population of solutions. 
Using the fitness function, improvements are made to the initial population of solutions. 
Afterwards, the algorithm enters into a loop in which crossover and mutation operations are 
performed until a stopping criterion is met. A typical stopping criterion is to perform all the 
steps for a fixed number of generations. 
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                Begin 
 P0 := set of N solutions; 
 /*Mutation*/ 
 replace each s∈ P0 by Iterative_Improvement(s); 
 t :=1; 
 repeat 
 Select Pt ⊆ Pt-1; 
 /* Recombination */ 
 extend Pt by adding offspring; 
 /* Mutation */ 
 replace each s∈ Pt by Iterative_Improvement(s) ; 
 t :=t+1; 
 until stopcriterion; 
 end; 

Figure 3.5 - A genetic local search algorithm for a minimization problem (Michiels et.al., 
2003) 

GAs have many application areas in Aerospace Engineering, Systems Engineering, 
Materials Engineering, Routing, Scheduling, Robotics, Biology, Chemistry, etc. 

3.4 Ant Colony Optimization (ACO) 
ACO is another branch of meta-heuristics that is used to solve complex problems in a 
reasonable amount of time.  
In Figure 3.6, a general type of ant colony optimization is given.  
 

procedure ACO_Meta-heuristic 
 while (not_termination) 
 generateSolutions() 
 pheromoneUpdate() 
 daemonActions() 
 end while 
end procedure 

Figure 3.6 - A general ant colony optimization procedure 

As seen from the general algorithm, a set of initial solutions should be generated in each 
turn of the while loop, then the pheromone levels should be updated and actions should be 
taken. When the termination criterion is reached, the procedure ends. This algorithm can be 
modified to fit the needs of the specific problem. 
In Figure 3.7, a generic ACO procedure is provided to solve the Traveling Salesman Problem 

(TSP). k
iJ  is the list of already visited cities. 

As shown in Figure 3.7, the algorithm begins with generating an initial solution. The 
variable m represents the number of ants. Each city is selected based on a probability 
function which is given in (1) and after the selection; the evaporation is performed by 
utilizing equation (2). However, in order to calculate equation (2), equation (3) is utilized. 
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For Iteration t = 1, . . . , tmax 
 For each ant k = 1, . . . , m 
         Choose a city randomly 
         For each non visited city i 
                                 Choose a city j, from the list of  remaining cities using (1) given
                                 below. 
         End For 
         Deposit a trail             on the path                in accordance with (3) given below. 
 End For 
 Evaporate trails based on (2) given below. 
End For 
 

Figure 3.7 - An ACO algorithm used in solving the TSP  
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where; 
α and β are parameters that controls τij and nij. 
nij is the visibility from city i to city j.  
τij is the intensity from city i to city j. 
 ρ is evaporation coefficient. 
where; 
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As the best solution is obtained, the algorithm stops. All the equations and algorithms are 
borrowed from Dréo et.al. (2006).  

3.5 Greedy Randomized Adaptive Search Procedure (GRASP) 
GRASP is another meta-heuristic method used for solving combinatorial optimization 
problems. Figure 3.8 demonstrates how GRASP works for a minimization problem. 
This algorithm is composed of two main phases: a construction phase and a local search 
phase. In the construction phase, there is a greedy function which maintains the rankings of 
partial solutions. This step is very important because it affects the time efficiency of the 
algorithm. After ranking the partial solutions, some of the best ones are stored in a restricted 
candidate list (RCL). In the local search phase, as shown in Figure 3.8, a comparison is done 

)(tTk
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to differentiate the quality of solutions. The algorithm terminates after a fixed number of 
iterations. 
 

procedure GRASP 
 while (termination condition not met) do 
           s ConstructGreedyRandomizedSolution 
           ŝ  LocalSearch(s) 
  If ˆ( ) ( )bestf s f s< then 

   bests   ŝ  
  end-if 
 end-while 
 return bests  
end-procedure 

Figure 3.8 - High level pseudo-code for GRASP (Dorigo & Stützle, 2004) 

Fogel & Michalewicz (2000) provide a GRASP application to solve a TSP with 70 cities. They 
randomly select a city to begin the tour and then add the other 69 cities one at a time to the 
tour. After constructing an initial solution, they run the algorithm and evaluate 2415  
different solutions. In such big TSP problems, GRASP seems to find good solutions in 
reasonable amounts of time. 

3.6 Particle Swarm Optimization (PSO) 
PSO is inspired from the collective behaviors of animals. In this section, we will present a 
sample PSO algorithm to demonstrate how it works and talk about the kinds of problems it 
is applied to. 
There are two key definitions in using PSO algorithms that have been defined in Section 2 
earlier: position and velocity. The position and velocity of particle i at time t are represented 
by xi(t) and vi(t) respectively. The position and velocity of a particle changes based on the 
following equations: 

 xi(t) = xi(t − 1) + vi(t − 1) (4)   

equivalently,  xi(t) can be represented as a function of the previous position, previous 
velocity, pi, and pg where, pi is the local best position of particle i, and pg is the neighborhood 
best position  

 xi(t) = f (xi(t − 1), vi(t − 1), pi, pg) (5) 

Equation (6) shows the velocity of particle i.  

 vi(t) = vi(t − 1) + Φ1 (pi − xi(t − 1)) + Φ2 (pg − xi(t − 1))  (6) 

where;  
Φ1 and Φ2 are randomly chosen parameters. Φ1 represents the individual experience and Φ2 
represents the social communication. In figure 3.9 the PSO algorithm is given for n particles: 
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        For i = 1 to n : 
 If F(xi) > F(pi) then : 
         For d = 1, . . . , D : 
                               pid = kid // pid is thus the best found individual 
         end d 
 end if 
 g = i 
 For j =index of the neighbors: 
         If F(pj) > F(pg) then: 
  g = j // g is the best individual in the  
                               neighborhood 
          end if 
 end j 
 For d = 1, . . . , D : 
                                vid(t) = vid(t − 1) + Φ1 (pid − xid (t − 1)) + Φ2 (pgd −  
                                - xid (t − 1)) 
                                vid ∈ (−Vmax_ + Vmax) 
                                vid(t) = xid(t − 1) + vid(t) 
 end d 
        end i 
end 

Figure 3.9 - The PSO algorithm for n particles (Dréo et al., 2006) 

As seen in Figure 3.9, this algorithm can be used in multiple dimensions.  
This PSO algorithm can be applied to many problems in the real life such as the TSP, the 
vehicle routing problem, the flowshop scheduling problem, etc. However, it is more 
commonly used in training of artificial neural networks. 

4. Tabu search applications 
TS applications comprise diverse fields like scheduling, computer channel balancing, cluster 
analysis, space planning, assignment, etc. It also has applications in many different technical 
problems like the travelling salesman, graph coloring, character recognition, etc. We have 
reviewed the recent literature (2000 and after) using keywords such as “tabu search”, “local 
search”, and “meta-heuristic.” We collected around 150 articles most of which are focused 
on TS. In this chapter we will go over these articles to point out various applications of TS. 
Rather than going over all 150 articles, we only focused on the ones that represent diverse 
applications of TS.  
Based on our literature review, TS is used widely on machine scheduling and job-shop 
scheduling problems. In his study Glover (1990), stated that Widmer & Hertz’s (1990) 
application of TS to flow shop sequencing problems succeeded in obtaining solutions 
superior to the best previously found by applying a range of methods in about 90% of the 
cases. TS has shown superior results in other recent applications as well. Blazewicz et al. 
(2008) presented three meta-heuristics SA, TS, and variable neighborhood search (VNS) for 
the two-machine flow-shop problem with weighted late work criterion and common due 
date. Initial solutions were generated by Johnson’s algorithm (1954) or list scheduling 
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algorithm which is a constructive method, that builds a solution by executing jobs selected 
according to a given priority dispatching rule. In order to have the best settings for the 
corresponding meta-heuristics, some parameters were tuned. As a result of the experiments 
TS control parameters were selected as: the neighborhood was generated by interchanging 
jobs based on the weighted processing times of the jobs, from 33% of generated jobs, 
termination condition was double the number of jobs, tabu list length was equal to 300% of 
the number of jobs. For comparing the efficiency of meta-heuristics, 20 problem instances 
were evaluated. Tuning improved TS performance by 7%. In this study, SA generated better 
schedules in shorter time. Chen et al. (2007) studied an extension of the hybrid flow-shop 
scheduling problem. In their study, a mixed-integer programming (MIP) model was 
provided, then a TS based algorithm was used. Also, Fink & Voss (2003) examined the 
application of different kinds of heuristic methods to the continuous flow-shop scheduling 
problem. Results show that effectiveness of heuristics depends on the problem size, desired 
solution quality, and available running time meaning that there is no single ‘‘best’’ method 
that dominates all other heuristics. In general, reactive TS (where tabu list is shortened or 
increased according to a resampling condition) obtained high-quality results without any 
parameter tuning.  Brucker et al. (2003) presented a TS approach for the flowshop problem 
with intermediate buffers where different job sequences on the machines were allowed. Pan 
et al. (2008) proposed a PSO algorithm for a no-wait flowshop scheduling problem. When 
implementing the PSO algorithm, they also made comparisons of the performance of PSO 
with several other meta-heuristic procedures. One comparison was in between PSO and TS 
on this problem. It was mentioned that the TS algorithm and its hybrids generated better 
results on this specific problem. Eksioglu et.al. (2008) also used a TS algorithm utilizing 
changing neighborhoods for a flowshop scheduling problem. In their study, the results of 
this algorithm (3XTS) were compared to neuro-tabu search (EXTS) and ant colony 
optimization (ACO) algorithms. The property of the used TS algorithm in their research was 
that TS used three different neighborhood structures to obtain better results which meant it 
diversified the search. They observed that this TS algorithm obtained as good solutions as 
the neuro-TS and ACO algorithms. The computational time of 3XTS was almost the half of 
EXTS because it was capable to explore block properties. They concluded that the solution 
times of the ACO and the 3XTS algorithms were almost the same but 3XTS gived solutions 
which were closer to the optimal solution.  Chen et al. (2008) developed a hybrid TS (HTS) 
for re-entrant permutation flow-shop scheduling problems. The proposed algorithm (HTS) 
improved the efficiency of TS obtaining favorable solutions within a reasonable time. It was 
mentioned that HTS found optimal solutions for all small problems. For large problems, 
HTS was superior to pure TS. Moreover, as the size of the problem increased, HTS 
performed better than pure TS.   
Zhang et al. (2007) studied job-shop scheduling problems (JSP) proposing a TS algorithm 
with a new neighborhood structure that could avoid cycling and investigate much larger 
part of the solution space.  Kis (2003) had also solved alternative JSP problems by TS and by 
a GA. Based on the results, TS was superior to GA both in terms of solution quality and 
computation time. Pezzella & Merelli (2000) presented a TS method guided by shifting 
bottleneck for the JSP. Liaw (2000) had developed a hybrid GA based on TS for open shop 
scheduling problem. It was stated that the algorithm performed extremely well Liaw (2003) 
examined the problem of scheduling two-machine preemptive open shops. A TS approach 
was proposed that provided excellent results. In most of the cases TS found optimum 
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values. In other cases it found values with average deviation from optimum value by nearly 
2%. However, McMullen & Frazier (2000) dealt with the problem of mixed-model 
sequencing with multiple objectives on a just-in-time line. They used SA for solving the 
problem. It was stated that SA outperformed TS in most of the cases. Grabowski & Pempera 
(2000) dealt with sequencing of jobs in a production system presenting a TS a solution 
method. Vinicius et al. (2000) used TS for scheduling on identical parallel machines to 
minimize mean tardiness. Kim et al. (2003) also used a due date density-based categorizing 
heuristic that incorporated TS for parallel machines scheduling.  
Waligóra (2008) studied discrete–continuous (discrete and continuous resources) project 
scheduling with discounted cash flows. Applications of TS, as well as simple search 
methods have been described. Based on the experiments, TS seemed to be an efficient 
algorithm for solving the considered problem, clearly outperforming simple search 
algorithms and producing results close to optimum. Mika et al. (2008) also studied a multi-
mode resource-constrained project scheduling problem with schedule dependent setup 
times. TS was compared to a multi-start iterative improvement method and a random 
sampling method. Experiments showed that TS outperformed the other algorithms. Valls et 
al. (2003) dealt with the resource-constrained project scheduling problem through a non-
standard implementation of TS principles. 
Rubrico et al. (2008) studied scheduling of multiple picking agents for warehouse 
management. They developed a tabu scheduler exhibiting less computation time. Burke et 
al. (2004) proposed a TS hyperheuristic for timetabling and rostering. It outperformed GA in 
terms of feasibility while GA was better in terms of cost. 
Burke & Smith (2000) developed a hybrid algorithm that was a memetic algorithm using TS 
for maintenance scheduling problem. It was concluded that this algorithm performed better 
at the expense of a little increase in solution time. Based on the results presented in the 
above references, we can conclude that a pure TS or hybrid TS performs superior to other 
advanced meta-heuristics like SA, GA or PSO and simple heuristics for flowshop 
scheduling, JSP and general scheduling problems.  
Like scheduling, vehicle routing is another field in which TS is widely used. Teng et al. 
(2003), performed a comparative study of meta-heuristics for the vehicle routing problem 
(VRP) with stochastic demands. In this study, they present three meta-heuristics: SA, 
threshold accepting (TA), and TS meta-heuristic for the single VRP with stochastic demands. 
It is shown that quality of initial solutions has a positive effect on the TS algorithm while 
this is not valid for SA and TA. In this study, solution quality of TS outperforms the other 
two. Moreover, the superiority of TS increases as the problem size increases. Also TS 
requires less computation time than SA. Same neighborhood is used for all of the meta-
heuristics. Hence, it is concluded that TS performs better than SA and TA in terms of 
solution quality and computation time for the single VRP with stochastic demands. Fallahi 
et al. (2008) introduced a multi-compartment vehicle routing problem (MC-VRP), a problem 
not yet studied in literature in spite of its important practical applications. Three algorithms 
were proposed to solve it: a constructed heuristic, a memetic algorithm (MA) combined with 
a path relinking method used as post optimization, and TS. These methods have been tested 
using two sets of problems. It is stated that in general, TS provides slightly better solutions 
than MA but requires more computational time. Li et al. (2007) compared the results of 11 
algorithms that solve the open vehicle routing problem (OVRP) and found that procedures 
based on adaptive large neighborhood search, record-to-record travel, and TS performed 
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well.  Shetty et al. (2008) considered the strategic routing of a fleet of unmanned combat 
aerial vehicles (UCAVs). The TS heuristic for TSP calculates quick tours when the 
assignments are finalized. For larger scale problems the TS heuristic provides good feasible 
solutions quickly. Iterative nature of the heuristic allows it to be stopped after a feasible 
solution is generated. It is stated that such problems might benefit from the decomposition 
scheme proposed in this work with TS coordinating the subproblems. Caricato et al. (2003) 
have examined a VRP under Track Contention whose applications arise in automated 
material handling systems and flexible manufacturing systems. Three heuristics were 
developed: two simple procedures and a tailored TS. In view of its adaptation to a real-time 
setting, the TS algorithm was parallelized. Based on the results, TS provides better solutions 
although this usually comes at the expense of a larger computing time. Backer et al. (2000) 
dealt with VRPs presenting a method for combining constraint programming with local 
search including TS. Gendreau et al. (2007) proposed a TS heuristic for the vehicle routing 
problem with two-dimensional loading constraints.  
TS is used in facility location problems as well. Arostegui et al. (2006) compared relative 
performance of TS, SA, and GA on various facility location problems (FLP). In their study it 
is mentioned that another comparison between these meta-heuristics was made in 1993 by 
Sinclair for the quadratic assignment problem (QAP). In the FLP problem GA performed 
worst and TS provided better solutions than SA in 28 instances out of 37 having nearly the 
same computation time.  In 1992 Kincaid compared TS and SA for noxious facilities location 
and concluded that TS outperformed SA. In 2003, Wang et al. showed that for the budget 
constraint location problem TS results were more satisfactory in terms of quality when 
compared to a Lagrangian Relaxation (LR) approximation. Also Chamberland in 2004 
showed that for a network subsystem expansion problem a TS based heuristic provided 
good solutions. Capacitated (CFLP), multi-period (MPFLP), and multi-commodity (MCFLP) 
facility location problems were used to compare three meta-heuristics. Their performance 
was evaluated on three dimensions: computation time limitation, solution limited 
dimension, unrestricted dimension. For time-limited results, performance of TS was 
superior to others in CFLP and MPFLP. Statistically TS showed best performance for rapidly 
reaching low-cost solutions followed by SA and GA. For MCFLP, GA provided best result. 
Vector representation for MCFLP resulted in fewer solutions to be evaluated. Overall, given 
the same amount of time TS in general gave the best results. For solutions-limited results, 
SA performed similar to or better than TS. For unrestricted results, TS performed best for 
CFLP and MCFLP while SA performed best for MPFLP. Michel & Hentenryck (2004) 
presented a simple tabu-search algorithm which performed well for un-capacitated 
warehouse location problem (UWLP). It outperformed the GA in efficiency and robustness. 
Amaldi et al. (2006) investigated mathematical programming models for base station 
location and configuration. They proposed a TS algorithm starting with an initial solution 
using a randomized greedy procedure.  Mladenovic et. al (2003) proposed a TS algorithm 
and variable neighborhood search (VNS) for p-Center problem, one of the basic models in 
discrete location theory. Cortinhal & Captivo (2003) dealt with the single source capacitated 
location problem. They proposed a Lagrangean heuristic combined with TS. 
The Capacitated Arc Routing Problem (CARP) is another application for TS. Brandão and 
Eglese (2008) presented a deterministic TS algorithm for the CARP. Results in this study 
show that TS is capable of providing high quality results in a reasonable computing time. 
Amberg et al. (2000) dealt with multiple center CARP with a TS algorithm using capacitated 
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trees. They concluded that the proposed TS is capable of yielding good solutions. Brandao 
and Eglese (2006) solved a capacitated arc routing problem using a deterministic TS 
algorithm and they compared the results with a memetic algorithm and CARPET (their 
heuristic for solving CARP). They concluded that the results of the TS algorithm were 
reproducible because it was a deterministic algorithm. On the other hand, they denoted that 
the results of the memetic algorithm and CARPET could not be reproduced because these 
algorithms included random elements. Since the memetic algorithm and CARPET used 
random elements, everytime they run the algorithms they obtained different results so they 
preferred the results of the TS algorithm. 
In the network design field, Ignacio et al. (2008) used TS in a computer network design 
problem called the concentrator location problem. A problem formulation and a LR 
procedure were presented. Approximate solutions are obtaind by TS. Computational results 
are shown for 320 problem instances. For problems with more than 100 users TS provides 
better results than CPLEX. Two other studies in network design were by Chamberland 
(2003) and Fortz et al. (2003).  
In production and distribution field, Russell et al. (2008) studied a problem for integrating 
the production and distribution of newspapers from plant to bulk delivery locations. The 
proposed TS methodology made it easier and more efficient for the newspaper to handle 
increasing volume of pre-print advertisement. TS methodology was able to reduce the 
number of vehicles required by 18.18%. Lukac et. al. (2008) studied production planning 
problems with sequence dependent setups and solved them by a TS based heuristic. Valdes 
et al. (2007) studied a two-dimensional non-guillotine cutting problem proposing a TS 
algorithm. Based on the computational results, TS worked well for the constrained and 
double-constrained test problems. Onwubolu et al. (2000) proposed a TS approach to 
cellular manufacturing systems. In this study a cell formation problem was modeled that 
had three objectives: minimization of intercellular movements, minimization of cell load 
variation, and a combination of two. It was stated that TS worked as well as other published 
algorithms for the same problem. TS has an extra advantage that is allowing the designer to 
select the maximum number of cells as well as machines in a cell. Hung et al. (2003) used TS 
with ranking candidate list to solve production planning problems with setups. Pai et al. 
(2003) dealt with optimization of laminate stacking sequence for failure load maximization 
using TS. Results were comparable to GA. 
There are many other application fields and problems in which TS is used. For example: Cell 
planning with capacity expansion in mobile communications (Lee & Kang, 2000), 
application-level synthesis methodology for multidimensional embedded processing 
systems (Alippi et al. 2003). Cogotti et al. (2000) performed a comparison of optimization 
techniques for Loney’s Solenoids Design and proposed an alternative TS algorithm. Emmert 
et al. (2003) have shown an effective way of bi-partitioning electrical circuits using TS. It was 
stated that TS offered quick convergence to good partitioning solutions for circuits in the 
range of their application. Their algorithms show dramatic improvement in execution time 
with good solution quality as compared to a random move SA approach. They also mention 
that their placement method is suitable for quickly initializing the inputs to other non-
deterministic placement algorithms. Rajan et al. (2003) proposed a neural-based TS method 
for solving unit commitment problem. Blazewicz et al. (2000) proposed a TS-based 
algorithm for DNA sequencing in the presence of false negatives and false positives.  
Corberan et al. (2000) studied a mixed rural postman problem in which TS was used. Ahr & 
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Reinelt (2005) presented a TS algorithm for the min-max Chinese postman problem. Tan et 
al. (2008) proposed an optimization procedure combining zonation methods with TS to 
identify the spatial distribution of a hydraulic conductivity field. Blöchliger & Zufferey 
(2008) studied a graph-coloring problem proposing a heuristic using partial solutions and a 
reactive tabu scheme. It was shown that this reactive tabu scheme obtains good results on a 
large sample of benchmark graphs which are generally difficult to color. Konak et al. (2003) 
studied a reliability design problem called the Redundancy Allocation Problem. A TS, 
named TSRAP,was described and compared to other approaches to the problem.  
As amply demonstrated, TS is applied to a large variety of problems that arise in different 
fields. Next, we discuss performance of TS compared to other meta-heuristics.  

5. Performance of tabu search 
In 1988, the Committee on the Next Decade of Operations Research (CONDOR) evaluated 
TS together with SA and GA to be “extremely promising” for the future treatment of 
practical applications (Glover, Laguna, 1997). Based on section 4, we can state that the 
committee predicted the future quite well. TS, incorporating many artificial intelligence 
properties, outperformed other meta-heuristics in many application fields. However, 
theoretical aspects of TS that make it successful are still a matter of discussion. Some nice 
properties of TS are: TS generally proceeds more aggressively to local optimum unlike SA 
which relies on the premise that a slow descent will lead to a local optimum that is closer to 
a global one. This rationale of TS derives from two considerations: (1) optimization 
problems can be solved making the best available move at each iteration; (2) rather than 
spending more time in regions whose solutions are less attractive TS devotes larger effort to 
exploring regions where solutions are good (Glover, 1989).  SA may not be stopped at any 
desired moment in time since the control parameter (temperature) has to converge to a 
value close to zero to obtain a meaningful implementation, the cooling schedule needs to be 
tuned to the time available for deriving a solution (Michiels et al., 2007). TS can be stopped 
at any time. Iterative nature of the TS may allow it to be stopped after a feasible solution is 
found.  GA is a population based approach. It requires evaluation of populations over 
generations. For complex problems that kind of approach results in a great computational 
effort. TS, considering neighboring moves and not needing objective function gradient 
information as GA, is more efficient as demonstrated by Konak et al. (2003). SA makes 
stochastic moves. However TS uses deterministic moves which reduces variability due to 
initial solutions and other parameters.  
However, it is obvious that for a successful implementation of TS it is necessary to tune the 
algorithm for the specific problem on hand. Jaeggi et al. (2008) states that “A major 
shortcoming in the assessment of optimization algorithms for use on real-world problems is 
the lack of a suitable set of benchmark problems, which accurately capture the main features 
of the problems of interest. Until such a set is developed, true performance comparison 
between algorithms is difficult and one must rely on inference from a less suitable set of 
benchmark problems.” Based on the experiments discussed in our review of the literature, 
tabu lists designed to prevent repetition rather than reversal of moves seem to not work 
well.  An empirical discovery for the application of TS methods is that the number of 
iterations has a highly stable range of values that prevents both cycling and leads to good 
solutions (Glover, 1989). Development of TS is an iterative process, thus hoping to find the 
best solution at the very beginning would be naive. Necessary modifications depending on 
the problem instance must be made.  
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As mentioned in (Dréo et al. 2006) for many applications TS based heuristics showed more 
effective results. TS owes its efficiency to rather fine tuning of a large collection of 
parameters which may seem counter-intuitive. TS is a trajectory method constituting a 
neighborhood of solutions at each iterations in contrast to SA generating a single solution.  
In some cases, that attribute of TS makes it slower than SA as shown by Blazewicz et al. 
(2008). Deterministic TS may be feasible to be able to reproduce the results as shown by  
Brandão & Eglese (2008). GA appears to perform well in an environment when information 
is limited as in MCFLP. It seems like the longer the solution time the better the probability 
that TS will show superior performance. Local-search component and constraint handling 
flexibility of TS makes it attractive for problems having many constraints (Jaeggi et al., 
2008).  Vallada et al. (2008) stated that from the meta-heuristics tested, the two SA 
algorithms proposed outperform all other methods evaluated. They have also shown that 
the TS methods are good meta-heuristics in the m-machine flowshop problem with the 
objective of minimizing total tardiness. The method used for intensification by TS or GA, 
plays an important role in determining the accuracy of the results. Liaw (2000) stated that 
GA is good at performing global search and TS is effective for fine tuning for the open shop 
scheduling problem. A hybrid approach combining GA and TS in that study found optimal 
solution for nearly all test problems. Incorporation of appropriate heuristics with pure TS 
may be more effective as shown by Chen, et al. (2008). If the evaluation of the entire 
neighborhood space requires too much computation, then a neighborhood sorting method 
as well as using a ranking candidate list strategy may improve the performance of TS (Hung 
et al., 2003).  

6. Conclusion 
In today’s global and competitive environment, the use of scarce resources in the best 
possible way is more important than ever, and time is one of the critical resources for almost 
all problems. In this book chapter, we tried to show how efficient and effective results can be 
obtained using meta-heuristic methods, specifically TS.  
According to editorial of European Journal of Operational Research (EJOR) (Editorial, 2007), 
meta-heuristic research efforts seem to be aimed at two main areas of application: 
production/scheduling problems and logistics problems. Other domains of applications in a 
related issue of EJOR are finance, product design, bio-computing and data mining. A 
common feature seen is that authors use hybrid meta-heuristics to acquire efficient tailor-
made solution approaches.   
Hybrid approaches seem to have better performance in some problems motivating 
researchers to focus on hybrid meta-heuristic usage. For example, Ting et al. (2003) 
presented a work focusing on a novel mating strategy, called tabu genetic algorithm (TGA). 
TGA integrates tabu search (TS) into GA’s selection. Structures of GA and TS are not 
modified in these approaches. It is shown that in contrast to running GA and TS alternately, 
TGA implants characteristics of TS like aspiration into GA’s mating strategy. It is concluded 
that TGA outperforms GA, TS, and conventional hybrids of GA and TS, in terms of solution 
quality and convergence speed. 
Glover (2007) mentions that from the beginning of TS journey to present enabled us to solve 
many kinds of optimization problems effectively although there is a long way to go. Glover 
suggests focusing on human memory usage to understand how it affects problem solving, 
so that these features can be incorporated to TS memory. For this case psychology and 
heuristics fields should engage in new projects. 
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1. Introduction      
This chapter provides an insight on the use of Tabu search for the resolution of 
multiobjective (MO) optimization problems. Many real-world engineering problems are not 
defined with a single objective. Their complexity and the user demands lead to the use of 
multiple performance criteria that have to be optimized concurrently. For instance, when 
optimizing the shape of aerodynamic systems (Jaeggi et al., 2008) or when looking for the 
optimal placement of base stations in cellular networks (Reininger & Caminada, 2001), 
several optimization functions are necessary to account for the different performance 
metrics or services rendered by the system. In contrast to mono-objective optimization 
problems, there is rarely a unique solution that optimizes all the criteria. This is due to the 
fact that the objectives are often in conflict and that several feasible trade-off solutions exist, 
representing the best available feasible configurations of the system. Depending on the goal 
of the designer, one or several of these trade-off solutions can be eventually applied to the 
real implementation. This set of trade-off solutions is known as the Pareto-optimal set or as 
the optimal Pareto front.  
The role of a MO optimization algorithm is to find the best possible representation of the 
Pareto front. Due to the complexity of the evaluation functions in real-world systems, and 
due to the high number of continuous or discrete variables that usually characterizes these 
optimizations, an exact resolution of the problem is rarely affordable within a reasonable 
computation time. Therefore, most of the search algorithms are based on well-known 
metaheuristics such as genetic algorithms, simulated annealing or local search techniques.  
Main efforts in developing MO algorithms have been devoted to adapt genetic algorithms 
and evolution strategies to multiobjective optimization. The first multiobjective genetic 
algorithm was developed in 1985 and research in this field has been very active since (Deb, 
2001). Simulated annealing techniques have also often been proposed. However, few MO 
search metaheuristics rely on Tabu search. A 2002 survey on multiobjective optimization 
techniques (Jones et al., 2002) showed at that time that Tabu search inspired techniques only 
represented 6% of the literature investigated (the survey was conducted over 115 articles), 
while 70% of the articles proposed a genetic / evolution-based strategy and 24% proposed a 
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simulated annealing implementation. However, Tabu Search (TS) gained more attention in 
the last years as several seminal works on MO Tabu Search have been published. 
The purpose of this chapter is to provide the reader with a clear view on the use of TS in the 
field of multiobjective optimization and to outline its performance for real-world 
optimization problems. After a review of the main Tabu inspired MO optimization 
algorithms, a simple MO Tabu Search procedure developed by the authors (referred to as 
PMOTS) is introduced. This heuristic has been developed to resolve the wireless LAN access 
point planning problem (WLP problem). The WLP planning problem is used throughout the 
whole chapter as an illustrative example for the statements presented herein. Another real-
world optimization problem in the field of wireless networks is also presented at the end of 
the chapter to provide another implementation example. This new example deals with the 
problem of performance evaluation for routing in a wireless sensor network, where routing 
performance benchmarks can be provided by the search for the Pareto optimal data 
forwarding patterns in the network. 
The outline of this chapter is the following: Section 2 introduces the WLP problem as a 
multiobjective optimization problem. Section 3 presents the main concepts of multiobjective 
optimization and gives an overview of the main MO strategies developed so far. Section 4 
concentrates on the use of Tabu Search for multiobjective optimization. It first presents the 
Tabu based MO metaheuristics found in the literature and then focuses on the description of 
the proposed MO-Tabu heuristic. In section 5, a discussion on the adaptation of MO-Tabu 
for the WLP resolution is given and the related results are presented in a first subsection. 
Then, the use of PMOTS for the evaluation of wireless sensor networks is discussed. Section 
6 provides concluding remarks concerning the use of Tabu in a multiobjective optimization 
context. 

2. MO optimization for wireless systems 
2.1 The Wireless LAN Planning problem (WLP problem) 
In the last decade, wireless LANs have experienced great success as lots of networks have 
been deployed in companies or private areas either as hot spots for public access or as 
private networks. More and more mobility-related applications such as Voice over IP for 
WiFi networks are being implemented on WLANs. The locations of the access points (AP) in 
the service area are key factors for design and strongly influence the performance of the 
network. For small networks, simple rules of thumbs (e.g. site surveys, quick installations, 
on-site network tuning) can be applied to plan the network. However, when the network 
grows (i.e. more than 10 APs) and a higher quality of service is required at the application 
level, automatic planning tools are needed to tackle such a problem.  
In WLAN systems, bad performance originates from three main reasons: a lack of radio 
coverage in the design area (i.e. low Signal to Noise Ratio (SNR)), inter-cell interference (i.e. 
low Signal to Interference and Noise Ratio (SINR)) and a high number of users sharing the 
same AP. WLAN planning thus aims at coping with all of these issues by looking for the 
network configuration that minimizes one or more evaluation criteria. In the literature, early 
works mostly dealt with coverage constraints (Sherali et al., 1996). Interference being a 
strong limiting factor for wireless networks, interference mitigation constraints has then 
been introduced in the problem formulation (Aguado-Agelet, 2002). Finally, throughput 
considerations are also accounted for in the problem definition to ensure a substantial 
quality of service in the network (Bahri & Chamberland, 2005). 
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The WLP problem is clearly a multiobjective optimization problem. Most of the times, it has 
been formulated as a discrete minimization problem since the set of available locations for 
the APs is finite as it depends on geometry of the deployment area. 

2.2 Formal definition of the WLP problem 
The following combinatorial WLP problem definition has been proposed by the authors in 
(Jaffrès-Runser et al., 2008). A simplified description of the problem is provided herein. See 
(Jaffrès-Runser et al., 2008) for a more detailed description. 
Let us define a discrete set of M candidate AP locations in a building floor (cf. Figure 1). 
Variables of the planning problem are the number N of APs to plan, their locations, their 
transmission powers and their directions of emission if the antennas are directional. The 
number of APs to plan, N, can either be fixed or variable. In the latter case, it can be 
minimized to reduce the deployment costs and become an objective of the problem. 
However, in our model, we do not explicitly define the minimization of N as an objective 
and rather use the concurrent optimization of coverage and interference to obtain a value of 
N that provides enough coverage of the building without inducing too much interference.  
 

 
Fig. 1. Distribution of the M = 256 candidate AP locations on a 12400 m2 building floor.  

A set of M candidate AP locations is defined over the building floor as represented by the 
crosses in Figure 1. A solution S of the optimization problem is defined as a vector of M 
items S = (s1, . . . , si, . . . , sM), each item si representing a candidate AP located at point i in 
the building. If the candidate AP at location i is selected in the solution S, si stores the 
transmission power pi and direction of emission di. The item si is defined by:  

 
(1) 

Transmission power values pi ∈ P = {P1, . . . , PNP } and directions of emission to di ∈ D = {D1, 
. . . , DND } belong to two discrete sets of values. Given a directive antenna, each Di represents 
a possible orientation of the main lobe of the radiation pattern. In the results presented in 
Section 5, an omni-directional antenna is used and thus di is fixed. 



 Local Search Techniques: Focus on Tabu Search 

 

32 

For each candidate location, a 2D coverage map is computed with a specific propagation 
simulator (De La Roche et al, 2007). A coverage map is defined as a set of mean received 
signal powers associated with rectangular areas defined by their top left-hand corner p=(x,y) 
and dimension s=(sx, sy ) in pixels. For the sake of clarity, these areas are numbered from 1 to 
L, and referred to as the blocks Bl. The mean received signal power in dBm (logarithmic 
scale) from an AP numbered k on the block Bl is referred to as Flk.  
Three optimization criteria are defined in (Jaffrès-Runser et al., 2008). The first one ensures 
that coverage is provided for all the blocks Bl of the design area. A block Bl is considered 
covered if Flk meets a given threshold. The second criterion ensures that the power of 
interference due to the APs that are not serving block Bl is limited. And the third quality of 
service (QoS) criterion ensures that the throughput available on block Bl is above a fixed 
threshold value. 
For each criterion (coverage, interference mitigation or throughput), a specific utility value 
Ul is assigned to a block Bl. This utility value is derived from the power values Flk and 
depends on the kind of evaluation performed. For the coverage criterion, this value 
represents the maximum received power value on the block Bl. For the interference criterion, 
this utility value is the power of the second best AP received in the block (it is the strongest 
interfering signal). For the QoS criterion, the utility is the estimated throughput dl obtained 
in that block Bl assuming a uniform distribution of Nr users in the building.  
With such a definition, a good solution in terms of coverage is a solution where there is no 
lack of coverage. A good solution in terms of interference is a solution where the power of 
the signals that interfere with the main AP is minimized. A good solution in terms of QoS is 
a solution where the throughput provided to the user meets a minimum threshold value. 
 

 
Fig. 2.  Value of the penalty fpl when the utility value Ul is minimized. 

A penalty value fpl estimating the quality of Bl regarding a specific criterion is computed. 
This value penalizes a block whose utility value Ul does not meet the constraints for that 
particular criterion (cf. (Jaffrès-Runser et al., 2008) for further descriptions). This penalty is a 
function of the utility value Ul on the block Bl and is depicted on Fig.2. When minimizing 
utility Ul, we have a penalty equal to 0 when Ul is higher than a threshold Smax. In this case, 
the constraint on Ul is fully met. A maximum penalty of Δ is applied when the utility 
becomes lower than the Smin threshold. A linear penalty is considered in between. 
Each optimization criterion is defined as a quadratic weighted sum of the penalty values 
accounted for each block Bl: 
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(2) 

This quadratic representation allows us to concurrently minimize the average penalty 
together with the standard deviation values for the penalties, thus ensuring a more 
homogeneous distribution of coverage, interference and throughput. The notations fcov, fI 
and fQoS are used in the following to address the coverage, interference mitigation and QoS 
provision criteria, respectively.  
Each objective measures the quality of one feature of the network. Getting the solution that 
has the best possible rating for each criterion is barely possible, especially as the 
optimization criteria have an antagonistic influence on the solutions. For instance, networks 
made up of a high number of APs have good coverage and throughput performance but 
suffer from high interference levels.  

3. Multiobjective optimization 
3.1 Definitions 
This section summarizes the main concepts of multiobjective optimization. First, we 
introduce the dominance relation between two solutions x∈S and y∈S of an n-objective MO 
problem in definition 1. Then, definition 2 defines the Pareto optimality and definition 3 the 
optimal Pareto front of a MO problem. The difference between the optimal Pareto front and 
the estimated Pareto front is presented in definition 4 and finally, definition 5 explains the 
notion of Pareto rank. 
Definition 1:  A solution x dominates a solution y for a n-objective MO problem if x is at least as 
good as y for all the objectives and x is strictly better than y for at least one objective. 
Mathematically, we have for a minimization problem: 

 (3) 

Definition 2: A solution x∈S is Pareto optimal if there is no other solution y∈S that dominates x. 
A Pareto-optimal solution is therefore a non-dominated solution of the problem.  
Definition 3: The optimal Pareto front F * of a multiobjective problem is defined as the set of Pareto-
optimal solutions (or the set of non-dominated solutions).  
The task of a multiobjective optimization search is to find the Pareto optimal front F *. The 
set of non-dominated solutions found at the end of the search represents the best 
approximation known for the Pareto optimal front. It is defined as follows: 
Definition 4:  An estimated Pareto front FP of a multiobjective problem is the set of non-dominated 
solutions obtained at the end of a search performed by any heuristic. The search succeeds if the 
estimated Pareto front is equal to the optimal Pareto front, i.e. FP≡F *. 
Figure 3 represents the optimal Pareto front obtained for a multiobjective minimization 
problem of two criteria. This figure is obtained after an exhaustive search of all the solutions 
of an instance of the WLP problem. As the search is exhaustive, the estimated Pareto front is 
equal to the optimal Pareto front. 
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Fig. 3. Illustration of the Pareto set for a 2-objective minimization problem: the WLP 
problem with coverage and interference mitigation criteria. 

In this problem instance, the coverage and interference mitigation criteria are minimized for 
a small deployment environment of 2100m2. There are M=129 candidate AP sites and the 
number of APs to plan is fixed to N=3. Each point on this graph represents the evaluation of 
one solution for both criteria. The black points are the solutions dominated by the solution 
of the Pareto front. The desirable solutions are all the solutions depicted with red squares 
which provide the best available trade-offs between coverage and interference mitigation. 
The solutions of an MO problem can be sorted according to their Pareto rank defined as 
follows: 
Definition 5: The rank of a solution x is defined by R(x) = 1 + d(x), where d(x) is the number of 
solutions by which x is dominated in the set of feasible solutions S. The solutions of the theoretical 
Pareto front have a rank R(x) = 1. 
 

 
Fig. 4. Good and insufficient representation of the optimal Pareto front. 
It is not always possible and necessary to search for all the solutions of the Pareto front. 
However, the designer needs a good representation of the Pareto front to take its decision.  
Therefore, heuristics have to provide an estimated Pareto front that displays the main trade-
offs of the optimal front. To that end, the estimated front must be made of a set of solutions 
that evenly spans the whole front as depicted in Figure 4. If the search only concentrates on 
some specific parts of the search space, only isolated parts of the Pareto front can be 
reached, which may not be good candidates for a designer’s choice.  
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3.2 Multiobjective metaheuristics 
This section introduces the main stream work available in the field of multiobjective 
optimization. We also refer the reader to a survey description of multiobjective optimization 
in (Collette & Siarry, 2004) and a more detailed one on evolutionary MO optimization in 
(Deb, 2001) for further investigations.  
MO optimization techniques can be classified into the 3 following types of algorithms (Van 
Veldhuizen, 1999):   
1/ A priori search techniques: A standard mono-objective search algorithms is applied to a 
single evaluation function that is a weighted sum of all the optimization criteria. The 
designer chooses the weight to assign to each evaluation function. The heuristic only 
provides one solution at the end of the search, reflecting the trade-off induced by the a priori 
choices of the designer when setting the weights of the optimization criteria.  
2/ A posteriori search techniques: A specific MO heuristic looks for the best possible 
approximation of the optimal Pareto front during the search. The next step is the choice of 
the final solution by the designer. When the estimated Pareto front is composed of too many 
solutions, another selection / sorting step is needed to present only some relevant solutions 
to the designer for a final choice.  
3/ Progressive techniques: In these techniques, the designer directly interacts with the 
algorithms during the search. The search is composed of a sequence of decision making 
cycles (where the designer input its preferences/constraints) and search cycles. A search 
cycle may either use an a priori or an a posteriori MO search algorithm. 
The Tabu based MO optimization algorithms listed in the review paper of Jones et al. (Jones 
et al., 2002) are a priori techniques. The drawbacks of such techniques are twofold. Firstly, 
obtaining the trade-off targeted by the designer by choosing the weights assigned to the 
criteria is not always trivial. The dynamics of the optimization criteria (gradient, order of 
magnitude) have to be known in advance to adjust the weights properly. Depending on the 
complexity of the criteria, such information is not always available in real-world 
implementations. As a consequence, empirical trials are needed to determine the 
appropriate weights leading to the solution producing the desired trade-off. Secondly, for 
concave Pareto fronts, there may be regions of the front that are not defined by a 
combination of weights, and consequently certain combinations of weights represent two 
points on the front (Fonseca & Fleming, 1995). 
Jones et al. (Jones et al., 2002) clearly demonstrated the prevalence of genetic based 
approaches. One reason for this is that some important theoretical algorithms have been 
developed in the 1980s and early 1990s for the approximation and generation of the optimal 
Pareto front by genetic-based methods. These include N.S.G.A., the Non-dominated Sorting 
Genetic Algorithm (Srinivas & Deb, 1994) and M.O.G.A., the Multi-Objective Genetic 
Algorithm (Fonseca & Fleming, 1998). The enhanced version of the Non-dominated Sorting 
Genetic Algorithm, called N.S.G.A.-II (Deb, 2002), is now recognized as one of the leading 
algorithms in the domain.  
For these genetic based algorithms, the solutions of the population are evaluated based on a 
dominance metric and the non-dominated ones are stored in the estimated Pareto front. 
Crossover and mutation strategies are implemented in the same way as for mono-objective 
search to favor exploration and intensification.  
The MO version of a genetic metaheuristic differs from its standard mono-objective version 
by the selection of the new population. This selection relies on a unique function to sort out 
the good solutions from the poor ones. For MO problems, the efficiency of each individual is 
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represented by a vector of criteria. Ranking all the individuals of the population is done by a 
fitness function which reflects the values of all the criteria of a solution. For instance, in 
M.O.G.A, the solutions are ranked using an affine transformation of the Pareto-rank metric 
(Definition 4) between 0 and 1. The drawback of such a fitness function is that is does not 
yield a good diversity of the Pareto front.  
Diversity is enforced in the fitness function of the N.S.G.A. algorithm (Srinivas & Deb, 1994) 
by adding a niching operator to the fitness function. This niching operator favors the 
selection of a solution whose evaluation belongs to an unexplored part of the current set of 
non-dominated solutions. This operator involves a sharing factor σshare that sets the extent of 
the sharing in the problem, i.e. how far any two solutions are considered to share the same 
fitness. The main improvement provided by N.S.G.A.-II in (Deb, 2002) is to avoid the 
explicit setting of σshare by providing a comparison operator that accounts for both the Pareto 
rank and the average distance in the function space between a solution and its neighbour 
non-dominated solutions. 

4. Multiobjective Tabu (MO-Tabu) 
4.1 Tabu heuristics for multiobjective Ooptimization  
As presented in the previous section, there is a widespread interest within the engineering 
design community in applying multiobjective genetic algorithms to real-world problems. 
However, genetic algorithms can experience difficulties on highly constrained problems. 
Tabu search, thanks to the local search heuristic at its heart, can navigate highly constrained 
search spaces successfully. A multiobjective variant of Tabu search is therefore a valuable 
tool for engineering design. In this review, we are focusing on the a posteriori MO Tabu 
search methods where an estimation of the optimal Pareto front is targeted. 
Interest for Tabu search in Multiobjective optimization has increased in the last decade 
(Hansen, 2000; Gandibleux & Freville, 2000; Ho et al., 2002; Armentano & Arroyo, 2004; 
Choobineh et al., 2006; Baykasoglu et al, 2006; Kulturel-Konak et al., 2006; Jaffrès-Runser et 
al., 2008; Jaeggi et al., 2008). All these techniques adapt the mono-objective Tabu search 
heuristic by proposing several modifications:  
• Firstly, the search algorithm does not store a single estimate of the optimal solution, but 

a set of all the non-dominated solutions encountered during the search. At the end of 
the search, this set represents the estimated Pareto front. This feature is common to all 
the presented solutions in this section.  

• Secondly, as there is not a single evaluation function to decide on the quality of the 
neighbour solutions, a new strategy for choosing the best neighbour at the end of one 
iteration has to be set. 

• Thirdly, the Tabu lists are adapted to a multiobjective formulation, too. For instance, a 
Tabu list can store Tabu functions to avoid searching solutions along criteria already 
well explored (Gandibleux & Freville, 2000). 

• Lastly, diversification techniques are adopted to increase the quality of the 
representation of the final Pareto front.  

All the works presented here can be separated into two categories: 
The first ones explore the space by using a single Tabu search path (Gandibleux & Freville, 
2000; Ho et al., 2002; Kulturel-Konak et al., 2006; Baykasoglu et al, 2006; Jaeggi et al., 2008) 
while the other ones launch several Tabu searches in parallel (Hansen, 2000; Armentano & 
Arroyo, 2004; Choobineh et al., 2006; Jaffrès-Runser et al., 2008).  
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In the first case, the structure of a Tabu Search iteration is similar to an iteration of the 
standard mono-objective algorithm as presented in Figure 5, except for the selection of the 
new estimated Pareto front FPnew. This selection relies on a Pareto dominance test to get the 
non-dominated solutions from the set composed of the current Pareto front FP and the set of 
neighbour solutions V(Sc). 
 

 
Fig. 5. Structure of an iteration for a multiobjective Tabu Search when only one search path 
is exploited 

In the second case, there is a pool of solutions representing a search front Fc which is 
analogous to the search front defined in an evolutionary MO metaheuristic. As depicted in 
Figure 6, the search front is expanded through a neighbourhood search, whose solutions are 
evaluated and added to the estimated Pareto front to compute FPnew. Then a new search 
front Fcnew is selected. For these parallel strategies, the goal is to orient the parallel searches 
towards different parts of the Pareto front. Therefore, the selection of the new search front 
should orient the search to under-explored parts of the Pareto front. If p search paths are 
considered, p Tabu lists have to be updated to avoid a cyclic search for each path. 
 

 
Fig. 6. Structure of an iteration for multiobjective Tabu Search when m parallel Tabu search 
paths are exploited 
Choice of the new search solution 
The first step of a TS iteration is the creation of a set of neighbour solutions of the current 
search solution Sc. In a mono-objective problem, the new current solution Snew is chosen as 
the neighbour solution that optimizes the unique optimization criterion. As a matter of fact, 
such a choice is not directly applicable to multiobjective problems. The whole point in a MO 
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Tabu search implementation is to determine what the next search step is and implicitly, 
which strategy will bring the search closer to unexplored parts of the Pareto front. Two 
kinds of strategies for the selection of Snew have been proposed so far. 
In the first strategy, a search direction in the function space is set and the solution of the 
neighbourhood that optimizes the objectives along that particular direction is selected. The 
search direction is defined by a set of weights { λk, k ∈ [1..m]} used to optimize a weighted sum 
of the m criteria fk, k∈[1..m] defined by: 

 

(4) 

For instance, Kulturel-Konak et al. (Kulturel-Konak et al, 2006) propose to randomly choose 
a function fk and to select the best neighbour for this particular criterion. In this case, the 
search direction is defined by the function for which all the weight values are equal to zero, 
except for the selected function which gets a weight of 1. With such a strategy, the set of 
search directions is equal to m, which necessitates more moves and therefore more function 
evaluations if the optimal search direction is a linear combination of the objectives. In the 
same way, Choobineh et al. (Choobineh et al., 2006) select a criterion as the search direction 
but instead of ‘time-multiplexing’ them, they perform a parallel Tabu search where each 
path optimizes one of the m objectives.  
Several works have focused on adjusting the weights at each solution selection to favor a 
rapid convergence to the Pareto front and drive the search towards unexplored parts of the 
front. Gandibleux and Freville (Gandibleux & Freville, 2000) favor the optimization of 
functions that have seen little improvement in the previous iteration. In the same fashion, 
Hansen (Hansen, 2000) puts more emphasis on the functions that have seen few 
improvements in the current search front.  The difference with the implementation of 
Gandibleux and Freville is that Hansen also scales the weights proportionally to the number 
of solutions of the current search front that suffer from such a small improvement. 
Armentano and Arroyo (Armentano & Arroyo, 2004) arrange the solutions of the Pareto 
front into clusters. Each one of their parallel Tabu search is oriented to the centroid of one of 
their clusters to get a good representation of the Pareto front. 
The second strategy selects a solution by relying on a Pareto dominance criterion. 
Baykasoglu (Baykasoglu, 2006) constructs the new Pareto front FPnew and then randomly 
selects the next solution in it.  
Ho et al. (Ho et al, 2002) sort all the solutions of the search front according to their Pareto 
rank and apply a fitness function that favors the selection of non-dominated solutions 
whose neighbourhood is less dense in the function space.  
The definition of the Tabu lists 
All the heuristics use a regular Tabu list that stores for a given amount of iterations the 
previous solutions or movements to avoid cycling in the search. However, additional Tabu 
lists can also be introduced to benefit the search in the MO context. 
As proposed by Gandribleux and Freville (Gandibleux & Freville, 2000), a second Tabu list 
is created to prevent the search along criteria that experienced consequent improvements in 
the past. The rationale for defining such a Tabu list is to prevent the algorithm from 
searching along the steepest descent gradient. 
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A Tabu list called the ‘Intensification Memory’ (IM) has been introduced in the 
implementation of MO Tabu by Baykasoglu et al. in 1999 (Baykasoglu et al., 1999). This 
memory stores non-dominated solutions that have not yet been selected as a current search 
solution yet. When several non-dominated solutions exist in the neighbourhood of Sc, the IM 
list is updated with the non-dominated solutions that are not chosen to become Snew. When a 
neighbourhood does not contain any non-dominated solution, the oldest element of the IM 
list is used as a new solution. Upon update, a solution is stored in the IM only if it is not 
dominated by any solution of the neighbourhood, by any solution of the IM list or by any 
solution of the estimated Pareto front. A solution of the IM list is added to the Pareto front 
once it has been selected as a new current solution Snew. This intensification memory list 
provides a tool to enforce local exploration of the solution space before storing a non-
dominated solution in the estimated Pareto front.  
The same memory structure has been implemented by Baykasoglu in (Baykasoglu, 2006) 
and by Jaeggi et al. in (Jaeggi et al.). Instead of choosing the oldest solution in the IM list, 
Jaeggi et al. select a random solution when intensification is needed. When the IM list is 
empty, Jaeggi et al. add a diversification step that randomly picks a point in the estimated 
Pareto front for Snew.  
When p parallel Tabu searches are performed, p Tabu lists are maintained to avoid cycling 
during the search for each individual path (Hansen, 2000; Armentano & Arroyo, 2004; 
Choobineh et al., 2006; Jaffrès-Runser et al., 2008).  
Diversification techniques 
The search for the optimal Pareto front is challenging and diversification techniques are 
recommended when a single Tabu search path is considered. In this case, a rather small 
subpart of the solution space is explored within an iteration, resulting in an increased 
probability of limiting the search to a local subspace of the solution space. Hence, it is 
important to restart the search timely when no improvement of the Pareto front is noticed. 
For instance, Kulturel-Konak et al. (Kulturel-Konak et al., 2006) restart the search with a 
random solution if the Pareto front remains unchanged for the last (Imax/4) iterations, with 
Imax the maximal number of iterations. The Tabu list is cleared and the search resumed with 
the new random solution. We would like to point out that restart strategies do not 
necessarily induce diversification. For instance, the restart procedure proposed by 
Baykasoglu (Baykasoglu et al., 1999; Baykasoglu, 2006) does not introduce diversity since 
the new starting solution is chosen among non-dominated solutions. Therefore, only 
downhill moves are allowed, resulting in a local convergence. 
Search diversification may also be implicitly favored through the selection of the new 
current solution Snew. This is the case when the search direction is adapted by changing the 
weights assigned to the criteria ((Gandibleux & Freville, 2000 ; Hansen, 2000). Since the 
weights are adapted along the search to avoid the exploration of neighbourhoods with 
already good performance, premature local convergence is less likely to occur. 
When parallel Tabu search paths are considered (Hansen, 2000; Armentano & Arroyo, 2004; 
Choobineh et al., 2006; Jaffrès-Runser et al., 2008), no specific diversification procedures are 
required. Indeed, the number of parallel searches intrinsically increases the amount and the 
diversity of the solutions tested at each iteration.  
Tabu search is a promising metaheuristic that efficiently tackles Multiobjective optimization. 
In the recent work of Jaeggi et al (Jaeggi et al., 2008), the proposed MO Tabu search 
implementation (called PR-MOTS) is compared to the leading genetic MO heuristic NSGA-II 
for a set of five standard test functions. PR-MOTS performed similarly to NSGA-II, 
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providing a greater likelihood of improvement in the objective functions but exhibiting a 
higher performance variability. Moreover, the local search component and the flexibility of 
handling constraints for a large number of variables makes Tabu Search a particular 
attractive metaheuristic for multiobjective optimization. 

4.2 MO-Tabu 
A simple MO Tabu Search implementation presented in (Jaffrès-Runser et al, 2007) is 
described in the following to highlight the assets of Tabu algorithms for MO search. It is 
referred to as PMOTS, standing for ‘Parallel-MultiObjective Tabu Search’. 
The algorithm detailed in Figure 7 exploits K parallel search paths and stores the non-
dominated solutions in an estimated Pareto front FP. A Tabu list TLk is assigned to each 
search path k ∈ [1,..,K]. The duration of a Tabu list is updated at each iteration with a 
random size t∈[Tmin, …, Tmax].  
 

1: Select the first search front Fc(0) made of K solutions; 
2: Init the K Tabu lists TLk=∅, k ∈ [1,..,K]; 
3: Init the estimated Pareto front FP=∅; 
4: For each iteration i in [0,..,Imax] do: 
5:  Init the next search front Fc(i+1)=∅; 
6:    For each solution Sk of the current search front Fc(i) do: 
7:  a) Compute and evaluate the neighbourhood set V(Sk); 
8:  b) Select from V(Sk) the solutions with Pareto rank  
  R(S) ≤ Rmax and store it as the set PR(Sk); 
9:     c) Select randomly a solution of PR(Sk) and add it 

into the new search front Fc(i+1); 
10:     d) Concatenate PR(Sk) with the Pareto front FP; 
11:  e) Update the Tabu list TLk; 
12: End; 
13: Remove the solutions having rank R(S)>1 from FP; 
14: End; 
15: Return FP; 

Fig. 7. Macro-algorithm of PMOTS 

In the above algorithm, the K parallel search paths are represented as a search front Fc(i) of 
K solutions. A new search front Fc(i+1) is selected in each iteration by choosing promising 
solutions that are not always non-dominated to avoid a premature convergence of the 
algorithm. Therefore for a path k, each new solution is selected randomly in the set of 
neighbour solutions V(Sk) of Sk having a Pareto rank R ≤ Rmax. In this algorithm, the Pareto 
ranking is local to the set of neighbour solutions and does not include the current estimated 
Pareto set. By not including FP and selecting fairly good solutions with the Pareto rank 
constraint, diversity is introduced within the search strategy. 
The rationale behind implementing a parallel Tabu Search is the following. By properly 
choosing the set of initial solutions and the neighbourhood construction strategy, the 
optimization problem can be reduced into sub-problems being solved concurrently. Ideally, 
if the variable search space can be split into K subsets and if the neighbourhood construction 
strategy of each subset is able to generate all the solutions of this particular subset, then the 
combination of all the K parallel search paths provides a regular representation of the Pareto 
front.  
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However, each subset does not contribute equally to the Pareto front representation. A first 
subset might contain half of the non-dominated solutions, while another one might only 
have one or two Pareto optimal solutions. Therefore, if the search in the second subset is 
restricted to the only variables of the subset, the ratio between the cost (in terms of 
computation effort) and the gain (in terms of the number of solutions of the Pareto front 
obtained) is very poor. Therefore, to provide a more efficient search, the neighbourhood 
definition should not be limited to a subset of the search space, but provide some chances to 
move from one subset to another and thereby intensify the search in more promising subsets 
of the search space. The whole point in such a simple parallel optimization algorithm resides 
in the definition of the subsets and the neighbourhood construction process.   
The first search front Fc(0) is composed of K solutions randomly chosen within each subset. 
Depending on the MO problem considered, the neighbourhood construction process must 
provide most of the solutions within its own search subset and only few solutions that 
belong to other subsets. If a neighbour solution that belongs to another subset is promising, 
the search may move to that subset. This is the case when this promising solution has a 
Pareto rank smaller than Rmax and is selected as the new search solution.  
The next section presents two implementations of PMOTS. In the first one, we present the 
WLP problem, and practical considerations relative to the exploitation of the estimated 
Pareto front are addressed here. Then, we broaden our presentation of MO-Tabu 
applications by discussing the problem of benchmarking the routing performance in 
wireless sensor networks.  

5. Application to wireless networks optimization and evaluation 
5.1 PMOTS for the WLP problem 
PMOTS has been proposed to solve the WLP problem in (Jaffrès-Runser et al, 2007). We 
recall that in this problem, a solution is defined by a vector of M items S = (s1, . . . , si, . . ., sM), 
each item si representing a candidate AP location. If the candidate AP at location i is selected 
in the solution S, si stores the transmission power pi and direction of emission di of the AP. If 
the AP at location i is not selected in the solution, si =0. There is a discrete set of NP possible 
transmission powers and a discrete set of ND possible directions of emission. At the 
beginning of the search, di and pi are set to an initial value for all  candidate APs. 
Neighborhood construction strategy: 
In this implementation, a neighbour of a solution S is constructed by following either one of 
these moves: 
• Swap move: a selected AP at position i is deselected and a deselected AP at position j is 

selected. di and pi values remain the same as the ones already stored in the item si. 
• Addition move: A new AP is selected in the solution S, 
• Delete move: A selected AP is deselected from the solution S, 
• Power change move: Change p for a selected AP to an admissible power different from 

the current value of p, 
• Direction change move: Change d for a selected AP to an admissible direction of 

emission different from the current value of d. 
When computing all the neighbours according to these rules, we get the following number 
of neighbours as a function of the number N of currently selected APs of solution S: 
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• N(M-N) solutions with a swap move, 
• M-N solutions with an addition move, 
• N solutions with a delete move,  
• N(NP -1) solutions with transmission power change move, 
• And N(ND -1) solutions with direction change move. 
The solution space can be divided into subsets by gathering the solutions with the same 
number N of selected APs into a same subset. Consequently, a subset is defined by the 
number N of selected APs of its solutions and the solution space is divided into N subsets. A 
swap move, a transmission power change and a direction change move keep the same 
number of selected APs in the resulting neighbour set. The addition and deletion moves 
increase or reduce N, and therefore provide neighbours that belong to other subsets. The 
proportion of all the neighbours that belong to the same subset compared to the number of 
neighbours that do not belong to the same subset modifies the chances for a search path to 
continue to explore the old subset or to change subset.   
There is an intensification of the search when the search path stays in the same subset and 
an exploration of the search space when the search changes subset. 
For the building plan represented in Figure 1, we have M=256 candidate AP locations. There 
are also NP=5 possible transmission power values and ND=4 possible directions of emission. 
For this real-world implementation, how does the neighbourhood definition favor the 
exploration or intensification of the search depending on the number of selected neighbours 
N? 
 

 
Fig. 8. Analysis of the neighbourhood V (S) of a solution S: (a) Percentage of neighbour 
solutions V (S) that belong to another subset as a function of N, the number of selected APs 
from the origin solutions S. (b) Size of the subsets having N selected APs as a function of N. 

Figure 8-(a) displays the percentage of neighbours that belong to another subset depending 
on the number N of selected APs of the origin solution S. For small values of N, the 
percentage of neighbours with a higher number of APs is high. In this case, it is very likely 
that a search path changes to a subset with a higher number of selected APs.  For larger 
values of N, there are about 5% of the neighbours that belong to other subsets, reducing the 
chances for a path to change subset during the search and increasing the exploration of the 
subset.  
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To summarize, for small values of N, exploration is favored while for larger values of N, 
intensification is favored.  
Figure 8-(b) represents the size of the subsets obtained for N on a logarithmic scale varying 
from 1 to 20. The size of each subset increases drastically with N. Since the subsets are 
smaller when N is low, it makes sense to promote exploration, as a single neighbourhood 
construction already tests a good part of the subset. Fewer searches are here necessary in 
this case to explore the subset. When N increases, intensification is enforced as there are 
more solutions to test in a subset. 
Tabu list 
The Tabu list is a list of candidate APs. When a candidate AP is added to the Tabu list, it 
stores the current values of pi and di. For a swap move, the list stores the AP that is no longer 
selected in the solution. When the new solution results from an AP addition, the Tabu list 
stores a specific ‘fake’ AP that signifies that the addition move is now taboo. In the same 
way, when the solution results from the deletion of an AP, the Tabu list stores another ‘fake’ 
AP that signifies that the delete move has become taboo. When these add and delete moves 
are taboo, the search is forced to intensify in the current subset, which is beneficial in order 
to avoid too much exploration. Upon a transmission power or direction change, the 
candidate AP with the old value of pi or di is stored in the list.  
About the initial solution and the number K of parallel search paths 
As there are M different subsets defined for the WLP planning problem, a first choice would 
be to use K=M search paths in the PMOTS algorithm. As a matter of fact, subsets composed 
of solutions with a high number of selected APs N can not provide very good solutions. 
Based on practical considerations, a planning solution that involves more than 30 APs 
would not perform optimally for the building described in Figure 1. For such a high number 
of deployed APs, the intensity of the interference in the building results in a very poor 
interference criterion and a reduced QoS performance. Complete coverage of the building 
can be achieved for N=4 APs but for a very low throughput.  
Thus, we set a value of K=15 different parallel search paths with a first search path launched 
in the subset made of N=3 selected APs, the kth search path in the subset N=k+3 and the last 
search path in the subset made of N=18 selected APs.  
The first search front is composed of the solutions that are the starting points for the K 
search paths. Each initial solution is composed of a different number of selected APs to start 
the search in a given subset. Consequently, the initial solution of path k presents k+3 APs. 
The location of each selected AP in an initial solution is selected randomly in the set of 
candidate AP locations. 
Selection of the solutions of the Pareto front 
The estimated Pareto front obtained after 300 iterations is composed of 148 solutions that are 
presented in Figure 9. The coverage, interference mitigation and QoS criteria are optimized 
in this search. The target throughput for a uniform distribution of 200 users is set to 
256kbits/s. For smaller instances of the WLP problem, it is shown in (Jaffrès-Runser et al, 
2008) that a good approximation of the optimal Pareto front is obtained with PMOTS. In 
Figure 9 we have the best solutions found so far, trading-off all the planning criteria. There 
are 89 solutions out of 148 that have a perfect coverage and provide different trade-offs 
between interference and QoS. For this problem instance, PMOTS has evaluated an average 
of about 40000 solutions per iteration. 
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Fig.9. Representation of the estimated Pareto front for the WLP problem with M=256 
candidate locations after 300 search iterations. The 15 solutions selected after the PMOTS 
search are represented with stars. 

 
Fig.10. Projections of the estimated Pareto front for the WLP problem with M=256 candidate 
locations after 300 search iterations. The red stars represent the 15 solutions selected from 
the Pareto front. 
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Since the designer can not evaluate individually each one of the 148 solutions, a pre-
selection of the solutions of the Pareto front is needed. An algorithm is proposed in 
(Jaffrès-Runser et al., 2008) which concentrates on the selection of NF solutions 
representing significant and different trade-offs between the objectives. The selection is 
based on both the dissimilarity of the criteria trade-offs obtained and the dissimilarity of 
the selected solutions. The NF=15 selected solutions are depicted on Figure 9. The 
projection of the Pareto front is given in Figure 10. The 15 selected solutions are 
represented by little red stars. 
Three network planning solutions out of the 15 selected ones are presented in Figure 11. 
Upon analyzing the 15 selected solutions, we concluded that the networks obtained when 
the number of APs is low (i.e. N<13) are very promising as they show evenly distributed 
APs. The solutions selected with a higher number of APs (i.e. N≥13) present an uneven 
distribution of APs (cf. Fig. 11-(c)).  
Among the solutions using 19 APs, the solutions with a nonuniform distribution of nodes 
present a lower interference criterion than the solutions with 19 evenly distributed APs. This 
is due to the fact that, in the first case, strong interference is localized in a smaller surface 
area, thus reducing the impact on the whole building. However, as shown by the low QoS 
criterion, the available throughput is high even though strong interference is generated by 
the APs. This is due to the fact that the transmission channels are not assigned during the 
planning stage and therefore, the throughput estimations can not completely account for the 
interference distribution in the building.  
Adding the channel optimization variables would increase the problem’s complexity. In our 
case, the channel assignment is performed after the planning stage, in a separate network 
optimization stage. The role of the interference criterion in the planning stage is to select 
solutions that simplify the channel assignment step. The solution with 19 APs sees its QoS 
criterion rise from 0.1 to 1.0 after channel assignment as it completely accounts for 
interference in the throughput computation. With the increase in computation power, it is 
clear that including the channel assignment into the planning problem formulation will 
benefit the overall quality of the solutions. 
However, the search space subset for N=19 APs is also bigger than the subset for lower 
values of N. Therefore, it might also be that the search did not found the best trade-offs that 
belong to this subset and that a longer search would have been beneficial for that particular 
path.  
Introducing some interaction between the search paths should improve the performance 
of PMOTS. From time to time, an intensification procedure could be started where the 
new solution Snew for a path k with bad performance can be chosen in the neighbourhood 
set of promising path j. Every time such an intensification procedure will occur, the 
performance of the K paths will be evaluated in terms of the number of solutions each one 
of them added to the estimated Pareto front since the last intensification procedure has 
been performed. Upon change, the Tabu list of path k would be erased as the old moves 
do not make sense anymore in the new search subset. By adding such an intensification 
procedure, we would really take advantage of the parallel processing of the PMOTS 
algorithm.  
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Fig. 11. Three solutions of the Pareto front: (a) Solution with 6 APs, (b) Solution with 12 APs 
and (c) Solution with 19 APs. 
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5.2 Application to the Evaluation of wireless sensor networks 
PMOTS is adapted herein to address the problem of the evaluation of wireless sensor 
networks. The objective here is to quantify the achievable transmission performance of a 
Wireless Sensor Network (WSN). Our aim is to retrieve the Pareto optimal data forwarding 
patterns in the network with respect to three performance metrics: transmission robustness, 
transmission delay and energy consumption. 
WSNs are composed of sensors equipped with a wireless transmission interface. These 
sensors report their sensed data to a specialized node or access point called the sink node 
through their wireless interface. The size of the network varies depending on the network 
application. Vast fields of sensor networks can be used to periodically report the activity in 
the field. Smaller networks can be deployed in buildings where they may sense 
temperature, track some target device or send alarms upon intrusion detection. Sensors are 
usually powered by batteries, and thus the energy consumption represents an important 
design criterion. Since the wireless interface consumes a significant amount of energy for 
listening, transmitting and receiving the data, the wireless routing protocol has a strong 
impact on the life duration of the network. 
In this example, we introduce a model for analyzing the performance of routing in a 
wireless sensor network within a multiobjective framework. This model provides a tool to 
characterize the tradeoffs between robustness, delay and energy performance objectives 
depending on the network topologies and the transmitted traffic. When wireless sensors are 
deployed in outdoor areas, they become prone to node and transmission failures. Therefore, 
reliability of data transmission is a key performance metric of the network. As the data 
travels over the network, the average transmission delay should not affect the timeliness of 
the data arriving at the sink. If the transmission in the network takes too long, the data 
might not be accurate anymore, which results in a waste of energy.  
The multiobjective optimization model 
In this problem, a WSN consisting of N uniformly distributed sensors over an infinite plan is 
considered. It is assumed that the sensors are independent and randomly distributed 
according to a random point process of density ρ over the space ℜ2. A set of NA sensors that 
belong to a circular area of radius R is defined as the communicating nodes of the network. 
These nodes can transmit, receive or forward data. The other nodes can only participate in 
the forwarding effort but can not be the final destination or send new data. A 
communication pattern is defined which is given by a set S made of S source nodes and a set 
D made of D destination nodes. In a WSN, we usually have D<<S as only few sink nodes 
exist.  
The purpose of this model is to determine, given a network of density ρ and a 
communication pattern, what kind of trade-offs arise between the transmission robustness, 
the transmission delay and the energy consumption depending on the routing strategy 
involved. Routing between source and sink can use a direct transmission (single-hop) or a 
multi-hop path where intermediary sensors forward the data towards the sink. In some 
cases, a multi-hop relaying strategy may benefit the overall energy consumption of the 
network as less power is needed to transmit the information on short range hops than on a 
single long-range hop. However, the more hops are used on a path, the longer the 
transmission lasts. There is a clear trade-off between the energy consumption and delay. As 
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stated previously, transmission robustness is also of a great concern in such networks. 
Therefore, transmission redundancy may be also introduced by defining multiple source 
destination paths. Routing in a WSN is modelled as a multiobjective problem in the 
following. The optimization criteria are the robustness, the delay and the energy 
consumption of a continuous flow of data between a set of sources and a set of sink nodes.  
Optimization variables 
Each sensor node of the network can retransmit a received data packet with a given 
probability. This forwarding decision is modelled with a discrete variable xi representing the 
probability that a node forwards a message by broadcasting it. The set of P possible values 
for xi is given by {pk, for k∈[1, …, P]} with p1 = 0 and pP=1. If P=2, xi is a binary decision 
variable and a sensor simply decides to broadcast a packet or not. A solution is given by the 
set of broadcasting probabilities:  

 
(5) 

The aim of the optimization model defined in this work is to see how the selection of the 
relaying nodes impacts the robustness/energy/delay tradeoffs in the WSN.  
We consider that all the nodes with xi >0 constantly transmit data. For a link between two 
nodes i and j, the expected interference Iij created at a node j can be computed by weighting 
the sum of the powers received at node j by all the other transmitters of index k ≠ i by the 
probabilities of forwarding xk: 

 
(6) 

In equation (6), akj represents the propagation attenuation factor between node k and j and 
γikj∈[0,1] represents the probability that the packet transmitted by the interferer k would 
contribute to the interference at the receiver j.  This factor is influenced by the medium 
access control selection. For example, for a CDMA system using a spreading factor F, such a 
probability is of about 1/F.  
Robustness is defined as the probability that a message emitted at source S successfully 
arrives at the destination node D, and is referred to as P(RSD). Our aim is to maximize this 
probability. As energy and delay criteria need to be minimized, the robustness criterion is 
also formulated as a minimization criterion as: fR = 1 - P(RSD).  
P(RSD) can be defined as the probability that the message arrives successfully in D in at most H 
hops, with H→∝ . Therefore, we have: 

 

(7) 

where P(RSD|H=h) is the probability for a packet to arrive in h hops at the destination. We 
have the probability to reach the destination in 1 hop defined as P(RSD|H=1) = pSD, the 
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successful transmission probability on the direct link between S and D. This probability is a 
function of the Bit Error Rate (BER) which depends on the Signal to Interference and Noise 
Ratio (SINR) of the link and on the transmission technology. When more hops are accounted 
for, P(RSD|H=h) can be defined recursively as: 

 

(8) 

where NS is the number of possible first hop relay nodes of the source node S and pSj is the 
link probability between the source node and its neighbour j.  
Since we cannot handle an infinite number of hops in the sum of Eq.(6), we need to set a 
maximum number of hops allowed in the communication: Hmax,. Once Hmax is set, we will 
obtain the Pareto-optimal front for a delay-constrained network with a maximum allowed 
number of hops enforced. In this case, we can analyze the three-objective optimization 
problem knowing that the delay cannot exceed a value of Hmax. The computation of the sum 
for Eq.(6) can also be stopped when the P(RSD)=1 (i.e. fR=0). In this case, we have a two-
objective problem which provides the trade-offs between delay and energy consumption 
when all the data is transmitted perfectly. There are solutions where P(RSD) can never reach 
1 as there are not enough paths to the destination. In this case, such a solution is dropped 
from the neighbourhood. 
The end-to-end transmission delay is given by the sum of the times spend at each relay 
node on a multi-hop path. Since in a fixed network propagation delays are negligible, the 
number of relays between source and destination is a good measure of the transmission 
delay. The criterion fD is defined in this model as the 2nd order moment of the delay 
distribution among all the available paths: 

 
(9) 

The quantity (h-1) is the delay needed by a packet to arrive in h hops using (h-1) relay nodes.  
Rh is the probability that the packet arrived in h hops and did not arrive in 1, or 2… or (h-1) 
hops. For h=1, we have Rh=P(RSD|h=1) and for h>1 we have: 

 

(10) 

The energy criterion fE is defined as the average energy needed for a packet to reach its 
destination D starting from a source node S, whatever the path or number of hops needed. 
On a given path, the energy is the sum of the energy spent by all the hops that participate in 
the forwarding effort. We do not account for the energy needed by the source node to 
transmit its first packet. The average energy is the sum of the average energies needed to go 
from source to destination in H = h with at least one path. This criterion is defined as: 
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(11) 

where E(RSD|H = h) is the average energy needed for a successful transmission to D in h 
hops defined recursively as: 

 
(12) 

E(RSD|H =1) = 0 since the energy transmitted by the source node is not taken into account 
here. 
Implementation of PMOTS 
PMOTS has been adapted to address this combinatorial optimization problem. The same 
strategy as for the WLP problem in defining the search subsets is adopted here. Instead of 
gathering the solutions regarding the number of selected candidate APs, we gather them 
according to the number of forwarding sensors. In the same way, we can explore the subsets 
made of 1, 2, … or F forwarding nodes in the network. The size of each subset is given by 
the number of combinations of F elements out of N elements when a binary variable is 
considered (a sensor forwards or not). 
The neighbourhood is here defined in the same way as for the WLP problem. There are 
swap, add and delete moves. Instead of applying these moves to the selected APs, we apply 
them to the forwarding nodes. Furthermore, instead of changing the direction of emission or 
the transmission power values, there is a probability of forwarding move where a new 
neighbour node sees its value of pk being changed to another possible forwarding 
probability. 
As for the WLP problem, solutions where numerous nodes forward at the same time are not 
profitable as they generate a lot of interference, reducing drastically the probability of 
correct reception while increasing inefficiently the energy consumption. Therefore, we also 
favor the search for solutions with a low number of forwarding nodes by choosing 
accordingly the starting solutions of the search front.  
In the simple case where we only have one source-destination communication, it is clear that 
only a few relays are useful. When the number of concurrent communications increases, 
more sensors have to contribute to the forwarding effort. Therefore, for every problem 
instance, a good choice of the starting solutions is beneficial for the search.  
In this chapter, we simply address the problem of a single source-destination transmission. 
A node density of ρ=0.7 is considered for a network consisting of N=334 nodes. For this 
particular problem instance, we set the maximum number of hops to Hmax=4 and minimize 
robustness, delay and energy. There are 4 parallel search paths and the number of 
forwarding nodes is limited to 4. The initial front is composed of solutions with F=1, F=2, 
F=3 and F=4 solutions. The estimated Pareto front obtained after 1000 iterations is presented 
in Figure 12.  
This Pareto front shows the trade-offs between robustness, delay and energy. A zero delay 
and energy is obtained for a reliability of 0.245. This particular solution reflects the direct 
source-destination communication where no other node is forwarding. For the solutions 
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with the highest values of energy, four relays actively participate in the broadcasting effort 
and achieve the best possible robustness. For all the other solutions, the number of 
broadcasting relays varies between 1 and 4 depending on the link quality. 

 
Fig.12. Estimated Pareto front for the single communication performance estimation 
problem 

This representation of the Pareto front for the single communication problem is obtained 
after only about 635000 function evaluations. However, if more source destination pairs are 
considered in the network, solutions with a larger number of forwarding nodes are needed. 
In this case, the search can not simply target small parts of the solution space and a probably 
longer search would be necessary to investigate subsets with a higher number of forwarding 
nodes. As a consequence, we infer that the intensification strategy proposed at the end of 
section 5.1 will be very beneficial for the resolution of this problem as a more accurate 
estimate of the Pareto front is needed here.  

6. Conclusion 
As presented in this chapter, Tabu Search is a promising metaheuristic when addressing 
multiobjective optimization problems. It is particularly suited to handle problems with 
numerous combinatorial or continuous variables. The local search at its heart also makes it 
an interesting technique for highly constrained optimization problems. Most of the 
heuristics dealing with MO Tabu search use a single search path.  
PMOTS, the algorithm used as an example in this work, relies on a simple parallel search 
which uses several paths and a specific neighbourhood construction strategy in order to 
spread the search paths in all the interesting parts of the solution space. The benefits of such 
an approach are highlighted for two particular problems arising in wireless systems. In the 
first one, a real world WLAN network has to be planned to meet several performance 
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guarantees. In the second one, a more theoretical use of the PMOTS algorithm is presented. 
In this particular case, the search really needs to provide the best possible estimate of the 
Pareto front for the results to be meaningful from the theoretical point of view. This 
contrasts with the WLAN planning problem where the search is asked to provide good 
solutions (but not optimal ones) in a limited search time. PMOTS performs very well for the 
WLP problem. However; the search time for convergence to the optimal Pareto front still 
needs some improvements. Therefore, an intensification stage that disregards bad 
performing paths and intensifies the search for promising ones might be beneficial to 
increase the convergence speed of the parallel approach. 
From a more general point of view, multiobjective Tabu search is still a promising research 
area. The Tabu list at its core provides a mean to efficiently explore a good portion of the 
search space. Clever uses of Tabu lists that store information about the past solution 
evaluations have been proposed which improve the representation of the estimated Pareto 
front. Since Tabu search is easy to implement and performs nicely on a large set of single 
objective optimization problems, it makes it a good candidate for the fast implementation of 
a range of multiobjective real-world problems. 
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1. Introduction     
In optimization problems, the constraints play a fundamental role as restrictive clauses that 
limit the search process and the quality of solutions to be found.  
To propose efficient solutions, it is necessary to satisfy stakeholders’ constraints. However, 
stakeholders often require multiple and complex constraints, which are difficult to satisfy 
and constrain the task of optimization. In addition, some constraints require complex 
treatments, which are incompatible with a strategy of optimization and complicate the 
search for the best solution. 
Indeed, in a constraint satisfaction process, a traditional problem is to verify if the set of 
constraints is coherent. As this problem is largely treated in literature, we consider that the 
set of constraints is coherent and the following problem consists in determining if the 
problem has a solution.  
We deal with the framework of constraints satisfaction and optimization problems. An 
optimisation approach consists in exploring the search space to find the best solution 
according to an objective function [1][15]. This framework is then adapted to problems with 
multiple solutions. However, some real-life optimization applications are over-constrained 
and no solutions can be found. Therefore, the application of an optimization algorithm is not 
pertinent. The problem is how to act in order to face such a situation and how to take into 
account the constraints and their adequacy with the optimisation task?  
Works about constraints satisfaction and optimisation problems often orient themselves 
toward the framework of optimisation or of the constraints satisfaction. We think that the 
two tasks of optimization and of constraints satisfaction must be treated simultaneously to 
find adequate solutions. 
We seek in this work to develop a general approach of constraints satisfaction and 
optimization to ensure simultaneously the tasks of optimization and of constraints 
satisfaction. This approach is based on heuristics in order to guide the search for solutions. 
We illustrate our approach with examples from an application of optimization of the spatial 
distribution of crops in an agricultural territory.  
This chapter is organized as follows. Section 2 presents an analysis of the problem and the 
need for an approach of optimization under constraints. We present in section 3 our 
satisfaction and optimization approach. Sections 4 and 5 develop a spatial optimization 
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problem related to the optimization of crops distribution on agricultural parcels as well as 
results of experiments in Seine Maritime, France. Section 6 presents an experimental model 
based on Tabu Search. We discuss and we conclude this work in section 7. 

2. Constraint satisfaction or optimization process? 
In real-life optimization applications, the treatments of users are in general simple and do 
not reflect the complex treatments necessary to the satisfaction of their constraints. The real 
complexity of constraints on the system level can penalize the search for optimal solutions. 
Then, the tasks of constraints satisfaction and optimization of the required objective can be 
incompatible. A solution largely used in the literature consists in reducing the problem by 
favoring the satisfaction of the most relevant constraints to the application according to an 
order of preference [6][7][18][19][20][22][23]. In addition, some methods have been 
developed, such as Branch and Bound [13]. This method uses heuristics to guide the search 
of good solutions. The solution quality depends on the treated problem and on the defined 
heuristics. Pre-processing techniques have also been developed to reduce the search space of 
constraints satisfaction problems and can be used in combination with other search 
techniques [4][12][16][17][21]. These methods allow us to avoid an enumeration of all 
potential solutions but they are very expensive in computation times. 

2.1 Analysis of the search process  
We analyse in this part the process of constraints satisfaction and of optimisation in order to 
understand the role of variables, by their respective values, in the improvement of the 
objective and in the satisfaction of the constraints. We thus propose an intelligent heuristic 
to orient the search of satisfactory solutions in constraints satisfaction and optimisation 
problems. 
In practice, optimization problems can reach a high complexity and thus require high 
computing times because of the great number of potential solutions. Exact methods cannot 
generally treat this type of problem and the use of an approximate optimization method is 
the adequate way. However, an optimization process based on an approximate method 
requires a flexibility to explore the search space. It is generally not adapted to problems 
handling hard constraints.  
Thus, the question is how to apply an optimization algorithm and to ensure at the same time 
the satisfaction of constraints, essential to propose satisfactory solutions to stakeholders? To 
provide a solution to this problem, we analyze the search process regarding separately the 
tasks of optimization and of constraints satisfaction.   
An optimization approach affects values to variables in order to find the best combination of 
values which improves the objective function (cf., the neighbourhood methods [2]). The 
strategy of searching for solutions is based on a mechanism of neighbourhood exploration1 
guided by the evolution of the objective function.  
A satisfaction approach affects values to variables in order to satisfy constraints on these 
variables. In this approach, the strategy of affectation is guided by the structure of the 

                                                 
 
1 That depends on the applied algorithm. 
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constraints and their state of satisfaction during the resolution (cf., the backtrack methods 
[5]). 
The processes of constraints satisfaction and of optimization are based on an affectation of 
values to variables, according to two different strategies. The variables have an important 
role since their respective values influence the quality of the solution according to the 
objective of optimisation and of constraints satisfaction. An interesting way consists in 
exploiting the role of variables to solve simultaneously the tasks of constraints satisfaction 
and optimization. 

2.2 SOS-Heuristic : An intelligent heuristic to search solutions 
A constraint can be defined as a condition to satisfy among a number of variables. It restricts 
the set of values that can be affected simultaneously to the implied variables [21]. A classic 
process of constraints satisfaction re-affects only the variables implied in constraints to 
satisfy. In the case of optimization, all variables likely to improve the objective value are re-
affected, regardless of their implication in constraints. This re-affectation of variables can 
cause the dissatisfaction of some constraints that imply these variables. To remedy this 
problem, we define a heuristic ‘SOS-Heuristic’ (Heuristic for Satisfactory and Optimized 
Solutions) to guide the re-affectation of variables with an intelligent manner. We thus 
choose to re-affect variables that don't satisfy constraints instead of re-affecting all variables 
in order to improve the objective function. The defined heuristic consists in affecting a 
penalty to each variable that violates a constraint. The variables that satisfy all constraints 
are not penalized. The penalized variables must be re-affected to satisfy the constraints 
which imply them. The objective of the SOS-Heuristic is to improve the value of the 
objective function without damaging the satisfaction of constraints. 
Example. Let’s consider the constraint of slope: “The parcels with a slope higher than 15° 
must not contain the corn”.  
All parcels with a slope higher than 15° are implied in this constraint. The implied parcels, 
which have a crop other than corn satisfy the constraint and are considered satisfactory. The 
implied parcels that are affected with the corn are unsatisfactory. To satisfy the constraint, 
we must affect the corn to all implied parcels. Thus, only the unsatisfactory parcels must be 
re-affected.  
Moreover, in constraints satisfaction and optimisation problems, the constraints to satisfy do 
not generally have the same importance. Works about constraints satisfaction problems 
distinguish in particular hard constraints that should absolutely be satisfied and soft 
constraints that are to be satisfied as far as possible [20]. Thus, the value of penalty for each 
unsatisfactory variable can be adapted according to the level of preference of violated 
constraints (hard or soft). 

3. The proposed approach 
We consider here the framework of optimization while taking into account the violated 
constraints. We make abstraction of the optimization techniques and we not rely on a 
specific algorithm of resolution. However, we base our approach on the concepts of an 
approximate method that is compatible with big-size problems. 
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At the system initialization, a phase of constraints analysis identifies the variables which are 
implied in each one. The verification of values of these variables allows identifying the 
unsatisfactory variables2. The values of these variables must be modified during the 
optimization process in order to satisfy the constraints not yet satisfied. The search process 
remains oriented toward the improvement of the objective function but the re-affectation 
process is limited to the unsatisfactory variables.  

3.1 Resolution strategy  
The strategy of constraints satisfaction and optimization alternates a phase of optimization 
of the objective and a phase of satisfaction of the required constraints. 

3.1.1 Optimization phase 
The variables penalized during the initialization phase represent the input of the 
optimization phase: we limit the set of the optimisation variables to those violating 
constraints. These variables are re-affected during the optimization while encouraging the 
re-affectation of the most penalized variables3. In order to not deteriorate the initial 
satisfaction for the constraints, the variables that satisfy these constraints are not penalized 
and are not re-affected during the optimization. The re-affectation of penalized variables 
orients the search toward the satisfaction of the constraints initially violated and therefore 
the reduction of the number of penalized variables (which become satisfactory). 

3.1.2 Satisfaction phase 
After the optimization phase, the phase of satisfaction re-evaluates the satisfaction of 
constraints according to new values of the re-affected variables. This re-evaluation of the 
constraints satisfaction allows updating the set of unsatisfactory variables and thus the 
value of penalty for each one. The variables that have become satisfactory are removed from 
the initial set of unsatisfactory variables. The algorithm reiterates a new phase of 
optimization to improve the objective function by re-affecting a new set of penalized 
variables. This process is repeated until satisfying all constraints or until finding a good 
solution in relation with the value of the objective function and with the satisfaction of 
constraints. 
In our approach, the variables have an important role in the exploration of solutions (during 
the optimisation phase) and in the evaluation of the constraints satisfaction (during the 
satisfaction phase). 

3.2 Coding of the proposed approach 
The proposed constraint satisfaction and optimization approach is based on a multi-phase 
mechanism that integrates the improvement of the objective at the level of the optimization 
phase and the satisfaction of the violated constraints at the level of the satisfaction phase. 
The algorithm is based on the following steps: 
Algorithm 1: 

                                                 
 
2 The variables that violate at least one constraint. 
3 The variables that violate several constraints or hard constraints. 
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Begin  
         /* Initialization phase */ 

• Evaluate the initial satisfaction of the constraints  
Extract the set of unsatisfactory variables /* the algorithm can re-affect only the variables 
that violate the hard constraints or can also re-affect all unsatisfactory variables */  

• Attribute a penalty value for each unsatisfactory variable 
• Repeat /* Do n simulations */ 

        /* Optimization phase */ 
• Apply an approximate optimization method /* the algorithm is independent of 

a specific optimization method */.  
• Re-affect the penalized variables 
• Evaluate the objective function  

        /* Satisfaction phase */ 
• Evaluate the satisfaction of the constraints 
• Update the penalized variables as well as their penalty value 

• Until a stop condition /* a global satisfaction state */ 
End 
Although it is guided by the evolution of the objective value, the exploration of solutions is 
based on the re-affectation of only the penalized variables. The choice of the variable to re-
affect depends on the value of penalty in order to treat in first the most penalized variables. 

4. Spatial optimization problem 
The problem we are trying to solve consists in affecting crops on agricultural parcels in 
order de reduce runoff risks. Runoff risk is the consequence of the assignment of crops on 
the parcels.  Runoff is the accumulation of outflows on the parcels, due to a weak infiltration 
of water in the soil. Above a certain rate of rain, the soil doesn't absorb water that flows 
according to the natural slope and causes losses of land (erosion) and a significant 
deterioration of the agricultural soil’s surface. Important damage can be caused to the 
habitat and to the plantations, notably in the downstream areas [9][14]. 
To solve the runoff risk problem, we must optimize the distribution of crops on the parcels 
while respecting to the maximum the required constraints [10]. A configuration corresponds 
to a distribution of crops on the parcels. We evaluate the performance of each configuration 
according to the value of runoff risk and the average rate of satisfaction for the constraints. 
The satisfaction rate for each constraint is evaluated from the Database4 using SQL 
(Structured Query Language) requests. The value of runoff risk is evaluated by a spatial 
hydrological model that calculates values of sensitivity to the runoff risk for each parcel. It 
also simulates the runoff risk due to a distribution of crops on all parcels [9]. 

4.1 A hybrid optimization method 
As mentioned above, the developed approach is independent of a specific algorithm of 
resolution. To experiment our approach, we elaborated a hybrid method based on the 
evolutionary strategy [3] and the simulated annealing [11]. 

                                                 
 
4 The database is implemented in Relational Database Management System. 
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We consider the real distribution of crops already available, as a start configuration. We 
manipulate only one configuration (an individual in analogy with the evolutionary strategy) 
at a time.  
From the initial configuration, the optimization process of runoff risk repeats a procedure of 
neighbourhood exploration based on the simulated annealing method. The mechanism of 
neighbourhood exploration is based on a permutation of crops between two parcels 
according to their sensitivity to the risk. The value of risk represents the function of cost. The 
objective consists in seeking configurations of weaker cost while accepting with a controlled 
manner the configurations that damage the function of cost. The new configuration is 
accepted systematically if the value of runoff risk decreases. Otherwise, the acceptance of a 
new configuration with a higher cost is determined with a probabilistic manner: a real 0≤θ<1 
is randomly chosen and then compared with a probability of acceptance p(ΔE, T). This 
probability is expressed according to the value of cost increase and the current temperature. 
The temperature is controlled by a decreasing function that defines a cooling schedule. The 
system starts with an elevated temperature that progressively tends toward 0 along the 
advancement in the process in order to lead the system toward a stable state. If θ ≤ p(ΔE, T), 
then the new configuration is accepted and replaces the current configuration. Otherwise, 
the current configuration is preserved and is reused to generate another one. The acceptance 
of increases allows us to leave the stable states of non-decrease of the risk. It also advantages 
the exploration of a large search space in order to avoid a premature convergence toward a 
local minimum. The probability of acceptance of risk increases is weak in order to avoid a 
random dispersal in the search space. 

4.2 The satisfaction strategy 
We based the resolution of the spatial optimization problem related to the runoff risk on the 
algorithm presented above (algorithm 1) and we favour the satisfaction of the hard 
constraints.  
Indeed, the parcels can be implied simultaneously in hard and soft constraints. The 
treatment of all unsatisfactory parcels (that violate hard and soft constraints) can sometimes 
improve the satisfaction of the soft constraints at the expanse of the hard constraints. To 
avoid such situations, we have chosen to re-affect crops only to the parcels that violate hard 
constraints. We treat by permutations only the parcels whose crop doesn't satisfies at least a 
hard constraint. The parcels that satisfy all hard constraints remain invariant and maintain 
their initial crop during the optimisation phase.  

4.3 The hybrid algorithm 
The algorithm used to reduce the runoff risk is based on the following steps:  
Algorithm 2: 
Begin  

• Start from the initial distribution xi of crops on the parcels. 
       /* Initialization phase */ 

• Evaluate the initial satisfaction of the constraints  
• Extract the set P of parcels that violate hard constraints /* If all constraints are 

satisfied, extract the parcels that violate soft constraints and that are not implied in 
hard constraints */ 

        /* Do n simulations */ 
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• Repeat  
                /* Optimization phase */ 

• Choose a high initial temperature T and a function α of temperature reduction. 
• For each parcel pi from P (pi is the most penalized parcel). 

• Generate a neighbourhood x (by permuting pi with another penalized 
parcel). 

• If the risk value degrades then xi = x. 
• Else, accept the new configuration with a random probability 
• Reduce the temperature T = α(T) 

                  /* Satisfaction phase */ 
• Evaluate the satisfaction rate of the constraints 
• Update the set P of penalized parcels. 
• Accept the solution if it satisfies the requirements of the application. 

• Until a stop condition. 
End 
The algorithm seeks to reduce the risk value at the level of the optimization phase and to 
improve the satisfaction of hard constraints at the level of the satisfaction phase. 

5. Experiments 
We present in this part an experimentation that aims to reduce the runoff risk in the 
watershed of Haute-Durdent in Seine Maritime - France, while satisfying the constraints 
required by the farmers. 
The watershed of Haute-Durdent (16 km²) has 450 parcels shared between a dozen of farms. 
Thirteen types of occupations: beet, wheat, wood, rape, fodder crops, escourgeon, fallow, 
linen, corn, potato, pea, prairie and village are placed on the parcels. The wood and village 
are considered as invariable and are not taken into account in the re-affectation process. 
We consider 21 constraints: 16 hard and 5 soft, required by several farmers in their farms. 
These constraints express the requirements of slope, size and type of sol compatible with the 
placement of each crop as well as the production quantity of crops in each farm.  
A solution to a constraints satisfaction and optimization problem is an affectation of values 
to the variables, which improves the objective value while satisfying the constraints. In our 
problem, we define a solution as a configuration that reduces the risk of runoff and 
maintains the initial rate of satisfaction for the hard constraints. The parcels are the variables 
of the system. Each parcel can be affected by a type of crop. The multiple possible 
affectations of crops on the parcels represent the search space. 

5.1 Reduction of the risk value (the function of cost) 
Several tests have been done in order to follow the evolution of the risk value (to minimize) 
during the optimization phase and at the end of each simulation. Fig. 1 shows the evolution 
of the risk value after each permutation during the optimization phase (inside the first 
simulation). Fig. 2 shows the evolution of the risk value after each simulation. 
The results show a reduction of the risk value calculated by the spatial hydrological model 
at the outlet of the watershed. The developed algorithm converges after some simulations 
toward a stable state. Some deteriorations of the risk value (Fig. 1) are accepted during the 
optimisation phase in order to avoid local minima. 
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Fig. 1. The value of runoff risk after  each permutation during the first simulation. 
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Fig. 2. The value of risk after simulations. 
To evaluate the efficiency of the proposed algorithm and to explain the reduction of the risk 
value, we present in Fig. 3 the number of permutations and of the penalized parcels during 
simulations. 

 

0

20

40

60

80

100

120

140

160

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

simulation

pe
na

liz
ed

 p
ar

ce
ls

 
Fig. 3. The number of permutations (thick feature) and of penalized parcels (thin feature) 
through simulations. 
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The number of crops permutations between the parcels tends toward 0 and explains the 
convergence of the algorithm after some simulations toward a stable state. The number of 
penalized parcels decreases by 19,42% (from 139 to 112) after 10 simulations (Fig. 3). 
Although the number of treated parcels is restricted since we treated only the parcels that 
violate hard constraints, the value of risk decreased by 56% after 10 simulations (from 9967 
to 4377 mm, Fig. 2). This reduction obtained by the treatment of 30% of the parcels (139 
among 450 parcels, Fig. 3) proves that the aggravation of the risk is essentially due to 
elementary parcels that are badly managed by farmers. Consequently, the affectation of 
appropriate values to variables which cause the dissatisfaction of constraints allows solving 
efficiently an optimization and constraints satisfaction problem. 

5.2 Evaluation of the constraints satisfaction 
We evaluate the average rate of satisfaction for the hard and the soft constraints (Fig. 4). The 
treated variables can be implied simultaneously in several constraints. A complex constraint 
that implies a big number of variables cannot often be satisfied by all implied variables and 
only a subset of variables satisfies the constraint. To this effect, we consider that a constraint 
is satisfied with a certain degree5 rather than satisfied (100%) or dissatisfied (0%). The 
satisfaction of a constraint is evaluated according to the ratio: the number of satisfactory 
variables / the total number of variables implied in the constraint. For example, the 
satisfaction of the constraint of slope defined above is evaluated according to the ratio: the 
number of satisfactory parcels (that have a slope higher than 15° and contain a crop different 
from corn) / the total number of parcels implied in the constraint (that have a slope higher 
than 15°). 

 
Fig. 4. The average rate of satisfaction for the constraints through simulations. 
The defined SOS-Heuristic allowed us to maintain (and improve) the initial rate of 
satisfaction for the hard constraints (Fig. 4). However, we note some deteriorations of the 
satisfaction rate without descending beyond the initial rate of satisfaction (at the simulation 
3 and 5, Fig. 4). Indeed, at each simulation, the algorithm accepts a deterioration of the 
satisfaction rate to overtake local maxima. 

                                                 
 
5 We find the principles of the Fuzzy Constraints Satisfaction Problems [7]. 
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5.3 Spatial consistency 
We visualize on the following maps the initial distribution of crops on the parcels of Haute-
Durdent (Table 1 and Fig. 5) as well as the distribution proposed by the developed approach 
(Fig. 6).  
 

 
Table 1. The colour assigned for each type of crop is darker as the crop is pro-runoff. 

 
Fig. 5. The initial distribution of crops on the parcels of Haute-Durdent. 
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Fig. 6. The distribution of crops proposed by the developed approach. 

The optimization process dissociates the regrouping of pro-runoff crops in the sensitive 
zones to minimize the risk (Fig. 5 and 6, circled parts).  
The high complexity of the required constraints as well as the few number of treated parcels 
(we treated only 30% of the parcels) explain the small, but efficient, number of modifications 
made on the initial distribution of crops. 

6. An experimental model based on Tabu search 
To better analyse the contribution of the SOS-Heuristic, we present in this part an 
experimental optimization model based on Tabu search. This experimentation aims to 
redistribute crops between the parcels of Haute-Durdent without taking into account all 
stakeholders’ constraints. Thus, we do not use the SOS-Heuristic and our primary objective 
is to reduce the runoff risk.  

6.1 Tabu search optimization 
To optimize the distribution of crops on the parcels, we used an approximate method based 
on Tabu search [8]. Tabu search is an optimization metaheuristic, belonging to the class of 
local search techniques [1]. A local search technique is an iterative process based on two 
essential elements: a neighbourhood and a procedure exploiting this neighbourhood. 
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Starting from an initial configuration (solution), a typical local search method explores the 
search space to replace the current configuration by one of its neighbours in order to 
minimize a function of cost (or to maximize a function of benefit). 
We consider the real distribution of crops as an initial configuration. We manipulate one 
configuration at a time. A configuration is a distribution of crops on all parcels of the 
territory. The process of crops permutation between two parcels acts as an explorer of the 
search space. It generates, after each permutation, a neighbouring configuration that 
minimizes the risk value. From the initial configuration, the optimization process permutes 
the crop of the most sensitive parcel with that of another parcel in the territory. The 
optimization algorithm doesn’t choose the first permutation that improves (minimizes) the 
risk value. All possible permutations are enumerated to discover the most profitable 
configurations. This solution is certainly expensive, but the discovered neighbouring 
configuration will be of a smaller risk value. The configuration generated after a 
permutation is accepted systematically if the run-off risk decreases. Otherwise6, the last least 
expensive permutation is chosen, according to a probability of acceptance, in order to escape 
the stable states of non-reduction of risk. The acceptance of increases of the risk value 
encourages the exploration of a vast search space in order to avoid a premature convergence 
of the optimization algorithm. 
However, to prevent cycles, the last explored configurations are kept in a short-term 
memory (Tabu list). This list memorizes information about the history of the last generated 
configurations in order to prohibit permutations that lead to one of them. It thus allows the 
algorithm to explore other parts of the search space. In addition, to avoid a memorization of 
expensive configurations, we memorize only the permutations that generate them. 

6.2 Optimization strategy 
The optimization algorithm is based on the following steps:  
Algorithm 3: 
Begin 
          While (Untreated parcels exist) do 

1. Start from an initial empty Tabu list 
2. Select p, the most sensitive of the untreated parcels.  
3. Select C, the set of candidate parcels that can exchange their crops with that of p while 

satisfying the constraints. 
4. Eliminate parcels that take permutations already explored. 
5. Classify the retained parcels according to their contribution to the runoff risk.  
6. Permute the most sensitive parcel with another parcel. 
7. Update the Tabu list 

   End While. 
End 
The treatment of a parcel consists in searching a permutation of its crop with that of another 
less sensitive in the watershed, in order to minimize the risk value. A simulation consists in 

                                                 
 
6 When no permutation minimizes the risk after some permutations. 
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treating all parcels of the watershed by searching for possible permutations among the 
occupying crops. 
 

 
Fig. 7. The value of risk after simulations. 
 

 
Fig. 8. The average rate of satisfaction for the constraints through simulations. 

The experimental model has reduced the value of the risk calculated at the watershed outlet 
(Fig. 7). The runoff value decreased by 63% after 20 simulations (from 9967 to 3640 mm, Fig. 
7). This reduction is obtained by the treatment of all 450 parcels. However, only some 
restricted constraints are taken into account.  
In addition, we represent on the following map the distribution of crops proposed by the 
experimental optimization model (Fig. 9). 
As shown in Fig. 9, to reduce the risk, the experimental optimization model re-distributes 
crops randomly since it does not take into account the spatial constraints related to the 
placement of crops. Consequently, the distribution of crops proposed by this model is not 
adapted to the reality of land and does not respect farmers’ requirements: 
• The satisfaction of the production objectives for crops is not satisfied: farmers require 

that a quantity of production must be reached for each type of crop. This quantity is 
expressed in this problem by a total surface to cover by each crop in the territory.  

• The spatial distribution of crops on the parcels is incoherent and the map obtained in 
Fig. 9 is not accepted by farmers. 
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Fig. 9. The distribution of crops proposed by the optimization model. 

7. Discussion and conclusion 
We have proposed in this work a constraints satisfaction and optimization approach to 
orient the search process in optimization problems. We have developed a generic approach 
that allows to solve simultaneously the task of optimization and of constraints satisfaction 
based on an intelligent search heuristic : the SOS-Heuristic. The experiments concern a 
spatial optimization problem related to a distribution of crops on agricultural parcels to 
minimize the runoff risk. The application of a hybrid method based on the simulated 
annealing and the evolutionary strategy provided interesting results and proves the 
efficiency of the proposed approach regarding the minimization of the risk value as well as 
the satisfaction of the farmers‘ constraints.  
We have also presented an experimental model based on Tabu Search. This model, 
modelised into the framework of combinatorial optimization, is not oriented toward the 
constraints satisfaction since no global analysis has been conducted at this level. Only a 
limited set of constraints, like the requirements of slope and type of soil, is taken into 
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account. The satisfaction of these constraints is explicitly provided by eliminating the 
assignments that not verify them in order to limit the search space7. The simplified model of 
the problem allowed a certain degree of flexibility to the system thanks to its little number of 
constraints. This explains the multitude of changes which occured on the distribution of 
crops in the territory. However, this resolution is not realistic since it does not take into 
account all farmers’ constraints and it considers only some soft constraints. The solutions 
proposed by this experimental model are not accepted by the farmers. Thus, the 
optimization and satisfaction approach based on the SOS-Heuristic is more efficient than the 
experimental model and provide more realistic solutions. It could be used to solve other 
constraints satisfaction and optimization problems. 
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1. Introduction 
Since the introduction of Tabu Search (Glover, 1989 & 1990), (Glover & Laguna, 1997), this 
simple yet effective heuristic has been used in many applications such as clustering (Liu et 
al., 2008), rule base generation (Bagis, 2007), feature selection (Oduntan et al., 2008), multi 
objective optimization (Zhu et al., 2007), (Vilcot, 2007), (Jaeggi et al., 2008), combinatorial 
optimization (Crainic et al., 2007), (Alvarez-Valdes et al., 2006), continuous optimization 
(Jaeggi et al., 2008), scheduling (Pan et al., 2007), (Chen et al., 2006), solving graph problems 
(Mermri et al., 2007), (Öncan et al., 2007), (Brandão & Eglese, 2006), and many more. 
Tabu search metaheuristic has been used in two forms by now. The first form is the pure 
usage of tabu metaheuristic as the search algorithm. In this approach, the algorithm 
designer just focuses on implementing appropriate neighbour generation functions based on 
her/his specific task. Examples of this approach are (Pacheco et al., 2007) for urban transport 
optimization, (Liang & Chao, 2008) for facility layout optimization, (Exler et al., 2007) for 
control and system design, (Palubeckis, 2007) for maximum diversity problem, (Caserta & 
Uribe, 2007) for software system reliability, (Watcharasitthiwat et al., 2006) for design of FIR 
filters, and (Hallberg & Peng, 1996) for multicycle scheduling. 
The second approach is to hybridize this idea with another search algorithm or another 
instance(s) of the same idea. Examples are hybridization with Memetic algorithms (El 
Fallahi, 2006), Particle Swarm Optimization (Shen et al. 2007), Genetic algorithms (Hou et 
al., 1999), (Vilcot & Billaut, 2007), and used in multiple/hierarchical form in (Oduntan et al., 
2008), (Brandão, 2007), (Crainic et al., 2007), (Pothiya et al., 2007), (Watcharasitthiwat et al., 
2006) or in parallel (Al-Yamani et al., 2003), (Bachelet et al., 1996), (Porto & Ribeiro, 1996). 
Cited hybridizations can be categorized into two sub groups: either tabu search is the master 
search algorithm which makes use of another algorithm as slave for neighbour generation, 
as in (Hou et al., 1999), or the other algorithm is the master algorithm which uses tabu 
search for either initialization (Vilcot & Billaut, 2007) or local optimization (Gomes et al., 
2003). In this chapter, we want to purpose another form of hybrid tabu search approach in 
which the tabu metaheuristic is neither the master part of the algorithm nor its slave part 
and two ingredients, tabu metaheuristic and symbiotic evolution, are intermixed so that 
none has a higher position than the other. The algorithm will be called Symbiotic Tabu 
Search (STS) and will be a general search and optimization algorithm that makes use of 
schemata theorem (Holland, 1975), automatically discovers and uses the linkages between 
solution parts and avoids local optima. 
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In the rest of the chapter, we will first introduce the rationales behind symbiotic tabu search 
and why we were led to this idea. Then an implementation will be presented in section 3, 
followed by its comparison and test results in section 4, and finally the concluding remarks 
at section 5. 

2. The backgrounds 
In this section, we will first talk about the linkage problem, which is the main focus of 
Symbiotic Tabu Search algorithm, then will introduce symbiotic combination operator as an 
artificial tool inspired from the natural process of symbiogenesis. Then in the next section, 
we will present STS algorithm as the combination of symbiogenesis and tabu search as a 
remedy for the linkage problem. 

2.1 The linkage problem 
One of the earliest ideas in search algorithms was to use the building blocks of a problem 
(divide and conquer) and to combine the building blocks so that the good features of two 
partially good solutions would be added together and create a better solution. This was the 
main idea behind the recombination (cross over) operator of Holland's Genetic Algorithms 
(Holland, 1975) which be came the root of all evolutionary algorithms. But very soon three 
problems arouse in this field which were laterly called Linkage Problem: First, how to 
identify the good building blocks so that their combination will result in a good fitness value 
(Watson & Pollack, 1999); how to combine these blocks if they are conflicting (Watson & 
Pollack, 1999); and how to identify and what to do with bad genes which are stuck to good 
genes in one chromosome, the garbage genes (Forrest & Mitchell, 1993). The first problem 
results in requirment of prior domain knowledge for positioning genes so that 
recombination opertor would not break the building blocks, and the second and third 
problem results in slowing down, and sometime shutting down, the search process by 
approving and propagating bad genes. 
These two problems result in a vast line of search methods based on building blocks or 
schemata theory with several different view points. The first ideas were based on designing 
more sophisticated recombination operators for simple genetic algorithms such as the ones 
with more number of cut points, random cut point positioning, uniform crossover, linear 
combination of genes, etc., see (Mitchell, 1999) for an extensive list. Regardless of the fact 
that some of these remedies totally neglect the idea behind schemata and building blocks, 
prior domain knowledge about the problem is still a serious requirement for 
selection/design of appropriate operator. 
Another idea was to use chromosome reordering operators and repositioning of genes 
inside the chromosome on the fly such as Inversion operator (Bagley, 1967) and Linkage 
Learning Genetic Algorithm (Harrik, 1997). In such algorithms, each gene has a location 
indicator along with its value and both of these parameters change and propagate during 
evolution. Thus, gene values and locations are optimized together and the algorithm is 
supposed to rearrange gene locations so that those which have related effects on phenotype 
move together during application of simple recombination operators. The major reported 
problem of this approach was premature convergence or reaching a local optima before the 
genes were appropriately arranged (Newman, 2006), (Pelikan et al, 1999). 
The third solution was to use partially specified chromosomes (PSCs) such as in Messy 
Genetic Algorithms (mGA) (Deb, 1991), (Goldberg et al, 1989), Cooperative Co-Evolutionary 
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Algorithms (CCEA) (Potter & De Jong, 1994), Symbiotic Evolutionary Adaptation Model 
(SEAM) (Watson & Pollack, 2000) and, and Incremental Commitment Genetic Algorithm 
(ICGA) (Watson & Pollack, 1999). In these approaches, the chromosomes have missing 
values for some locations and cooperation of several chromosomes (based on algorithm 
strategy) composes a solution. In mGA, this cooperation is minimal and each PSC is 
evaluated in the context of a template and is compared with other chromosomes which are 
similar enough to it. In CCEA, genome is split into several sub-genomes by algorithm 
designer and each pool is evolved in separation from other pools, improving the content of 
one of these sub-genomes. The cooperation between pools takes place during evaluations 
were a partial solution from one pool is concatenated to the bests of the other pools for 
evaluation. In SEAM and ICGA, PSCs are evaluated in the context of other chromosomes. In 
this approach, a context is a combination of some members of the chromosome pool that 
fully specify all chromosome locations together. To compute the fitness of a chromosome, all 
unspecified positions of the chromosome are filled with respective values from the the 
context and then the fitness value is computed. 
The last school of dealing with linkage and building block problems tries to find estimation 
of distribution of good genes. In contrast with purely evolutionary approaches that put their 
direct focus on search for good solutions, the algorithms in this group try to estimate the 
distribution of good genes and construct good solutions based on these estimations. 
Generally, these approaches require a pre-selected distribution model and the process 
estimates the parameters of this distribution. To name some algorithms in this category, one 
can say Estimation of Distribution Algorithm (Larrañaga & Lozano, 2002), Population-Based 
Incremental Learning Algorithm (Baluja, 1994), Compact Genetic Algorithm (Harik et al, 
1998), Extended Compact Genetic Algorithm (Sastry & Goldberg, 2000), Factorized 
Distribution Algorithm (Mühlenbein & Mahnig, 1999), Bayesian Optimization Algorithm 
(Pelikan et al, 1999), and Hierarchical Bayesian Optimization Algorithm (Pelikan et al, 2003). 
Each of these solutions has its own cons and pros and yet none is considered an ultimate 
remedy for the linkage problem. Some of the approaches require other source of domain 
knowledge like estimation of distribution of good genes in all fourth approach algorithms 
and appropriate gene groups in CCEA; Some need excessive computation power for 
extensive search as in mGA, see more details in (Kargupta, 1995); and at last, some are 
usable only in very specific purposes such as SEAM, see more details in (Halavati et al, 
2007). 

2.2 Natural process of symbiogenesis and artificial symbiotic combination operator 
The natural process of symbiogenesis (Merezhkovsky, 1909) is the creation of new species 
from the genetic integration of organisms, called symbionts. Symbiogenesis has enabled 
some of the major transitions in evolution (Maynard Smith & Szathmary, 1995), including 
the origin of eukaryotes which include all plants and animals. This kind of genetic 
integration is quite different from the transfer of genetic information in sexual reproduction. 
Sexual recombination occurs between similar organisms (i.e. of the same species) and 
involves the exchange of parts of the genome in a mutually exclusive manner so that every 
gene acquired from one parent is a gene that cannot be acquired from the other parent. In 
contrast, symbiotic combination may also occur between genetically unrelated organisms 
(i.e. different species) and involve the integration of whole genomes. The resultant 
composite may have all the genes from one symbiont and at the same time acquire any 
number of genes from the other symbiont (Watson & Pollack, 2000). 
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Based on this idea, symbiotic combination operator was introduced (Watson & Pollack, 
1999), (Watson & Pollack, 2000) as an alternative for sexual recombination operator. This 
operator takes two PSCs and makes an offspring with the sum of their characteristics, see 
Figure 1 for an example. Therefore, in contrast to the standard crossover operator that is 
applied to fully specified chromosomes, symbiotic combination runs over partially specified 
representations and advances them towards fully specified ones. In the original introduction 
of this operator ((Watson & Pollack, 1999) and (Watson & Pollack, 2000)), when two 
chromosomes with conflicting genes were to be merged (i.e. they both had values for 
one/more specific location and the values contradicted), all these conflicts were resolved to 
the favour of the first donor. In this text, we do not need this assumption and we simply 
don't combine two chromosomes that have conflicts. 
 

 
Fig 1. An example of symbiotic combination. Chromosomes A and B, each, have some 
unspecified locations, shown with ‘-‘ mark. Their combination has specified values for all 
locations that are specified in at least one of the donors. If there would be a conflict between 
the specified values, like the last gene of the above chromosomes, all conflicts are resolved 
in favor of one donor, here A. 

3. Symbiotic tabu search 
3.1 The idea behind symbiotic tabu search 
The main target of STS is to use partially specied chromosomes (PSCs) as the core of the 
search approach, but make the selections using tabu prohibition heuristic on fully specified 
solutions. To do so, STS uses mutation operators, sometimes combine PSCs using symbiotic 
combination operator to create chromosomes with more specified locations, and makes the 
selection for reproduction using tabu heuristic and fitness value of fully specified solutions. 
One requirement of a process that evolves PSCs is their evaluation during selection phase. 
In some specific problems, this is done using a direct evaluation function that can evaluate 
solutions with missing values; but when this is not available, the most common approaches 
are to evaluate a partially specified chromsome in the context of other members of the pool 
such as in SEAM and ICGA or to use a template for missing values as in mGA. 
In the first approach, a context is a combination of some members of the pool that fully 
specify all chromosome locations. To compute the fitness of a chromosome in a context, all 
unspecified positions of the chromosome are filled with respective values from the context 
and then fitness value is computed. A major critique of this approach is the detachment 
between the context and the chromosome: When the combination of several chromosomes 
(the context) and the chromosome under evaluation results in a good fitness value, it means 
that the entire group has made a good cooperation and their being together results in a good 
outcome. So it would be good if the entire composition would get a higher chance of 
reemergence and survival, but in this class of algorithms, only the single individual under 
evaluation gets the reward, see (Halavati et al, 2007) for more details on this problem. 
The local template solution of mGA also has this problem as selection is done at individual 
level. Also the process is limited to a local search based on the template that is used for 
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evaluations and although the template evolves through time, all evaluations are centered 
around its temporal value in each generation. 
To overcome these problems, we propose evaluation of chromosomes in the context of other 
chromosomes, but the reproduction and selection must also be done at context level instead 
of individual level: if some chromosomes that are grouped for evaluation gain a high fitness 
value, all of them get a higher survival and reproduction chance and not just one of them. 
To implement this idea, we will use the term assembly hence forth for a set of none 
conflicting chromosomes that fully specify all locations; i.e., each location is specified by one 
and only one member of the assembly. Each member of an assembly will be called a 
symbiont. This way, whenever we need selection or evaluation, we can generate an 
assembly, evaluate it and if it gains enough credits for reproduction, reproduce its entire 
content. But after replication (and possible modifications) it can break again into its 
symbionts. 
There are some considerations behind the recommended process: 

3.1.1 Avoiding premature convergence 
Creating schemata with more specified bits from the best assemblies in each iteration may 
result in a very fast creation of fully specified chromosomes and premature convergence of 
the search process. To prevent this, we limit the size of chromosomes that are created during 
the process to a value that gradually increases while the process goes on. This value will 
allow the creation of only single gene chromosomes at the beginning of the process and 
gradually reaches fully specified chromosomes. This will be called gradually cooling the 
process and the term is chosen to represent a force that prevents emergence of big 
chromosomes at the beginning of the process, when the pools is hot, and gradually cools the 
pool based on a predefined schedule, so that bigger chromosomes can emerge. In all of our 
implementations, this parameter is simply computed by a linear equation based on the 
generation number but more complicated functions can be used if the problem space is 
known better. 

3.1.2 Avoiding local optima 
STS algorithm creates schemata of the best assembly in each iteration by combining some 
symbionts of the best assembly. This is done to promote solutions similar to the best 
assembly, but if the best assembly is a local maximum, there would be a good chance that 
exactly the same assembly will be chosen again as the best assembly of the later steps, 
because all symbionts of this solution still exist in the pool and some combinations of them 
are also added. In this case, the local maximum will fill up the chromosome pool very fast 
with more and more copies of its subcomponents and this increases the possibility of its 
later creations and may cause the search to get stuck there. The key role of tabu prohibition 
is in this step where STS keeps a list of the latest best assemblies that have reproduced and 
avoids them during later assembly creations. This way, a local optimum can not repeat itself 
and this prohibition makes the algorithm search around the local maximum instead of 
repeating the exact assembly. 

3.1.3 Exploiting partial evaluation function 
If a partial evaluation function exists, STS can use it: Whenever such a function exists, STS 
can use it during assembly generation phase, by picking the first member of the assembly 
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randomly and then choosing the next members using a tournament selection approach. If 
the problem does not permit partial chromosome evaluation, this part can be replaced with 
a random selection of members for assembly build up. 

3.1.4 Pruning none fitting chromosomes 
Besides promoting and replicating good chromosomes, STS prohibits and decreases the 
reemergence of bad assemblies. To do so, removal of some chromosomes of assemblies with 
low fitness values is a good solution, but this must be done considering the fact that some of 
these chromosomes may also be in assemblies with high fitness values and they must be 
preserved. So, if a chromosome is part of both high fitness assemblies and low fitness 
assemblies, it must not be removed. 

3.2 The implementation details of symbiotic tabu search 
Figures 3 and 4 depict the implementation of STS. Figure 3 presents the main body of the 
algorithm and Figure 4 shows the assembly generation function which is in charge of 
creating assemblies when required. Assembly generation function (Figure 4) starts with a 
random chromosome and keeps adding chromosomes to the assembly so that new members 
have no conflicts with previous members and add some extra specified bits to the assembly. 
Two alternatives are shown in the diagram, once a partial evaluation function does not exist, 
new members are randomly selected from candidate members and when there is such a 
function, the best of each group of candidates is selected and added. 
In the main body of the algorithm (Figure 3), as stated in 3.1.1 subsection and to avoid 
premature convergence, a size control mechanism is implemented using MaxSize variable 
that is initialized to 2 bit chromosomes at the beginning and is updated at the end of each 
iteration. A tabu list is also created in step 1 of Figure 3 and everytime an assembly is 
selected as the best of an iteration, re-creation of it in some further steps is prohibited by 
putting it in a queue of tabu answers in step 4. Note that assemblies are checked for being 
tabu in the final stage of assembly generation function and if an assembly with similar 
values for all locations of the generated assembly was found in tabu list, the newly 
generated assembly is discarded. 
As stated in steps 3, 5, and 6 of Figure 3 diagram, only the best assembly of each generation 
is selected for mutation and symbiotic combination. In mutation step (5), with a certain 
probability, a mutated copy of each symbiont of the best assembly is created and added to 
the pool and in symbiotic combination step (6), combinations of each two symbionts of best 
assembly are created and added to the pool. At the end of step 6, it is checked that if the size 
of a combined symbiont exceeds maximum size threshold, it is randomly broken into some 
fragments of smaller sizes. 
After replicating the best assembly, we prohibit the re-emergence of the worst assemblies in 
step 7 similar to the note at subsection 3.1.4: We separate the generated assemblies into two 
sets. The winners list includes all symbionts of all assemblies that stand in 25% highest ranks 
based on their fitness values and the losers list is made up of all symbionts of the worst 25% 
assemblies. Then, all symbionts of all members of the losers set are removed from the 
population, except the ones which are also a member of the winners set. Being in both sets is 
quite possible and frequent as the assembly generation phase may use a chromosome in 
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several assemblies with different fitness values. Using the above approach, we only remove 
chromosomes which haven’t been able to take part in any good assembly. 
After all stated steps, if the replication phase has created any duplicate chromosome in the 
population, the extra copies are removed in step 8 and if population exceeds a pre-specified 
threshold, some chromosomes are randomly selected and removed from the pool. 
 

 
Fig. 2. Diagram of STS algorithm for optimization. The parameters are AC for Assemblies 
Count, MR for Mutation Rate, and MP for Maximum Population threshold. 
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3.3 Feature comparison of STS with some other algorithms 
As stated before, there are generally three methods to deal with linkage or building block 
problems. One method is the estimation of gene distribution algorithms such as EDA 
(Larraaga & Lozano, 2002), PBIL (Baluja, 1994), cGA (Harik et al, 1998), ECGA (Sastry & 
Goldberg, 2000), FDA (Mühlenbein & Mahnig, 1999), BOA (Pelikan et al, 1999), and hBOA 
(Pelikan et al, 2003). As STS does not lie in this category, its features can not be easily 
compared with these algorithms because the cited algorithms require a previously selected 
distribution model for good genes while STS does not need it; but if such model exists, STS 
can not make use of it. 
 

 
Fig. 3. Diagram of Assemly Generation Function. The parameters are SR for Selection Rate 
and Population Size for the number of chromosomes in the pool. 
In Table 1, we have compared STS with some major algorithms of partial chromosome 
specification and chromosome reordering schools. As stated there, STS does not use fully 
specified chromosomes, so does not have the garbage genes problem; it doesn't work under 
the bias of any conflict resolution method as it does not combine conflicting chromosomes; it 
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is not under the influence of size penalty function as it lets the chromosomes grow only if 
they prove have high fitness value in cooperation with each other; it requires no prior 
domain knowledge or partial evaluation function, but it can make use of both if available; it 
uses substructures and can gradually evolve and reform them and is not bound to algorithm 
designer for substructure definition. 
 

 
Table 1. Feature Comparison of STS and some other algorithms 

4. Experimental results 
4.1 Benchmarks problems 
We used three benchmark problem sets. The first one is the Hierarchical If and Only I (HIFF) 
function (Watson & Pollack, 1999) with fully deceptive behaviour. The function takes an N-
bit input and computes the fitness as stated in equation (1). 
 

 

(1) 

BL and BR are respectively the left and the right half of B bit string. 
 

The second benchmark is the concatenation of multiple 8-Queen problems (M8Q) (Eiben et 
al, 1995). In each instance, M separate problems of putting 8 queens on an 8×8 chessboard 
must be solved, so that no two queens on a board can attack each other. The chromosome 
includes the rows of the queens and columns are all assumed distinct and fixed. 
The third benchmark is the KN-Trap function (Kargupta, 1995). The chromosomes are 
concatenations of K sections of N bits. For each N bit section, the fitness is computed as 
stated in equation (2) and the summation of all fitness values is assigned to the whole 
chromosome. The Trap function has a deceptive behaviour with the global maximum for an 
all-zero bit string and a negative gradient towards this point. 
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The chromosomes in all problems are shuffled (Watson & Pollack, 1990), so that adjacency 
data may not be used by any of the algorithms. 

 

(2) 

4.2 Benchmarks algorithms 
We compared STS with Hill Climbing (HC) (Russle and Norvig, 2002), Symbiotic 
Evolutionary Adaptation Model (SEAM), simple Genetic Algorithm (SGA), and plain Tabu 
Search algorithm (TSA). HC was chosen as the most primitive local search algorithm, SEAM 
from symbiotic algorithms family, TSA from tabu search family, and SGA as the basic 
evolutionary algorithm. 
To select appropriate parameters for SEAM, TSA, SGA, and STS on each instance of the 
benchmark problems, we used a greedy optimization algorithm with 100 steps and 20 
random restarts. The measures for selecting appropriate parameters where first, number of 
solved problems, and second, the time needed to solve the problems. The best parameter 
settings, for each algorithm/problem instance is specified in Tables 2-5. For each algorithm, 
problems which could not be solved with any set of parameters are marked with N/A for 
not available. 
Each instance of the benchmark problems was tried with each algorithm in 30 independent 
runs. Each algorithm/problem was given a maximum number of allowed fitness function 
calls based on problem complexity. These maximum values were chosen based on our initial 
experiments and were the same for all algorithms (10 times the fastest result that we found 
on that problem). 
The cooling function of STS is implemented as a linear function, by dividing the iteration 
number per CoolingRate parameter. For each algorithm/problem, the success rates (number 
of times that each algorithm could find the optimum value (Forrest & Mitchell, 1993b)) and 
the average number of fitness computations for cases in which each algorithm has been able 
to solve the problem are depicted in respective diagrams. 
 

 
 

Table 2. Parameters of benchmark problems for SEAM algorithm. 

 
 

Table 3. Parameters of benchmark problems for TSA algorithm. 
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Table 4. Parameters of benchmark problems for SGA Algorithm1 

 
Table 5. Parameters of benchmark problems for STS Algorithm. 

4.3 Experimental results of HIFF problems 
The success rates and performance of the five tested algorithms on HIFF problems are 
depicted in Figure 5 diagrams. As it is seen, the only algorithm which was not able to solve 
all instances of 32 bit HIFF was SGA; TSA and HC totally failed to solve the 64 bit instances 
of HIFF while SGA still solved 20% of instances of 64 bit HIFF; and on 128 bit problems, 
only 30% were solved by SEAM while STS succeeded in 95% of cases. 
Also it must be noted that in 32 bit problems, TSA and HC used almost double th 
computation time that STS required to solve the problem and generally, STS required much 
more computation time in compare with HC an TSA. 
This problem has a fully deceptive behaviour, and identification and using building blocks 
is a serious requirement of the task. That's why SGA failed from the beginning. HC and TSA 
where successful at the smallest case where the search space was still not very large and 
found the solutions with checking almost 1/10000th of all possible solutions, but with bigger 
search spaces they totally failed to find the solution by plain tracing and without using 
schemata. The only two algorithms that survive till 128 bit problems are STS and SEAM 
while STS is ahead with 65% more success rate, but exploiting much more computation 
time, even in smaller problems. This is because STS takes much more time analysing 
different cases (using cooling mechanism) before it composes a bigger building block but 
SEAM makes building blocks much faster and in the first success of a building block. 
Therefore SEAM can converge much faster than STS, but as it is seen, in big problems where 
there are much more local optima this may lead to a wrong turn to a local pick. 
                                                 
 
1 RW for Rolette Wheel / TS for Tournoment Selection 
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Fig. 5. Performance and Success rates of HC, TSA, SGA, SEAM, and STS algorithms for HIFF 
Problems. 

4.4 Experimental results of M8Q problems 
As depicted in Figure 6, the smallest instance of M8Q problem is solved completely by all 
algorithms, but the only ones that keep solving the bigger instances are SGA and STS. The 
reason behind the failure of HC and TSA can be in the big search space of 5 and more 
number of boards (120 bit for 5 boards, 240 bits for 10 boards and 360 bits for 15 boards) and 
the excessive number of local optima of M8Q problems. 
SEAM also failed soon due to its nature of partial chromosome evaluation which creates a 
bigger chromosome, only if it gains better fitness value in compare with both its parents, in 
the context of many other chromosomes. This evaluation fails in M8Q problem as there are 
many global optima whose components are not a good solution of other global optima and 
therefore, the combination of each two chromosomes may be a good subcomponent of one 
solution and a bad subcomponent for another solution. 
The only algorithms that could solve the 5, 10, and 15 board problems where SGA and STS 
and as depicted in Figure 6, the computation time of STS was somewhat lower than SGA 
and the success rate, more than 50% better in the biggest problem. Again we believe that the 
better success rate of STS in compare with SGA is due to its ability to create appropriate 
building blocks and therefore optimization of different boards almost separately, while SGA 
can not do this due it its fixed structured recombination operators. 
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Fig. 6. Performance and Success rates of HC, TSA, SGA, SEAM, and STS algorithms for 
Multiple 8 Queens Problems. 

4.5 Experimental results of KnTrap problem 
The results of KnTrap problems are presented in Figure 7. This problem has a relatively very 
small size (16 bits in the biggest instance), but due to its deceptive behaviour and positive 
gradient only towards local optima, it is a very hard problem for greedy algorithms. HC and 
TSA were quite successful in all instances of this problem, as the search space is very small 
and due to the internal restart and choosing new random start point of both algorithms, 
they find the global optimum after enough number of restarts. SGA fails in 4×4 and 2×8 
instance of this problem as the selection force always leads it to local optima and distances it 
from the best answer, and SEAM fails for the same reason on the biggest instance. But STS 
still keeps solving all instances, with more computation time in compare with HC and TSA, 
as its cooling mechanisms tries to find building blocks of each size, and not just based on 
previously found building blocks. So it ultimately finds partial optimum solutions of the 
size of trap functions and by combining them, finds the global solution. 

5. Concluding remarks 
To overcome the linkage problem, we proposed the usage of partially specified 
chromosomes (PSCs) along with evaluation and selection at group level. The main point 
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behind this idea was to select and replicate PSCs at group level instead of individual level, 
because once a group of PSCs show a good fitness value together, it does not implicate that 
each of them is a good subsolution in general, but it means that they are good together and 
can form a good cooperation; So, once we evaluate a group and they show good fitness 
value, all members of the group receive a higher change for survival and replication. During 
replication, to increase the chance of regrouping for some members of a successful group, 
we stick some of them together using symbiotic combination operator and build partial 
solutions with more specified bits. If these partial solutions show good fitness values in their 
future combinations with other members of the pool, they would be replicated again and 
grow bigger and if not, they will be destroyed. As this template is quite prone to getting 
stuck in local optima, it is augmented with tabu prohibition mechanism to avoid this 
problem and perform a better global search. The major advantages behind this idea are: 
 

 
Fig. 7. Performance and Success rates of HC, TSA, SGA, SEAM, and STS algorithms for 
KnTrap Problems. 
1. The evolutionary algorithm does not need prior domain knowledge for chromosome or 

recombination operator design for preservation of building blocks during 
recombination, as there is no recombination any more. 

2. The process uses schemata and sub structures during evolution and can find and use 
building blocks, while the building blocks have no predefined structure or size 
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limitations. Moreover, growth control is done only based on fitness and therefore there 
would be no bias due to size penalty function or anything similar. 

3. As the process uses PSCs and creates bigger chromosomes only if the group of 
chromosomes shows a high fitness value, garbage genes are produced less than 
approaches based on fully specified chromosomes. 

4. Tabu prohibition prevents getting stuck in local optima and Cooling mechanism 
ensures a wide global search before narrowing down to areas limited by schemata. 

The Symbiotic Tabu Search (STS) algorithm was presented in section 3 and was compared 
with hill climbing (HC), plain tabu search algorithm (TSA), simple genetic algorithm (SGA), 
and symbiotic evolutionary adaptation model (SEAM) in section 4 on three families of 
benchmark problems. The problems were chosen from 3 categories, a fully deceptive 
problem (HIFF), a combinatorial optimization problem (M8Q), and concatenation of some 
deceptive functions (KnTrap). 
Our test results totally complied with our assertions about STS and showed that STS was 
quite more successful in reaching optimum solutions using less computational power, 
except in cases that search for building blocks was useless and solutions were quite trivial. 
In these cases, the gadgets of STS were just unnecessary and only time consuming, but yet 
STS could find the optimal solution with more computations. 
As a final statement, we believe that evaluation and selection at group level can be a major 
advantage to search and optimization methods that are based on partially specified 
chromosomes and symbiotic combination is an appropriate tool for building schemata in 
such algorithms. Along with these two, tabu prohibition is a mandatory mechanism to 
prevent local optima as this search strategy is quite prune to getting stuck in the first local 
optima. Putting these along the facts that this algorithm does not require prior domain 
knowledge for operator or chromosome design, does not require any sort of partial 
evaluation function or size limit functions but can use them if available, and can create 
building blocks with no pre-specified limit, STS can be introduced and recommended as a 
general search and optimization algorithm that can automatically discover and use building 
blocks to cope with any form of internal relation between different parts of the solution. 
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1. Introduction 
In this chapter experience with solving quadratic assignment problems is reported. The 
results reported in this chapter are the best results for heuristic solutions of the quadratic 
assignment problem available to date and can serve as bench mark results for future 
researchers who propose new approaches for solving quadratic assignment problems. 
The most effective method to date for solving quadratic assignment problems heuristically 
is the hybrid genetic algorithm. The offspring produced by the genetic algorithms are 
improved by tabu search before considering them for inclusion into the population. Six 
different tabu searches are described and are embedded in a special genetic algorithm 
whose merging process is the most effective for heuristically solving quadratic assignment 
problems. 
The most successful merging process (the crossover operator) used in the genetic algorithm 
is described. This specific merging process exploits the special structure of quadratic 
assignment problems and is especially effective when the distance matrix consists of “real” 
distances rather than random values. 
A short cut suggested by Taillard (1995) is described. This short cut reduces the time 
required for the evaluation of all O(n2) values of the objective function by all pair-wise 
exchanges of facilities from O(n4) to O(n2) (i.e. O(1) per pair exchange) where n is the 
number of facilities. 
Grey pattern problems are quadratic assignment problems with a special structure. For 
these problems a special merging process and a special tabu search are developed (Drezner, 
2006).  
Several improvement schemes for genetic algorithms (or hybrid genetic algorithms) are 
described and discussed. These include: gender specific genetic algorithms, distance based 
approach to selecting parents in genetic algorithms, a distance based rule for removing 
population members, and compounded genetic algorithms. These improvement schemes 
can help researchers who work on other problems as well to improve the performance of 
their genetic or hybrid genetic algorithms. 
The chapter concludes with summary tables of computational experiments with various 
techniques. These include the best known results for 32 “pure” quadratic assignment 
problems and 127 grey pattern quadratic assignment problems. All pure quadratic 
assignment problems have between 36 and 150 facilities. Smaller problems, with a few 
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exceptions, were optimally solved and thus not reported. One hundred and twenty six grey 
pattern problems have 256 facilities. One grey pattern problem with 64 facilities and 6 grey 
pattern problems with 256 facilities are optimally solved. 

2. The quadratic assignment problem 
The quadratic assignment problem (QAP) is considered one of the most difficult 
optimization problems to solve optimally. The QAP is a combinatorial optimization 
problem proposed by Koopmans & Beckmann (1957).   
The problem is defined as follows. A set of n possible sites are given and n facilities are to be 
located on these sites, one facility at a site. Let cij be the cost per unit distance between 
facilities i and j and dij be the distance between sites i and j. The cost f to be minimized over 
all possible permutations, calculated for an assignment of facility i to site p(i) for i=1, ... ,n, is: 

 ( ) ( )
1 1

n n

ij p i p j
i j

f c d
= =

= ∑∑  (1) 

Optimal algorithms can solve relatively small problems (n≤36). Nug30, Kra30b, Tho30 were 
solved by Anstreicher et al. (2002); Kra30a by Hahn & Krarup (2001); Ste36a by Brixius and 
Anstreicher (2001); Ste36b, Ste36c by Nystrom (1999). Consequently, considerable effort has 
been devoted to constructing heuristic algorithms for its solution. The first heuristic 
algorithm proposed for this problem was CRAFT (Armour & Buffa, 1962) which is a descent 
heuristic. More recent algorithms use metaheuristics such as tabu search (Batiti & Tecchiolli, 
1994; Skorin-Kapov, 1990; Taillard, 1991), simulated annealing (Burkard & Rendl, 1984; 
Wilhelm & Ward, 1987; Connoly, 1990; Misevicius, 2003), simulated jumping (Amin, 1999), 
genetic algorithms (Ahuja et al., 2000; Fleurent & Ferland, 1994; Tate & Smith, 1995; Drezner, 
2003, 2005c), ant colony search (Gambardella et al., 1999), scatter search (Cung et al., 1997), 
or specially designed heuristics (Drezner, 2002; Li et al., 1994). 
For a complete discussion and list of references see Burkard (1990), Cela (1998), Rendl 
(2002), Taillard (1995), and Drezner et al. (2005). 

2.1 Grey pattern problems 
Grey Pattern problems (Taillard, 1995) are a special class of quadratic assignment problems. 
These quadratic assignment problems have a special structure that can be exploited in the 
design of hybrid genetic algorithms. 
The grey pattern problem (Taillard 1995) is based on a rectangle of dimensions n1 by n2. A 
grey pattern of m black points is selected from the n = n1×n2 slots in the rectangle while the 
rest of the slots remain white. This forms a “grey pattern” of density m/n. The objective is to 
have a grey pattern where the black points are distributed as uniformly as possible. This 
objective is achieved by defining a distance between pairs of points according to some rule. 
For more details see Taillard (1995). 
Two grey pattern problems are available at QAPLIB http://www.seas.upenn.edu/qaplib. 
These are called Tai64c and Tai256c. Tai64c is a grey pattern problem in a square of 8 by 8 
slots (n=64) and m=13 black points. Tai256c is a grey pattern problem in a square of 
dimensions 16 by 16 (n=256) and m=92 black points. Taillard and Gambardella (1997) define 
126 grey pattern problems with the same distance matrix as Tai256c for n=256 selecting 
3≤m≤128 black points. 
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The grey pattern quadratic assignment problems can be formulated in a simpler way 
(Taillard, 1995; Drezner, 2006). m slots out of n available slots need to be selected.  dij is the 
distance between slots i and j. Let M of cardinality m be the subset of selected slots. The 
objective function, to be minimized by selection of the best subset M, is ( )

,
ij

i j M
f M d

∈

= ∑ . In 

Drezner (2006) the grey pattern problem is described as a special case of a more general 
problem. Consider n objects such as points in the plane or nodes of a network with a given 
distance between every pair of points. We wish to find a cluster of m points which 
minimizes the total distance between all pairs of points in the cluster. This cluster can be 
interpreted as the “tightest” cluster of m points. 
 Since this quadratic assignment formulation has a special structure, it is easier to solve as 
pointed out by Taillard (1995). Taillard (1995), Misevicius (2003a,b, 2004, 2005), and Drezner 
(2006) used this special formulation rather than the general QAP formulation for its 
solution. 

3. Tabu searches for quadratic assignment problems 
Tabu search procedures were suggested by Glover (1986). For a review of tabu searches the 
reader is referred to Glover & Laguna (1997). The search starts as a steepest descent 
algorithm but continues after the steepest descent algorithm has been terminated. Unlike the 
steepest descent, tabu search may take upward moves in the hope that a sequence of 
upward moves will lead to subsequent downward moves and eventually lead to a better 
solution. The direction of the search is determined by the recent history of moves that are 
“memorized”. Once a move is performed, the reverse move (i.e. moving back to the 
previous combination) is forbidden for some iterations called tabu tenure (hence the name 
tabu which can also be spelled as taboo), thus pushing the search away from previous 
combinations. Imagine a search on a plane with many craters. One of these craters is the 
deepest one, and that one is the desired solution (the global optimum). The steepest descent 
performs only downward moves and may land at a shallow crater (a local optimum) and 
not at the global one. Tabu search attempts to get out of a shallow crater in the hope of 
getting to a better one. Therefore, when the steepest descent algorithm terminates at a 
bottom of a crater, upward moves are taken in tabu search while sliding back into the same 
crater is disallowed with the hope of sliding into deeper craters and eventually reaching the 
global optimum. 
In this section six different tabu searches are presented: the robust tabu (RT) proposed by 
Taillard (1991), the modified robust tabu (MRT) suggested by Drezner & Marcoulides 
(2008), the simple tabu (ST) suggested in Drezner (2003) and improved by Drezner (2008a), 
the concentric tabu (CT) proposed by Drezner (2002), the ring moves (RM) and all moves 
(AM) suggested by Drezner (2005c). 

3.1 Robust Tabu (RT) 
Robust tabu (RT) was introduced by Taillard (1991) and is also described in Taillard (1995). 
The defined tabu list commonly used is set to contain pairs of facility-site (i.e., there are n2 
possible entries in the tabu list). There is a short term and long term tabu memory. 
Short Term Memory: When a facility is removed from a site, the iteration number is 
recorded (meaning that the facility was at that site one iteration earlier). An exchange 
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between two facilities is disallowed (unless the objective function is better than the best one 
found so far) if at least one of the facilities moves back to a site it was removed from in the 
last u iterations. The tabu tenure u is randomly generated in [0.9n, 1.1n] every iteration. 
Long Term Memory: Every iteration after t iterations (we use t=3n2): if there is an exchange 
between two facilities such that each facility moves to a site it was never there in the last t 
iterations, such an exchange preempts any other exchange and is executed. The long term 
memory serves as a diversification of the tabu search. 

3.2 Modified Robust Tabu (MRT) 
The modification suggested by Drezner & Marcoulides (2008) is replacing the range of [0.9n, 
1.1n] for the tabu tenure in the short term memory with the expanded range of [0.2n, 1.8n]. 
This modification yielded statistically proven superior results in computational 
experiments. 

3.3 Simple Tabu (ST) 
The simple tabu was suggested in Drezner (2003) and was modified to a wide range for 
generating the tabu tenure in Drezner (2008a).  
1.  The terminal solution of the descent heuristic is defined as the current solution and the 

best-known solution. The number of iterations of the descent heuristic is h. Empty the 
tabu list. 

2.  The following is repeated max{2h, 50} times: 
• All pair-wise exchanges of facilities in the current solution are checked. 
• If a solution better than the best-known solution is found, the best improving exchange 

is performed, the tabu list is emptied, and the next iteration starts. 
• The tabu tenure TT is randomly generated in [0.05n, 0.45n] and the tabu list consists of 

the facilities added to it in the last TT iterations. 
• If no exchanged solution is better than the best-known solution, the best exchange 

(whether improving or not) between two facilities, both not in the tabu list, is 
performed. 

• The two exchanged facilities are added to the tabu list.  

3.4 Concentric Tabu (CT) 
Concentric tabu search was introduced in Drezner (2002). One iteration of the concentric 
tabu search is very similar to the variable neighborhood search (Mladenovic & Hansen, 
1997; Hansen & Mladenovic, 2001). The search is performed in “rings” around the center 
solution, proceeding from one ring to a larger one, and so on, until a pre-specified radius is 
obtained. A starting solution is selected as the center solution. Every feasible solution of the 
quadratic assignment problem is a permutation p of the center solution. A “distance” ∆p is 
defined for each solution p (permutation of the center solution). The distance ∆p is the 
number of facilities in p that are not in their center solution site. Note that ∆p≤n. The tabu list 
consists of solutions that are not farther than ∆p from the center solution, thus forcing the 
search away from the center solution. 
For each ∆p three solutions are recorded: s0, s1, and s2. The solution s0 is the best encountered 
solution with distance ∆p. Similarly, s1 and s2 are the best encountered solutions with 
distances ∆p+1, and ∆p+2, respectively. The depth of the search is set to d≤n. 
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One Iteration of CT 
1. Set ∆p=0. The starting solution s0 is the center solution and the best found solution. 
2. All pair exchanges of s0 are evaluated. 
3. If the exchanged solution is better than the best found solution, the best found solution 

is updated and the rest of the exchanges are evaluated. 
4. If the distance of an exchanged solution is ∆p or lower, it is in the tabu list. It is ignored 

and the rest of the exchanges are evaluated. 
5. If its distance is ∆p+1 or ∆p+2, s1 or s2 are updated if necessary. 
6. If a new best found solution is found by scanning all the exchanges of s0, the starting 

(center) solution is set to the new best found solution. Go to Step 1. 
7. Otherwise, set s0=s1, s1=s2, and s2 is emptied. Set ∆p=∆p+1. 
8. If ∆p=d+1 stop the iteration. Otherwise, go to Step 2. 

3.5 Two extended concentric tabu searches 
Two variants of the concentric tabu search are suggested in Drezner (2005c): ring moves 
(RM) and all moves (AM). These extended concentric tabu searches are based on the 
following observations. 
Consider all possible changes in ∆p (∆∆p) when facilities f1 and f2 are exchanged. The nine 
possible changes are depicted in Table 1. “Back” means that the facility is moved back to its 
center site (decreasing ∆p by 1); “Out” means that a facility is removed from its center site 
(increasing ∆p by 1), and NC (No Change) means that the facility was neither in its center 
site nor moved into its center site so ∆p is not changed. The combination of one “Back” and 
one “Out” is impossible. If facility f1 is moved out of its center site, facility f2 could not be 
moved into its center site because this site is the center site of facility f1. 
 

f1 f2 ∆∆p 
Back Back -2 
Out Back * 
NC Back -1 

Back Out * 
Out Out +2 
NC Out +1 

Back NC -1 
Out NC +1 
NC NC 0 

                     * Impossible 

Table 1. The nine possible moves 

In Table 2 we summarize the possibilities in a different way. 
 

∆∆p Move 
-2 Both Back 
-1 One Back, the other NC 
0 Both NC 

+1 One out, the other NC 
+2 Both Out 

Table 2. Summary of moves 
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In the original concentric tabu (CT) only +1 and +2 moves are considered (unless a solution 
better than the center solution is found). Moves of -2, -1, and 0 are in the tabu list. This 
means that a facility that was taken out from its center location, cannot be moved back into 
its center location throughout the iteration because “Back” moves are not considered 
(except, of course, when a better best known solution is found). Also, every move must 
include a facility taken out of its center location. These restrictions are a bit “harsh”. Two 
possible modifications to the concentric tabu are suggested. These modifications reduce the 
tabu list and yet guarantee that no cycling is possible. 

3.6 Ring Moves (RM) 
In the RM algorithm, we consider also moves “inside the ring”. A change ∆∆p =0 means that 
the exchanged facilities did not move in or out of their center location. The solution 
following the exchange has the same ∆p (is in the same ring). 
One Iteration of RM 
1. Set ∆p=0. The starting solution s0 is the center solution and the best found solution. 
2. All pair exchanges of s0 are evaluated. 
3. If the exchanged solution is better than the best found solution, the best found solution 

is updated and the rest of the exchanges are evaluated. 
4. If the distance of an exchanged solution is lower than ∆p, it is in the tabu list. It is 

ignored and the rest of the exchanges are evaluated. 
5. If its distance is ∆p, ∆p+1 or ∆p+2, s0, s1 or s2 are updated if necessary. Note that the 

original s0 is still used for the rest of the pair exchanges. 
6. If a new best found solution is found by scanning all the exchanges of s0, the starting 

(center) solution is set to the new best found solution. Go to Step 1. 
7. Otherwise, 

•  If s0 has changed, go to Step 2. 
•  If s0 has not changed, set s0=s1, s1=s2 and s2 is emptied. Set ∆p=∆p+1. 
•  If ∆p=d+1 stop the iteration. Otherwise, go to Step 2.      

The algorithm allows for exchanges between two facilities, both with “No Change” that 
improve the present value of the objective function. Note that when a facility was taken out 
from its center location, it cannot be moved back into its center location throughout the 
iteration. Therefore, the ring moves do not rectify this issue encountered in concentric tabu. 

3.7 All Moves (AM) 
In the AM algorithm the tabu list is eliminated and replaced by a different approach. A list 
of the best encountered solution for each 0≤∆p≤n is maintained (at the beginning only the 
center solution is in the list). Members in the list are tested to find whether their neighbors 
are better than other members in the list or themselves. A list member whose neighbors 
were not tested yet, is flagged. Once none of the members in the list are flagged, the iteration 
terminates. This way the value of ∆p can change up and down while in CT it can only 
increase and in RM it can increase or stay the same. 
One Iteration of AM 
1. Set ∆p=0. The best encountered solution for each 2≤∆p≤n is emptied and all flags 

removed. The starting solution is the best encountered for ∆p=0 and is flagged. 
2. The flagged solution, if there is one, with the lowest ∆p is selected for pair exchanges. 
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3. If there are no flagged solutions left, the iteration terminates with the center solution. 
4. All pair exchanges of the selected solution are evaluated and its flag removed. 
5. If the exchanged solution is better than the best found solution, the best found solution 

is updated and the rest of the exchanges are evaluated. 
6. If an exchanged solution is better than the best encountered solution for the appropriate 

∆p, it replaces it and flagged. (If the improvement is for the same ∆p, the original 
selected solution is kept for the remaining pair exchanges). 

7. If a new best found solution is found by scanning all the exchanges of the selected 
solution, the starting (center) solution is set to the new best found solution. Go to Step 1. 

8. Otherwise, go to Step 2.     
This variant has no tabu list. It allows moves to a ring with a smaller ∆p, if they improve the 
best encountered value of the objective function for that ∆p. This variant may allow a facility 
that was removed from its center location to move back to it. 

3.8 The improvement procedure 
Robust Tabu (RT), the modified robust tabu (MRT) and the simple tabu (ST) constitute the 
improvement procedure. One iteration of concentric tabu (CT), ring moves (RM), or all 
moves (AM) is repeated L times called “levels” in the post merging improvement procedure 
of the hybrid genetic algorithm. In Drezner (2003) concentric tabu with L=3 levels (CT3) was 
used. 
The Improvement Procedure for CT, RM, and AM 
1. The result of the merging procedure is the center solution. It is also the best found 

solution. 
2. Set a counter c=0. 
3. Select d randomly in [n-4, n-2] (other ranges for d may be used). Perform one iteration of 

CT, RM, or AM on the center solution. 
4. If the iteration improved the best found solution go to Step 2. 
5. Otherwise, advance the counter c=c+1, and 

• If c≤L and is odd use the best solution with depth d as the new center solution and 
go to Step 3. 

• If c≤L and is even use the best solution found throughout the scan (the previous 
center solution is not considered) as the new center solution and go to Step 3. 

• If c=L+1 stop and report the best found solution. 
In order to reduce run time, a shorter depth d randomly generated in [0.3n, 0.9n] defined as 
a “short” search was suggested in Drezner (2005a). It produced improved results when the 
number of levels was relatively small but was inferior for larger number of levels reported 
in this chapter. 

3.9 Selecting among equal values 
In many heuristic optimization algorithms (such as tabu search), each iteration the best 
“move" to another solution to be employed in the next iteration is selected. It is very 
common that there are several moves with exactly the same value for the objective function. 
Which of the tying moves should be selected? If we select a move only if it is better than the 
best move found so far, the first tying move will always be selected. If we select a move as 
long as it is not worse than the best move found so far, the last one will be selected. This 
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may bias the search (for example, if the moves are scanned by the order of the facilities) 
giving a preference to either early scanned moves or late scanned moves. One possible 
approach is to evaluate the possible moves in random order. Another way is to save the 
tying moves and once the process is completed, when we know how many tying moves 
there are, a tying move is selected at random. Both of these approaches are cumbersome and 
require extra code and memory space. The following approach (Drezner, 2008b) is a simple 
approach which is very easy to implement. 
When the moves are evaluated et seriatim, we do not know how many tying moves there 
will eventually be. The strategy is to select tying move number K with a probability of 1/K. 
The first move which is better than the best move found so far is selected with probability 1. 
The second tying move is selected with probability of 1/2, the third with probability of 1/3 
and so on. This rule is obvious for one or two tying moves (if there are 2 tying moves, each 
is selected with a probability of 50%). It is proven in Drezner (2008b) by mathematical 
induction that if eventually there are K tying moves, each of them is selected with a 
probability of 1/K. 

3.10 A short cut for reducing the run time in tabu searches 
Taillard (1995) suggested an effective short cut for reducing the run time necessary for 
evaluating the values of the objective function for all pair exchanges. There are n(n-1)/2 
possible pair exchanges and evaluating each value of the objective function requires O(n2) 
time leading to a total of O(n4) time. Taillard (1995) suggested the following procedure that 
calculates all these values of the objective functions in O(n2) time. Run times of the various 
tabu searches and the hybrid genetic algorithms were reduced by a substantial factor using 
this technique. This short cut can be applied for the calculations of pair exchanges in all six 
tabu searches described above. 
Since we experimented only with symmetric problems, we present this short cut for 
symmetric problems with zero diagonal (i.e., the cost between a facility and itself, and the 
distance between the same two locations is zero). It can be easily generalized to non 
symmetric problems. 
Let ∆frs be the change in the cost f, calculated by Equation (1), by exchanging the sites of 
facilities r and s. This is a concept similar to the derivative of f. There are n(n−1)/2 such 
values. It can be easily verified by examining Equation (1) that: 
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Calculating ∆frs by using Equation (2) requires only O(n) time rather than O(n2) time 
required to calculate f by Equation (1). Taillard (1995) points to yet a faster formula for 
calculating ∆frs. 
Let ∆uvfrs be the change in the value of the objective function between the exchanged 
permutation by uv, and an additional exchanged pair rs when rs and uv are mutually 
exclusive. Note that ∆uvfrs=∆rsfuv. This is a concept similar to the second derivative of f. This 
change in the value of the objective function can be calculated in O(1) time (starting from the 
second iteration) if the pairs rs and uv are mutually exclusive. The formula is based on ∆fuv 
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(the change in the value of the objective function from the previous permutation by 
exchanging the pair uv). Therefore, one needs to keep all the values of ∆fij for all i, j. Saving 
these ∆fij values requires O(n2) time for each evaluation of all pair exchanges of s0. 
Since 

}( ) ( ) ( ) ( )
1

2
n

uv iu iv p i p u p i p v
i

f c c d d
=

⎧ ⎡ ⎤⎡ ⎤⎨⎣ ⎦ ⎣ ⎦⎩
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it can be easily verified that: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )2uv rs uv su rv sv ru p s p u p r p v p s p v p r p uf f c c c c d d d d⎡ ⎤⎡ ⎤⎣ ⎦ ⎣ ⎦Δ = Δ + + − − + − −  (3) 

which is calculated in O(1). Note that only 2n − 3 pairs are not mutually exclusive and 
formula (2) can be used in these cases to evaluate uv rsfΔ . Therefore, evaluating the change 
in the value of the objective function for all n(n−1)/2 possible pair exchanges (which is 
required for one step of each of the tabu search algorithms described above)  requires O(n2) 
time rather than O(n4) time by calculating each f directly or O(n3) time by using only 
reduction scheme (2). 

4. Hybrid genetic algorithms 
Genetic algorithms (Holland, 1975; Goldberg, 1989) simulate evolution and survival of the 
fittest. A population (made of individual permutations) evolves over time (generations). 
Pairs of population members (permutations) mate and produce an offspring (two 
permutations are merged to produce a new permutation). Good offspring are kept in the 
population whereas unfit population members are discarded (the survival of the fittest). The 
population evolves and at the end of the process, the population usually consists of fairly 
good solutions (without a guarantee that the optimal solution is found).  Hybrid genetic 
algorithms, sometimes called memetic algorithms (Moscato, 2002), incorporate some 
improvement heuristic on every offspring before considering its inclusion into the 
population. For a review see Drezner & Drezner (2005). 
The following is a short description of the specific hybrid genetic algorithm used for the 
computational experiments.  
1. A starting population of size P is randomly selected, and the improvement procedure is 

applied on each starting population member. 
2. Steps 3-6 are repeated for a pre-specified number of G generations. 
3. Two population members are randomly selected and merged by a crossover operator to 

produce an offspring. 
4. The improvement procedure is applied on the merged solution, possibly improving it. 
5. If the value of the objective function of the offspring is not better than the value of the 

objective function of the worst population member, the offspring is ignored and the 
process of the next generation starts. 

6. Otherwise, 
• If the offspring is identical to an existing population member, it is ignored and the 

process of the next generation starts. 
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• If the offspring is different from all population members, the offspring replaces a 
population member selected according to one of the rules described in Section 5.4. 
In most variants the worst population member is removed. 

There are many genetic algorithms suggested for the solution of the quadratic assignment 
problem (Ahuja et al., 2000; Fleurent & Ferland, 1994; Tate & Smith, 1995; Drezner, 2003, 
2005c). Drezner (2003) suggested a merging process that proved to be most effective for the 
solution of quadratic assignment problems. There are two merging processes suggested in 
Drezner (2003): the cohesive merging process and the scrambled merging process. The 
cohesive merging process was slightly better than the scrambled merging process and was 
used in subsequent algorithms. We present here the cohesive merging procedure. 

4.1 The cohesive merging procedure 
The most crucial part of a successful genetic algorithm is the merging process of two parents 
to produce an offspring. For the process to be effective an offspring should be significantly 
better (in terms of its value of the objective function) than a randomly generated solution. 
Otherwise, we do not gain by the merging process. It is true that such an algorithm may find 
a good solution, but it does not have a significant advantage over repeating the 
improvement process from randomly generated solutions the same number of times. 
Therefore, it is essential to find a merging rule that exploits the structure of the problem and 
is likely to use “good features” of the parents when creating an offspring. 
The cohesive merging process for the solution of the quadratic assignment problem is 
similar to the successful merging procedure used in Drezner & Salhi (2002) for solving a 
network design problem. Drezner & Wesolowsky (1997) suggested the problem of 
designing a network so that each link can be either a two way link or a one-way link in one 
direction. The model was extended in Drezner & Wesolowsky (2003) to include the option of 
eliminating links. The problem is to determine the design of each link to minimize an 
objective function. A hybrid genetic algorithm is proposed in Drezner & Salhi (2002) for the 
solution of the problem. Suppose that two parents are selected and an offspring is designed. 
The network is divided into two cohesive parts by selecting a pivot node, assigning a count 
of 1 to all links directly connected to it, a count of 2 to all links connected to a link of count 1, 
and so on. Each link gets a count. The median of these counts for all links is calculated. The 
design of links with a count below the median is taken from the first parent and the design 
of links above the median is taken from the second parent. The design of links that have a 
count equal to the median is randomly selected from one of the parents. This way each part 
of a parent is a connected part of the network. Drezner & Salhi (2002) suggest considering 
the n possible partitions (one for each pivot node) and selecting the best offspring of these n 
partitions for an improvement procedure and possible inclusion in the population. For the 
quadratic assignment problem a similar merging process is suggested (Drezner, 2003). 
In the cohesive merging process we attempt to divide the sites into two cohesive parts 
where each has all its facilities from the same parent. A pair of parents is randomly selected. 
The parent with the better value of the objective function is selected as the first parent. If the 
two parents tie in the value of the objective function, one of them is arbitrarily selected as 
the first parent. The following is executed for every pivot site. 
1. The median distance from the pivot site to all sites is calculated (this is done in the 

preamble and not at every iteration). 
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2. A site that is closer than the median to the pivot site is assigned the facility from the 
first parent. 

3. All other sites are assigned the facility from the second parent. 
4. It is likely that some facilities are assigned twice and some are not assigned at all. 

Therefore, 
• Create a list of unassigned facilities. 
• Find all facilities that are assigned twice, and replace the site that is farther than the 

median (i.e., from the second parent) with a facility from the list. 
• Remove the selected facility from the list. 

5. This completes the merge of the two selected parents for one pivot site. 
The merged solution with the lowest value of the objective function is the offspring selected 
for the improvement algorithm. 

4.2 Merging processes for the grey pattern problems 
Grey pattern problems (Taillard, 1995; Drezner, 2006) are special cases of the quadratic 
assignment problem and special merging processes designed for it are warranted. We 
present the descent merging process and its extension to a tabu merging process (Drezner, 
2006). These merging processes do not resemble neither the standard crossover operator nor 
the hybrid genetic algorithm approach. They combine elements of both. The tabu merging 
process provided the best results. 

4.3 The descent merging process for grey pattern problems 
The descent merging process is similar to the merging process suggested in Berman and 
Drezner (2007). 
1. The two parents are M1 and M2, each represented by a set of m slots. 
2. The intersection between M1 and M2 is: MI =M1∩M2. The cardinality of the intersection 

is mI. 
3. The union of M1 and M2 is: MU =M1∪M2. The cardinality of MU is 2m−mI. 
4. K different slots not in MU are randomly selected to form MK (if 2m−mI+K>n, only 

n−2m+mI points are selected). 
5. All the points in MU which are not in MI define ME. The cardinality of ME is 2m− 2mI. 
6. Define MD =ME∪MK. The cardinality of MD is mD = min{n−mI, 2m−2mI+K}. 
7. A starting offspring M′ of cardinality m is created by randomly adding to MI m−mI 

points from MD. 
8. A restricted descent process is performed on M′ by adding or removing only points in 

MD and keeping the points in MI in the selected set. 
9. The result of the restricted descent process is the offspring. 

4.4 The tabu merging process 
We also experimented with a tabu extension of the restricted descent search. Let h be the 
number of iterations performed by the restricted descent algorithm. A restricted tabu search 
for additional 5h iterations is performed. The value K=3 was used in the descent algorithm 
and the tabu search. The tabu tenure was randomly generated in the range [0.02(n-m), 0.2(n-
m)]. We need to select m−mI slots out of mD slots. If mD−(m−mI) ≤ 5, the tabu search is not 
performed and the result of the descent algorithm is applied. For complete details see 
Drezner (2006). 
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5. Improvements of genetic algorithms 
The improvements described below are described in Drezner & Drezner (2005). The 
compounded genetic algorithm is proposed in Drezner (2005a), the gender specific genetic 
algorithm is proposed in Drezner & Drezner (2006), the distance based parent selection is 
proposed in Drezner & Marcoulides (2003), and the modification of the removal rule of 
population members is proposed in Drezner (2005b). The reader is referred to these papers 
for a complete description of the improvements. There are many other improvements 
suggested by many authors. For example, mutations (Spears, 2000), invasions (Goldberg, 
1989), parallel genetic algorithms (Cantu-Paz, 1998), among others. 

5.1 Compounded genetic algorithms 
In the compounded genetic algorithm (Drezner, 2005a) genetic algorithms are applied in 
two phases, generating the starting population for phase 2 by repeating genetic algorithms 
in phase 1. This mimics evolving parallel populations at several isolated locations. The best 
species in each location are moved to a common location thus creating a “high quality” 
starting population. Suppose that a population of P members is applied in phase 2. Genetic 
algorithms are run K times in phase 1 using K randomly generated starting populations (it is 
convenient but not necessary to have integer P/K). The population size of the phase 1 
genetic algorithm should have at least P/K members. The best P/K population members of 
each run are compiled to construct the starting population for phase 2. Phase 2 genetic 
algorithm is run once. It is recommended that a “quick” genetic algorithm is used for phase 
1 and an “effective” and possibly “slow” genetic algorithm is used for phase 2. 
For example, if a population of P=100 members is required for phase 2, phase 1 can be run 
K=20 times (each with a population of at least 5 members), the best P/K=5 population 
members are selected from each run and compiled to create a starting population for phase 
2.  
Note that the best solution found in phase 1 by any of the runs can only be improved by the 
compounded genetic algorithm because the best solution found during phase 1 is a member 
of the starting population of phase 2 and can only be removed from the population by better 
solutions. 

5.2 Gender specific genetic algorithms 
In nature, most advanced species require two genders in order to mate and reproduce. The 
gender modification attempts to mimic this natural process. One can argue that the division 
into two genders was selected over time as the preferred way for producing offspring and is 
therefore superior to other possible mating schemes. Epelman et al. (2005) show that having 
only two genders maximizes long run viability. Their finding is not directly related to 
genetic algorithms. However, it supports our experience that it is true for genetic algorithms 
as well. In gender-specific genetic algorithms the diversity of the population is better 
maintained with no detrimental effects on run time. 
It is easy to “convert” a given genetic algorithm to a gender-specific one. Three minor 
modifications are required (Drezner & Drezner, 2006). 
1. When the starting population is generated, half the population members are designated 

as males and half are designated as females. The assignment of gender is done at 
random and no characteristic of the population member is used for such determination. 
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2. When selecting two parents, the first parent is randomly selected while the second is 
randomly selected from the pool of the opposite gender. 

3. When an offspring is generated, it is randomly assigned a gender with a 50% 
probability of being assigned a male gender and 50% probability a female. Again, no 
characteristic of the offspring should be used to determine its gender. 

No extra effort is required for the implementation of the gender-specific modification. A 
vector of genders for population members needs to be maintained, along with the gender 
determined for each offspring. In Drezner & Drezner (2006) it has been statistically shown 
that the gender-specific algorithm significantly improves the solutions on four sets of 
optimization problems. 
Note that it is important that an offspring's gender is randomly determined. An early 
attempt (Allenson, 1992) for such a modification failed because it was suggested that the 
offspring is assigned the gender of the discarded population member. The rationale for this 
rule is to keep the population half males and half females. However, such a rule is 
inconsistent with nature. The concern is that if the population becomes all males or all 
females no further evolution is possible. The evolutionary process must be terminated 
prematurely if such a population structure evolves. In Drezner & Drezner (2006) it is shown 
that for a sufficiently large population (50 or more members), the probability that all 
population members will have the same gender is extremely low and such an event can be 
ignored. 

5.3 Distance based parent selection 
All human cultures prohibit marriage between siblings or between parents and children 
(genetically similar pairs). In societies where marriages are arranged, similarity in socio-
economic standing, but not genetic make-up, is prevalent. Some plants avoid pollination 
from genetically similar or identical individuals because self-pollination or pollination by 
‘siblings’ is typically unsuccessful, a phenomenon referred to in biology as “inbreeding 
depression”. Mating between close relatives often results in less fit offspring. Another, less 
well known biological fact, is that mating between genetically distant members of the same 
species can lead to a decline in offspring fitness, a condition known as “outbreeding 
depression” or “hybrid breakdown”. Some species avoid pollination from individuals that 
are geographically distant or genetically dissimilar, as offspring may be less suited to the 
local conditions and may be poorer competitors locally.  Edmands (1999, 2002) observed that 
parental divergence (parents who are genetically distant) leads to less fit offspring. 
In genetic algorithms, if dissimilar individuals mate, the offspring is more genetically 
diverse which is critical in maintaining a population’s genetic diversity. However, parents 
who are too dissimilar produce less fit offspring. Using the distance criterion for parent 
selection Drezner & Marcoulides (2003) crafted a rule attempting to find dissimilar but not 
too distant parents. A parameter K=1,2,3,…. is used. The first parent is randomly selected 
and K candidates for mating are then randomly selected.  The distance (number of variables 
with different values, the Hamming distance metric) between the first parent and all 
candidate mates is calculated. The farthest mate among these K candidates is selected as the 
second parent. Note that K=1 is the “standard” parent selection. Drezner & Marcoulides 
(2003) found that the efficiency of the modification for a set of test problems peaks for K=2, 
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3. Selecting the farthest population member as a mate does not work well. Two dissimilar 
parents may produce an offspring which is not improved compared with a randomly 
generated solution. It was also found that run time increases with K which further reduces 
the appeal of larger values of K. 

5.4 Removal of population members 
In most standard genetic algorithms, when an offspring is generated, it is compared with 
the worst population member and if the offspring is better than the worst population 
member, it replaces it. Some genetic algorithms employ a rule according to which if the 
offspring is identical to an existing population member it is not considered for inclusion in 
the population. This precludes the possibility of having two identical population members. 
Drezner (2005b) suggested a different rule for removal of population members. Two rules 
for removal of a population member, once a better offspring (who is not identical to an 
existing population member) is found, are used. Rule 1 is the standard approach and Rule 2 
is a new one. 
Rule  1:  Remove the worst population member. 
Rule 2: Hamming distances between all pairs of population members are calculated. 

Suppose that the shortest distance among all pairs of population members is d. All 
existing population members who are at distance d from another population 
member form a subset. This subset must have at least two members (at least one 
pair of population members are at distance d from one another). Remove the worst 
population member in this subset. 

In the experiments performed in Drezner (2005b) it was found that Rule 2 is not necessarily 
better than Rule 1. The suggested rule is to select Rule 2 with probability p, and to select 
Rule 1 otherwise. Note that p=0 is the standard rule (Rule 1), and p=1 is Rule 2. The mix 
between the two rules by selecting 0<p<1, seems to work well. 

6. Computational results 
All the results reported in this chapter are based on programs coded in Fortran, compiled by 
Intel 9.0  Fortran compiler and ran on a 2.8GHz Pentium IV desktop computer with 256MB 
of RAM. 

6.1 Results for the first set of problems 
In Table 3 we report the results obtained in Drezner (2008a) for 18 problems available in the 
QAPLIB. These problems are: Ste36a, Ste36c (Steinberg, 1961), Tho40 (Thonemann & Bolte, 
1994), Sko49 (Skorin-Kapov, 1990), Wil50 (Wilhelm & Ward, 1987), Sko56, Sko64, Sko72, 
Sko81, Sko90, Sko100a-f (Skorin-Kapov, 1990), Wil100 (Wilhelm & Ward, 1987), and  Tho150 
(Thonemann & Bolte, 1994). 
Each problem was solved twenty times. The results for the first 17 problems are by the 
hybrid genetic algorithm using the modified robust tabu search with 60 levels (MRT60). The 
results for the last problem (Tho150) are by a simple tabu hybrid genetic algorithm (Drezner, 
2008a) with 100 levels. When MRT60 was applied to Tho150, the best known solution was 
found 6 times out of 20 runs with the average solution of 0.002% over the best known 
solution requiring a run time of 1223.57 minutes. 
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# Problem n Best 
Known (1) (2) Time 

(min.) 
1 Ste36a 36 9,526 20 0.000% 1.55 
2 Ste36c 36 8,239.11 20 0.000% 1.55 
3 Tho40 40 240,516 20 0.000% 2.12 
4 Sko49 49 23,386 20 0.000% 4.27 
5 Wil50 50 48,816 20 0.000% 4.55 
6 Sko56 56 34,458 20 0.000% 7.15 
7 Sko64 64 48,498 20 0.000% 12.41 
8 Sko72 72 66,256 20 0.000% 19.85 
9 Sko81 81 90,998 20 0.000% 31.94 

10 Sko90 90 115,534 20 0.000% 48.46 
11 Sko100a 100 152,002 20 0.000% 73.57 
12 Sko100b 100 153,890 20 0.000% 73.47 
13 Sko100c 100 147,862 20 0.000% 73.46 
14 Sko100d 100 149,576 20 0.000% 73.50 
15 Sko100e 100 149,150 20 0.000% 73.47 
16 Sko100f 100 149,036 18 0.001% 73.48 
17 Wil100 100 273,038 20 0.000% 73.57 
18 Tho150 150 8,133,398 17 0.000% 1949.05 

(1) Number of times (out of 20 runs) that best known solution found 
(2) Percent of average solution above best known solution 
Table 3. Results for first set of problems 

6.2 Results for de Carvalho and Rahmann problems 
Recently de Carvalho & Rahmann (2006) introduced a new class of quadratic assignment 
problems that turn out to be extremely difficult to solve. There are 14 problems in this set. 
Seven problems called border length minimization and seven problems called conflict index 
minimization. The costs of the seven conflict minimization are not symmetric but the 
distances are and the diagonal elements are zeroes. In order to solve these problems by our 
symmetric program, the costs are redefined as ' '

ij ji ij jic c c c= = + . All these 14 problems were 

solved by GRASP (Oliveira Pardalos & Resende, 2004) reported in de Carvalho & Rahmann 
(2006), GATS (genetic algorithm and tabu search) solved by the method in Rodriguez et al., 
(2004), EDA (estimation of distribution algorithms) reported in Pelikan et al. (2007), and 
Drezner & Marcoulides (2008). All these researchers report that these problems are 
extremely difficult to solve among the benchmark problems available on QAPLIB. Drezner 
& Marcoulides (2008) obtained the best results by applying the modified robust tabu search. 
There are two parameters that determine the total run time required by the hybrid genetic 
algorithm: the number of generations and the depth of the tabu search applied in each 
generation. The run time of the algorithm is proportional to each of these parameters and 
thus proportional to their product. The “standard" number of generations (Drezner, 2003) is 
max{20n, 1000}  thus we used G×max{20n, 1000} generations. The depth of the tabu search 
(the number of iterations in the tabu search) is D×n. G and D are parameters. Various values 
of G and D such that G×D=120 were tested to determine the trade-off between them. In 
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Table 4 the best known results for this set of problems are reported along with average run 
times reported in Drezner and Marcoulides (2008). Twelve of these results are better than 
the best results in all previous reports. 
 

Border Length 
Minimization 

Conflict Index 
Minimization n 

Best 
Known 

Time 
(min.) 

Best 
Known 

Time 
(min.) 

36 3,296 1.89 168,611,971 1.89 
49 4,548 4.92 236,355,034 4.92 
64 5,988 13.92 325,671,035 13.91 
81 7,536 37.98 427,447,820 38.14 
100 9,272 95.28 523,146,366 95.53 
121 11,412 235.61 653,416,978 235.29 
144 13,472 524.04 795,009,899 525.57 

Table 4. de Carvalho and Rahmann problems 

6.3 Results for grey pattern problems 
The best known values of the 126 grey pattern problems are reported in Table 5. The original 
best known values are reported in Taillard and Gambardella (1997). Misevicius (2003a,b, 
2004, 2005) improved some best known values. Eight additional improved best known 
values are reported in Drezner (2006) by using the hybrid genetic algorithm with the tabu 
merging process. Drezner (2006) also found all previously best known values. Average run 
time was 3.25 minutes per problem. In Drezner (2006) it was proven that the solution of 
1,855,928 for the Tai64c problem is optimal and the six solutions to Tai256c with m=3-8 
reported in Table 5 are also optimal. 

7. Conclusions 
In this chapter we report the best known results for 159 quadratic assignment problems. 
Thirty two of these problems are “pure” quadratic assignment problems and 127 of them are 
grey pattern problems which are a specific type of quadratic assignment problems. These 
results were obtained by hybrid genetic algorithms using tabu search as its improvement 
procedure. The genetic algorithm and six variants of tabu search are described and 
implemented for obtaining these best known solutions. A short cut for calculating the 
change in the value of the objective function by exchanging pairs of facilities, and an 
effective merging procedure for genetic or hybrid genetic algorithms are described. Special 
hybrid genetic algorithms that exploit the special structure of grey pattern problems are 
designed for solving these problems. 
We also describe four improvements to genetic or hybrid genetic algorithms, and an easy 
way to randomly select a solution among equally valued options. We also observe that 
increasing the range from which the tabu tenure is randomly selected is also beneficial. All 
these improvements can be used in designing tabu search, genetic or hybrid genetic 
algorithms, for heuristically solving any optimization problem.  
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m BK m BK m BK m BK 
3 7,810 35 4,890,132 67 21,439,396 99 52,660,116 
4 15,620 36 5,222,296 68 22,234,020 100 53,838,088 
5 38,072 37 5,565,236 69 23,049,732 101 55,014,262 
6 63,508 38 5,909,202 70 23,852,796 102 56,202,826 
7 97,178 39 6,262,248 71 24,693,608 103 57,417,112 
8 131,240 40 6,613,472 72 25,529,984 104 58,625,240 
9 183,744 41 7,002,794 73 26,375,828 105 59,854,744 
10 242,266 42 7,390,586 74 27,235,240 106 61,084,902 
11 304,722 43 7,794,422 75 28,114,952 107 62,324,634 
12 368,952 44 8,217,264 76 29,000,908 108 63,582,416 
13 457,504 45 8,674,910 77 29,894,452 109 64,851,966 
14 547,522 46 9,129,192 78 30,797,954 110 66,120,434 
15 644,036 47 9,575,736 79 31,702,182 111 67,392,724 
16 742,480 48 10,016,256 80 32,593,088 112 68,666,416 
17 878,888 49 10,518,838 81 33,544,628 113 69,984,758 
18 1,012,990 50 11,017,342 82 34,492,592 114 71,304,194 
19 1,157,992 51 11,516,840 83 35,443,938 115 72,630,764 
20 1,305,744 52 12,018,388 84 36,395,172 116 73,962,220 
21 1,466,210 53 12,558,226 85 37,378,800 117 75,307,424 
22 1,637,794 54 13,096,646 86 38,376,438 118 76,657,014 
23 1,820,052 55 13,661,614 87 39,389,054 119 78,015,914 
24 2,010,846 56 14,229,492 88 40,416,536 120 79,375,832 
25 2,215,714 57 14,793,682 89 41,512,742 121 80,756,852 
26 2,426,298 58 15,363,628 90 42,597,626 122 82,138,768 
27 2,645,436 59 15,981,086 91 43,676,474 123 83,528,554 
28 2,871,704 60 16,575,644 92 44,759,294 124 84,920,540 
29 3,122,510 61 17,194,812 93 45,870,244 125 86,327,812 
30 3,373,854 62 17,822,806 94 46,975,856 126 87,736,646 
31 3,646,344 63 18,435,790 95 48,081,112 127 89,150,166 
32 3,899,744 64 19,050,432 96 49,182,368 128 90,565,248 
33 4,230,950 65 19,848,790 97 50,344,050   
34 4,560,162 66 20,648,754 98 51,486,642   

Table 5: Best known values for grey pattern problems 
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1. Chapter description 
This chapter is based on the author’s research activities during the last decade on the fields 
of Evolutionary Computation (EC)-based techniques applied to digital communications and 
medical image processing. Specifically, the chapter is organized in three main sections: 
• The first section (section 2) presents a concise introduction to metaheuristic EC-based 

strategies, mainly genetic algorithms (GA) and tabu search (TS) - for the sake of 
comparison, brief comments to simulated annealing (SA) are included, as well. Section 
2.1 shows a general description of the standard GA while section 2.2 focuses on the 
basic TS algorithm. 

• Next, section 3 develops the proposed hybrid GA-TS method. It begins with the 
description of a genetic algorithm with notable reduced complexity (known as a micro 
genetic algorithm, μGA) that uses a modification of the standard genetic operators in 
order to improve its convergence rate and computational load. Such features are 
achieved by on-line tuning up the probabilities of mutation and crossover by means of 
analysing the population individuals’ fitness entropy. This way, a new method to 
control and adjust the diversity of the population is obtained. The μGA here described 
was partially developed in (San José, 2005). Once the GA is obtained, it is then modified 
and improved using the main distinctive concepts of TS. Specifically, we introduce a 
systematic use of memory in order to keep information on the last visited solutions as 
well as on the concrete parts of the chromosomes, or population’s individuals, that have 
experimented alterations that have positively or negatively affected the fitness function. 
Besides, memory keeps track of the genes affected by the genetic operators and the tabu 
tenure depends on the explorative or exploitative sense of the search, which is 
estimated from the mean population fitness entropy previously described. This way, 
the TS main ideas will help to avoid both cycling and processing of non-interesting 
regions of the solutions’ space. The hybrid algorithm thus developed will be denoted as 
“GA-TS”. 

• The last part of the chapter is devoted to the description of two application examples: 
(1) Application of the GA-TS algorithm to symbol detection in synchronous wireless 
communications. Numerical results will analyze the performance in comparison to 
traditional methods such as the matched filter detector, the minimum mean square 



 Local Search Techniques: Focus on Tabu Search 

 

110 

error algorithm, the standard GA-based detector as well as some radial basis function 
(RBF)-based methods. 
(2) Application of the developed GA-TS method to estimate the parameters of a recently 
developed algorithm (San José, 2007) for fiber tracking in diffusion tensor (DT) fields 
acquired via magnetic resonance imaging (MRI). This algorithm is successfully tested 
with both intricate synthetic images and real white matter DT-MR images. Numerical 
experiments will show the performance gain over previous approaches, especially with 
respect to convergence and computational load. Tracking of white matter fibers in the 
human brain becomes an issue of essential importance nowadays since it will improve 
the diagnosis and treatment of many neuronal diseases. 

2. Introduction to metaheuristic EC-based strategies 
2.1 Genetic algorithms 
2.1.1 GA fundamentals 
Genetic algorithms are a part of evolutionary computation (EC), which is a rapidly growing 
area of artificial intelligence. GAs are inspired by Darwin's theory about evolution. Simply 
said, these algorithms encode a potential solution to a specific problem on a simple data 
structure (known as chromosome or individual) and apply genetic operators to a selected 
group of the whole set of potential solutions (known as population) so as to preserve critical 
information. This is motivated by the hope that the new population will be better than the 
old one. Those chromosomes selected to form new individuals (offspring) are selected 
according to their fitness - the more suitable they are, the more chances they have to 
reproduce. Following the analogy with natural systems, the complete set of chromosomes is 
called genome. A particular set of genes in genome is called genotype (Mitchell, 1996). 
Genetic algorithms are often viewed as function optimizers, although the range of problems 
to which they have been applied is quite broad. An implementation of a GA begins with a 
population of typically randomly generated chromosomes. These individuals are then 
evaluated and assigned reproductive opportunities so that those chromosomes representing 
a better solution to the target problem are given more chances to reproduce than those 
chromosomes which are poorer solutions. 
Under this particular description of a GA, the term “genetic algorithm” has two meanings: 
In a strict interpretation, the GA refers to a model introduced and investigated by John 
Holland and his colleagues (Holland, 1975). Most of the existing theory for GAs applies to 
this model as well as variations on what is frequently referred to as the “standard genetic 
algorithm”. In a broader usage of the term, a genetic algorithm is any population-based 
model that uses selection and recombination operators to generate new sample points in a 
multidimensional search space. 
Considering an application oriented GA implementation the size of the search space is 
related to the number of bits used in the problem encoding, i.e. for a bit string encoding of 
length L, the size of the search space would be 2L and it can be viewed as a hypercube. In 
this situation, the genetic algorithm can be considered as a method for sampling the corners 
of this L-dimensional hypercube. These type of problems are also known as “NP-complete 
problems”, where NP stands for nondeterministic polynomial and it means that it is possible to 
“guess” the solution (by some nondeterministic algorithm) and then check it, both in 
polynomial time. A well-known example of NP problem is the travelling salesman problem. 
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Since the number of good solutions to a problem is sparse with respect to the size of the 
search space, then random search or search by enumeration becomes an impractical form of 
problem solving. Besides, any search other than random search imposes some bias in terms 
of how it looks for better solutions and where it looks in the search space. Though genetic 
algorithms indeed introduce a particular bias in terms of what new points in the space will 
be sampled, they make relatively few assumptions about the problem that is being solved. 
As a weak method, GAs are robust but very general. If there exists a good specialized 
optimization method for a specific problem, then genetic algorithm may not be the best 
optimization tool for that application. On the other hand, some researchers work with 
hybrid algorithms that combine existing methods with genetic algorithms. In this chapter 
we propose to enhance the performance of a particular GA (San José, 2005) with specific 
concepts representative of tabu search. 
The theoretical concepts that explain how genetic algorithms work, i.e. how chromosomes 
evolve toward the optimum solution, are partially based on the Schema Theorem. For the sake 
of brevity, its description lies beyond the scope of this chapter. 

2.1.2 GA cycle 
In summary, a GA starts with a population or set of possible solutions represented by 
chromosomes. Solutions from one population are taken and used to form a new population. 
Solutions which are selected to form new solutions (offspring) are selected according to their 
fitness - the more suitable they are, the more chances they have to reproduce. This is 
repeated until some condition (for example number of populations or improvement of the 
best solution) is satisfied. Figure 1 outlines the main steps of the basic genetic algorithm. 
This outline of basic GA is very general and there exist many things that can be 
implemented differently in various problems, for instance: how to create chromosomes, 
what type of encoding choose, how to define the two basic operators of GA (crossover and 
mutation), how to select parents for crossover, and many other implementation issues. Some 
of the concerning questions will be discussed in the specific applications later described. 
 

 
Fig. 1. Outline of the basic genetic algorithm. 
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2.1.3 Encoding and genetic operators 
Crossover and mutation are the most important parts of a genetic algorithm. Performance is 
influenced by these two operators. However, the description of the chromosome encoding 
must be first commented. 
The chromosome should contain information about the solution that it represents. The most 
used way of encoding is a binary string, for instance: u1=[1101100100110110], 
u2=[1101111000011110]. Each bit in this string can represent some characteristic of the 
solution or the whole string can represent a number. Other ways of encoding include 
directly integer or real numbers encoding. 
Once encoding has been decided, the genetic operators (crossover and mutation) must be 
defined. Crossover selects genes from parent chromosomes and creates a new offspring. The 
simplest way to achieve this task is to choose randomly a few crossover points and 
interchange the genetic material separated by these points as illustrated in Figure 2. 
 

 
Fig. 2. Crossover example with two crossover points. 

Notice that it is also possible to define a crossover operator with only one or even with 
multiple crossover points. Crossover can be rather complicated and depends on the 
encoding of the chromosome. Specific crossover made for a specific problem can improve 
performance of the genetic algorithm. For instance, in our applications, the uniform crossover 
and the partially matched crossover (PMX) operators will be used. 
The crossover operator requires the definition of a selection procedure in order to select the 
parents (two chromosomes) from the population. According to Darwin's evolution theory, 
the best ones should survive and create new offspring. There are many methods for 
selecting the best chromosomes, for example roulette wheel selection, Boltzman selection, 
tournament selection, rank selection, steady state selection and some others. In our specific 
applications, the roulette wheel selection scheme will be used. Using this selection procedure, 
the better the chromosomes are, the more chances to be selected they have. 
Once crossover is performed, mutation takes place. Mutation changes randomly the new 
offspring. For binary encoding we can switch a few randomly chosen bits from 1 to 0 or 
from 0 to 1. Obviously, both mutation and crossover depend on the encoding. An example 
of mutation is shown in Figure 3. 
Consequently, there are two basic parameters of GA - the crossover probability and the 
mutation probability. Since we will propose a novel strategy for on-line adjusting these 
probabilities based on the entropy of the population individuals’ fitness, a detailed 
description of these parameters as well as their influence on global convergence will be 
explained in sections 3.6-3.7. 
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Fig. 3. Mutation example. 

Thus, the GA works repeating a cycle: every iteration, those chromosomes with highest 
fitness are selected for creating a new offspring. Then, those ones with the lowest fitness are 
removed and the new offspring is placed in their place. The remaining chromosomes of the 
population survive to next generation. 

2.1.4 Elitism and final remarks 
Finally, we will comment the concept of elitism which is implemented in many GAs. This 
strategy was developed with the aim of avoiding the possibility of loosing the best 
chromosome in the current population when the genetic operators are applied. When 
elitism is used, the best chromosome (or a few best chromosomes) is directly copied into the 
new population. The rest is done in the same way. Elitism can very rapidly increase 
performance of GA, because it prevents losing the best found solution. 
In summary, among the main advantages of GA we find: (i) their parallelism. GAs search 
the solutions‘ space with more individuals (and with genotype rather than phenotype) so 
they are less likely to get stuck in a suboptimal or local solution like some other methods. (ii) 
they are easy to implement. Once you have some GA, you just have to write the new 
chromosome (just one object) to solve a different problem. On the other hand, their main 
drawback is their computational load. If not properly designed, they can be slower than 
some other methods. 

2.2 The Tabu search strategy 
During the last decade, the tabu search (TS) technique has shown a remarkable efficiency on 
many problems. Tabu search was originally presented in its present form by Glover (Glover, 
1986); the basic ideas have also been sketched by Hansen (Hansen, 1986). Additional efforts 
of formalization are reported in (Glover, 1989; de Werra & Hertz, 1989; Glover, 1990). Up to 
now, there is no formal explanation of this good behaviour, though, theoretical aspects of 
tabu search have been investigated (Faigle & Kern, 1992; Glover, 1992; Fox, 1993). 
Tabu search belongs to the iterative techniques group, a type of optimization procedures. 
The general step of an iterative procedure consists in constructing from a current solution i a 
next solution j and in checking whether one should stop there or perform another iteration. 
Neighbourhood search methods are iterative procedures in which a neighbourhood N(i) is 
defined for each feasible solution i, and the next solution j is searched among the solutions 
in N(i). Simulated annealing (SA) and tabu search can be considered as neighbourhood 
search methods which are more elaborate than the classical descent method. The basic 
ingredients of tabu search are next described. 

2.2.1 Fundamentals 
In order to improve the efficiency of the search, it is necessary to keep track not only of local 
information (like the current value of the objective function) but also of some information 
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related to the exploration process. The use of memory is one of the essential features of TS. 
While most exploration methods keep in memory essentially the value f(i*) of the best 
solution i* visited so far, TS also keeps information on the itinerary through the last solutions 
visited. Such information will be used to guide the next move. Memory restricts the 
possibilities to some subset of N(i) by forbidding for instance moves to some neighbour 
solutions. Specifically, the structure of the neighbourhood N(i) of a solution i will vary from 
iteration to iteration. This is why TS is included in a class of procedures called dynamic 
neighbourhood search techniques. 
The formal description is as follows (Hertz, 1995): Let us consider an optimization problem 
in the following way: given a set S of feasible solutions and a function f: S→ℜ, find some 
solution i* in S such that f(i*) is acceptable with respect to some criterion (or criteria). 
Generally a criterion of acceptability for a solution i* would be to have f(i*) ≤ f(i) for every I 
in S. In this situation, TS would be an exact minimization algorithm provided the 
exploration process would guarantee that after a finite number of steps such an i* would be 
reached. 
However, in most contexts, no guarantee can be given that such an i* will be obtained. 
Therefore, TS could simply be viewed as a general heuristic method. Since TS includes in its 
own operating rules some heuristic techniques, it would be more appropriate to characterize 
TS as a metaheuristic. Frequently, its role will be to guide and to orient the search of another 
(more local) search procedure. As a first step towards the description of TS, the classical 
descent method can be formulated as follows: 

Step 1. Choose an initial solution i in S. 
Step 2. Generate a subset V* of solution in neighbourhood N(i). 
Step 3. Find the best j in V* (f(j) ≤ f(k) ∀k ∈ V*) and set i=j. 
Step 4. If f(j) ≥ f(i) then stop. Else go to Step 2. 

A descent method would generally take V*=N(i). Since this approach may often be too time-
consuming, an appropriate choice of V* may be a notable improvement. 
The opposite case would be to take |V*|=1; this would drop the phase of choice of a best j. 
Simulated annealing could be integrated within such a framework. A solution j would be 
accepted if f(j) ≤ f(i), otherwise it would be accepted with a certain probability depending 
upon the values of f at i and j as well as upon a parameter called temperature (there is no 
temperature in TS). Memory is used to choose V* so as to exploit knowledge extending 
beyond the function f and the neighbourhood N(i). 
Descent procedures often get trapped in a local minimum. So any iterative exploration 
process should in some instances accept also non-improving moves from i to j in V* (i.e. 
with f(j) > f(i)) if one would like to escape from a local minimum. Simulated annealing does 
this also, but it does not guide the choice of j, TS in contrast chooses a best j in V*. However, 
this strategy increases the risk of cycling and re-visiting solutions. This is the point where 
memory is helpful to forbid moves which might lead to recently visited solutions. This way, 
the structure of N(i) will depend upon the itinerary and hence upon the iteration k, so we 
may refer to N(i,k) instead of N(i). Taking this idea into account, the descent algorithm can 
be reformulated in a way which will bring it closer to the general TS procedure. It can be 
stated as follows (Hertz, 1995): 

Step 1. Choose an initial solution i in S. Set i*=i and k=0. 
Step 2. Set k=k+1 and generate a subset V* of solution in N(i,k) 
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Step 3.Choose a best j in V* (with respect to f or to some modified function f and  
              set i=j. 
Step 4. If f(i) < f(i*) then set i*=i. 
Step 5. If a stopping condition is met, then stop. Else, go to Step 2. 

Notice that we may consider the use of a modified f  instead of f in some circumstances. 
Some of the stopping conditions are the following: (i) N(i,k+1) is empty, (ii) k is larger than 
the maximum number of iterations allowed, (iii) the number of iterations since the last 
improvement of i* is larger than a specified threshold, and (iv) there exists evidence than an 
optimum solution has been obtained. 
The definition of N(i,k) at each iteration k and the choice of V* are crucial for the final search 
result. The first one implies that some recently visited solutions are removed from N(i). They 
are considered as tabu solutions which should be avoided in the next iteration. Such a 
memory based on recency will partially prevent cycling. Specifically, keeping at iteration k a 
list T (tabu list) of the last |T| solutions visited will prevent cycles of size at most |T|. In 
such a case N(i,k)=N(i)-T. Since this list T may be extremely impractical to use, we will 
describe the exploration process in terms of moves from one solution to the next. For each 
solution i in S, we define M(i) as the set of moves which can be applied to i in order to obtain 
a new solution j (notation: j=i⊕m). Then N(i)={j / ∃ m∈M(i) with j=i⊕m}. So, instead of 
keeping a list T of the last |T| solutions visited, we may simply keep track of the last |T| 
moves. Obviously, this restriction losses information and that it does not guarantee that no 
cycle of length at most |T| will occur. For efficiency purposes, it may be convenient to use 
several lists Tr at a time. Then some constituents tr (of i or of m) will be given a tabu status to 
indicate that these constituents are currently not allowed. Generally, the tabu status of a 
move is a function of the tabu status of its constituents which may change at each iteration. 
A collection of tabu conditions can be formulated as 

 tr(i,m) ∈ Tr(r = 1,...,t).  (1) 

A move m will be a tabu move if all conditions are satisfied. A drawback of the replacement 
of solutions by moves is that unvisited solutions can be given a tabu status. We will then 
overrule the tabu status when some tabu solutions will look attractive. This is performed by 
means of aspiration level conditions. 
A tabu move m applied to a current solution i may appear attractive because it gives, for 
example, a solution better than the best found so far. We would like to accept m in spite of 
its status; we shall do so if it has an aspiration level a(i,m) which is better than a threshold 
value A(i,m). Parameter A(i,m) can be viewed as a set of preferred values for a function 
a(i,m). Thus, conditions of aspiration can be written in the form 

 ar(i,m) ∈ Ar(i,m) (r=1,...,a).  (2) 

If at least one of these conditions is satisfied, then m will be accepted. 
Finally, in some situations, it can be of interest to replace the process f by another function 
f so as to introduce some intensification and diversification of the search. In the search 

process it is sometimes fruitful to intensify the search in some region of S because it may 
contain some acceptable solutions (exploitative search). Such intensification can be carried 
out by giving a high priority to the solutions which have common features with the current 
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solution. This can be done with the introduction of an additional term in the objective 
function that penalizes solutions far from the present one. This should be done during a few 
iterations and after this it may be useful to explore another region of S. On the other hand, 
diversification (explorative search) can be forced by introducing an additional term in the 
objective function in order to penalize solutions that are close to the present one. The 
modified objective function is the function f that was mentioned earlier in the algorithm: 

f = f + Intensification + Diversification. 
Gathering together all these concepts, the TS procedure can be finally stated as follows 
(Hertz, 1995): 

Step 1. Choose an initial solution i in S. Set i*=i and k=0. 
Step 2. Set k=k+1 and generate a subset V* of solution in N(i,k) such that either one of  
             the tabu conditions tr(i,m) ∈Tr is violated (r=1,...,t) or at least one of the  
             aspiration conditions ar(i,m) ∈Ar(i,m) holds (r=1,...,a). 
Step 3. Choose best j=i⊕m in V* (with respect to f or to the function f ) and set i=j. 
Step 4. If f(i) < f(i*) then set i*=i. 
Step 5. Update tabu and aspiration conditions. 
Step 6. If a stopping condition is met, then stop. Else, go to Step 2. 

3. Proposed hybrid GA-TS algorithm 
This section describes a hybrid GA-TS algorithm whose main novelty comes from its very 
low computational load (similar to a μGA), the introduction of an on-line procedure to 
adjust the GA’s parameters in order to achieve and maintain a good population diversity, 
and the incorporation of memory concepts proper of TS that improve convergence speed 
and diversity, avoiding cycling and reducing computational load. This diversity is a key 
issue in the performance of any evolutionary algorithm, including GAs and TS methods 
(Ursem, 2002). For this reason, we first briefly comment the importance of diversity in 
relation to convergence properties, and, afterwards, we will present the specific GA-TS 
structure together with the diversity control algorithm. 

3.1 Diversity and suboptimal convergence in evolutionary computation 
As mentioned in section 2, both genetic algorithms and tabu search constitute robust global 
search and optimization strategies that can strike an attractive balance between the 
exploitation - vertical search in the proximities of an specified point or area in the solutions 
space - and the exploration - horizontal search throughout all the totality of the solutions 
space, allowing the test of new potential solutions - of possible problem solutions. However, 
simple GAs have a tendency to converge prematurely to local optima, mainly due to 
selection pressure and too high gene flow between population members (Ursem, 2002). 
First, a high selection pressure will fill the population with clones of the best fit individuals, 
since they have the highest survival probability. Diversity declines after a short while, and, 
because the population consists of similar individuals, the algorithm will have difficulties 
escaping the local optimum. Nonetheless, lowering the selection pressure will often lead to 
an unacceptable slow convergence speed. On the other hand, high gene flow is often 
determined by the population structure. In simple GAs any individual can mate with any 
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other individual. Therefore, genes spread fast throughout the population and the diversity 
drops quickly with fitness stagnation as a prevalent outcome. 
All these facts point out the key role of maintaining a suitable diversity in the population in 
order to appropriately converge to the optimal solution, thus avoiding, the inefficient 
presence of duplicated or very similar individuals, as well as the possibility of getting 
trapped into suboptimal solutions. Some authors have already dealt with the problem of 
diversity monitoring and control: For instance, the Diversity-Control-Oriented GA 
(Shimodaira, 1999) calculates a survival probability by means of a diversity measure based 
on the Hamming distance between the individual and the current best individual. Hence, 
diversity is preserved through the selection procedure. Another approach is the Shifting- 
Balance GA (Oppacher, 1999), where a containment factor between two subpopulations -
based on Hamming distances between all members of the two populations - determines the 
ratio between individuals selected on fitness and individuals selected to increase the 
distance between the two populations. A third, and more distantly related, approach is the 
Forking GA (Tsutsui, 1997), which uses specialized diversity measures to turn a subset of 
the population into a subpopulation. Two variants of the Forking GA exist. The first one 
operates on the genotype, whereas the second type bases the division on distances in the 
search space (on the phenotype). More recently, Ghosh et al. (Ghosh, 2003) proposed to vary 
the mutation probability in n equally-length intervals along the ng iterations of the 
algorithm, while the probability of crossover was kept constant (see Fig. 3 in (Ghosh, 2003), 
p. 863, for an example). The authors remark that this scheme increases the diversity of the 
population when the probability of mutation is increased and, conversely, as the optimal 
string is approached, the probability of mutation is reduced. 

3.2 Fundamentals and encoding 
The principle of GAs consists in representing a set of potential solutions (population) with a 
predetermined encoding rule. Each potential solution (chromosome) is associated to a figure 
of merit, or fitness value, in accordance to its proximity to the optimal solution, i.e., each 
chromosome is evaluated for its fitness in solving a given optimization task. When no prior 
knowledge of the solution is available, this initial set of potential solutions, P[0], which 
forms the whole population for each new signaling interval (iteration k=0), is randomly 
generated. We will denote [ ] { } 0

pn

i i
P k

=
= u  to the population at iteration k, with np being the 

number of individuals ui per generation. For instance, the specific encoding scheme used for 
the first application later considered is explained in section 4.3. 

3.3 Genetic operators 
Once individuals are generated and given a fitness value, the next step consists in applying 
the genetic operators, mainly mutation and crossover. The first one modifies specific 
individuals with probability pm, changing (antipodal bit) the value of some concrete 
position/s in the encoding of ui. Both the position and the new value are randomly 
generated - see Fig. 2. A low level of mutation serves to prevent any element in the 
chromosome from remaining fixed to a single value in the entire population. However, a 
high level of mutation will essentially result in a random search. Hence, the value of pm must 
be chosen carefully in order to avoid excessive mutation. To maintain a satisfactory balance 
between such extremes a good initial value for pm in our applications is between 0.01 - 0.05. 
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Note that mutation promotes exploration by creating an opportunity to explore different 
areas of the solution space. A good element can even turn into a bad one. This is definitely 
undesirable, especially if the offspring, which constitutes the actual global optimum, is 
mutated to a suboptimum solution. Hence, the value of pm must be carefully chosen in order 
to prevent excessive mutation. 
On the other hand, the crossover operator requires two operands (parents) to produce two 
new individuals (descendants or offspring). These new individuals are created when merging 
parents by crossing them at specific internal points - see Fig. 3. This operation is performed 
as follows: parent individuals ui and uj are exchanged using the uniform crossover process 
(Mitchell, 1996) in order to produce two offspring individuals. The process of uniform 
crossover uses a so-called crossover mask, which is a sequence of randomly generated 0’s and 
1’s. The elements in ui and uj are exchanged at bit locations corresponding to a “1” in the 
crossover mask with probability pc. 

3.4 Elitism and termination criteria 
Since parents are much more likely to be selected from those individuals having a higher 
fitness, the small variations introduced within these individuals are intended to also 
generate high fit individuals. Using Markov chain modelling, it has been proved that Gas 
are guaranteed to asymptotically converge to the global optimum - with any choice of the 
initial population - if an elitist strategy is used, where at least the best chromosome at each 
generation is always maintained in the population (Bhandari, 1996). However, Bhandari et 
al. (Bhandari, 1996) provided the proof that no finite stopping time can guarantee the 
optimal solution, though, in practice, the GA process must terminate after a finite number of 
iterations with a high probability that the process has achieved the global optimal solution. 
In the proposed GA-TS algorithm, the elite Ek for P[k+1] is formed by selecting those 
individuals from both the elite of P[k] and the mutated elite of P[k] having the highest 
objective value in the population. The mutation of the elite is performed with a probability 
pm,e considerably smaller than pm (so as to avoid the destruction of good solution guesses). In 
our simulations we used pm,e = x pm, with x=0.2 (heuristical trials show little differences for 
values of x in the range [0.1,0.5]). No crossover is performed on the elite, since it implies, in 
most of cases, abandoning the exploitation of these good potential solutions. 
This procedure, whose flowchart is shown in Fig. 4, is iterated a predefined number of 
consecutive generations, ng. At the end, the string ui corresponding to the best fit individual 
is finally chosen as the problem solution. 

3.5 Diversity and entropy-dependent genetic operators 
Standard GAs suffer from an excessive computational load: the application of the genetic 
operators is often costly and the evaluation of fitness can also be a very time-consuming 
task. Populations sizes np normally are 100, 200 or even much higher - for instance, (Uursem, 
2002) uses populations with 400 individuals. 
Hence, we propose an algorithm works with much smaller population sizes (in the order of 
15 to 35 individuals). An elite of 2 to 5 individuals is kept and the crossover and mutation 
probabilities depend on the Shannon entropy of the population (excluding the elite) fitness 
which is calculated as 

 
(3) 
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with λi being the normalized fitness of individual ui. When all the fitness values are very 
similar, with small dispersion, H(P[k]) becomes high and pc is decreased (it is not worthwhile 
wasting time merging very similar individuals). This way, the exploration character of the 
search is boosted, while, conversely, exploitation decreases. On the other hand, when this 
entropy is small, there exists a high diversity within the population, a fact that can be 
exploited in order to increase the horizontal sense of search. Following a similar reasoning, 
the probability of mutation is increased when the entropy is high, so as to augment the 
diversity of the population and escape from local suboptimal solutions (exploration 
decreases, exploitation becomes higher). 
 

 
Fig. 4. Schematic representation of the GA structure and the genetic operators. 

Therefore, we have that probabilities pm and pc are directly/inverselly proportional to the 
population fitness entropy, respectively1, 

                                                 
1 Symbol “α” denotes proportionality. 
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 (4) 

 (5) 

Some exponentially dependence on time k is also included in the model - making use of 
exponential functions - in order to relax (decrease), along time, the degree of dependence of 
the genetic operators’ probabilities with the dispersion measure2. This avoids abandoning 
good solution estimates when very noisy sporadic samples are received or when the whole 
population has converged to the global optimum. 
Hence, the proposed algorithm uses a much smaller population size than standard GAs, 
calculates crossover with a very low probability (and only on individuals not belonging to 
the elite), and the exploration/exploitation sense of the search is on-line tuned up by 
measuring the diversity of the population by means of its fitness entropy. 
Next section describes how the diversity of the population affects the genetic operators’ 
probabilities. 

3.6 Genetic operators and convergence cycle 
A typical estimation convergence process is depicted in Fig. 5. Notice that this is just one -
the most frequently found and representative - of the possible situations, which will greatly 
depend on the randomly generated initial population P[0] and the specific application. This 
is also a mere schematic representation and the vertical axis should have a different scale for 
each represented parameter. 
 

 
Fig. 5. Schematic representation of the alternating exploring and exploiting behavior in the 
diversity-guided GA-TS. The proportionality between different curves is not represented; 
only the increasing/decreasing tendency of each parameter is representative. 

                                                 
2 See, also, complementary discussion on the form of these two functions, pc and pm, in 
section 3.7 Genetic operators and convergence cycle. 
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Three different phases can be appreciated: 
(I)  Population P[0] has been randomly generated. Individuals ui share a very few bits I 

common. Their fitness values are very similar since all of them are, probably, wrong 
solution estimates and, thus, the entropy is high. The probability of mutation is kept 
high so as to explore new potential solutions and the probability of crossover is small. 

(II)  Some individuals begin to converge to good solution estimates. Their fitness increase 
while the remaining individuals of the population continue presenting low values. The 
entropy of the fitness considerably decreases. The probability of mutation is decreased 
gradually while the one associated to crossover becomes higher so as to exploit the 
genetic information of the good estimates. 

(III) Most of the population individuals have converged to good solutions. The fitness of all 
the individuals is very close (all of them tend to be equiprobable solutions). The entropy 
is again high and the exploitative behavior prevails over the explorative one. 

 

As an example, since concrete values greatly depend on the randomly generated initial 
population, Fig. 5 also shows the approximate range in which pc and pm evolve along the 
execution of a satisfactory-convergence typical cycle: pm(I)=0.1 → pm(III)≈0.01 and pc(I) = 0.05 
→ pc(III)≈0.1. 
Keeping these three different phases in mind, the determination of the form of functions pc 
and pm in Eqs. (4) and (5) is achieved as follows:  
• Probability of mutation: during phase I, where most of the individuals are wrong 

estimates and the entropy is high, pc is required to be high to as to increase the 
explorative sense of the search. Thus, pc is directly proportional to the entropy H and to 
another function, which is denoted as gm, and has the form gm(k) = exp(-βmk), which, for 
low values of k and βm < 1, is close to 1. Thus, we can write 

 (6) 

where ξm stands for a normalization parameter, which ensures that pm ∈ [0,1], and  
gm(k) = exp(-βmk) with 0 < βm < 1. 
Once the GA-TS algorithm has converged to some good solution estimates, H becomes 
high again (see Phase III in Fig. 5), but now pm must be lowered so as to switch from 
exploration to the exploitation of new individuals. This is achieved selecting gm such 
that its decreasing character prevails over the entropy values. In our particular system, 
exponential functions gm(k) = exp(-βmk) , with βm ∈ [0.1 , 0.05], were used. 

• Probability of crossover: in this case, pc should maintain low values in Phase I in order 
to allow an explorative search. In this phase H is high and pc is chosen to be inversely 
proportional: 

 
(7) 

If function gc has the form of an inverse exponential (logarithmic) function, durin Phase 
I, the product of gc and the inverse of H adopts low values (see Phase I in Fig. 5), while 
in the third phase the gc prevails over the low values of the inverse of the entropy, 
leading to high probabilities (Phase III), in accordance to the desired exploitative sense 
of the search. 
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In both cases, probabilities must be properly normalized in the range [0,1] making use of the 
parameters ξm and ξc. The weight of this updating of both probabilities also decreases with 
time, so that when Phase II is widely surpassed, the mutation and crossover probabilities 
remain mainly constant. 

3.7 Eliminating the entropy ambiguity 
The use of the entropy function as defined in Eq. (3) with the aim of classifying populations, 
can lead, if not properly corrected, to ambiguous situations since a population with all its 
individuals being very similar and having high fitness values will show the same high 
entropy as another population with very similar individuals taking on, all of them, very low 
fitness values. Obviously, the dispersion in both cases is low, and the associated entropy 
will show a high value. In order to detect and differentiate these situations, the following 
simple strategy has been devised. 
Once a few generations have been processed (about 10–15), the following parameters are 
compared: 

 
(8) 

 
(9) 

The first one, 1 ( )kαΓ , represents the averaged mean value of the individuals’ fitness in α 

successive generations –the current one, k, and the α −1 generations before. The second 

parameter, 0 ( )kαΓ , represents this same value but averaging the mean fitness values in a 

group of α iterations, ζ generations before. For instance, the simulations for the first 

application proposed in this chapter were carried out with α =3 and ζ=8, thus the mean 
value of the fitness values averaged over the last 3 successive iterations is compared to this 
value 8 generations before. 
For example, at generation k=11, the algorithm compares the averaged value of the mean 
fitness in generations 9, 10 and 11, with the averaged value of the fitness in the generations 
1, 2 and 3. 
In cases of good convergence (or, at least, when the GA-TS algorithm has begun to 
converge), the difference between 1 ( )kαΓ and 0 ( )kαΓ , will be higher than a predetermined 
threshold Γth (heuristically determined). On the other hand, when the population contains 
low fitness individuals after 2α+ζ generations, it is a clear indicator of unsatisfactory 
convergence. In this case the whole population is randomly re-initialized. 
According to this, the difference between both averaged values, is compared to a threshold 
Γth. Whenever condition 

 (10)

is satisfied, the whole population will be randomly re-initialized. 
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3.8 GA improvement with TS concepts 
The search algorithm described before has been improved by incorporating some of the 
most important and characteristic concepts of TS. Specifically, memory has been 
implemented so as to avoid revisiting solutions. Depending on the application, tabu 
conditions tr have been defined representing non-possible or incongruent solutions. This 
mechanism, together with an appropriate diversity control based on the entropy dependent 
operators leads to a very efficient hybrid GA-TS method that avoids cycling search, 
improves convergence (as a consequence of improving diversity) and can be implemented 
in a computationally efficient algorithm. 
The hybrid GA-TS thus implemented can be viewed as an advanced TS method with 
multiple hypotheses i evolving in parallel and with a powerful procedure to evolve to the 
next iteration using the dynamic operators here developed. This method can perfectly be 
classified as a hybrid evolutionary algorithm combining the advantages of both GAs and TS. 

4. Application I: multiuser detection for DS/CDMA communications 
This section shows the application of the previously described GA-TS algorithm to the 
problem of symbol detection in DS/CDMA multiuser communications. The thus obtained 
detector has an extremely low computational load and offers an interesting alternative to 
previous suboptimal algorithms whose performance is frequently subject to the near-far 
problem and multiple access interference degradations. Its performance is compared to that 
of standard GA-based detectors, as well as traditional multiuser detectors, such as the 
matched filter, the decorrelator and the MMSE detectors. This section is mainly based on 
(San José, 2005). 

4.1 Problem description 
During the last decade, the utilization of wireless communications has shown growth rates 
of 20-50% per year in various parts of the world. The use of Code-Division Multiple Access 
(CDMA) communications has received a considerable amount of attention as mobile cellular 
telephone providers look for schemes of transmission which can exploit the capacity of the 
available spectrum to the maximum (Glisic, 1997; Proakis, 1995; Verdú, 1998) 
Since CDMA systems give users access to very high data rates, intersymbol interference (ISI) 
cannot be neglected and, together with multi-access interference (MAI), constitutes the 
major drawback to the overall system performance (Proakis, 1995). Both effects, if not 
appropriately controlled, can seriously deteriorate the quality of reception. 
Numerous methods have been proposed for reducing the amount of MAI present in the 
received signal, such as power control, optimization of signature sequences or sectorized 
antennas. Conventional receivers, which rely on a filter matched to the signature of the user 
of interest, are only optimum when the set of received signatures is perfectly orthogonal, 
which is not the most common case found in practice. Thus, their performance is notably 
degraded, especially when near-far effects exist. In 1986, Verdú showed that this problem 
could be solved by jointly-extracting the information sequences of all the users (Verdú, 
1998). Unfortunately, the complexity of the optimum multiuser detector (MUD) based on 
the maximum likelihood (ML) rule increases exponentially with the number of active users, 
making it impractical for realistic environments. Consequently, the development of 
suboptimal detectors has deserved a considerable amount of attention during last years. 
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Many of these suboptimal schemes make use of Natural Computation techniques, such as 
genetic algorithms and neural networks (Ergun, 2000; Juntti, 1997; Shayesteh, 2001; 
Shayesteh, 2003; Wang, 1998; Yen, 2000). 
A GA-based MUD was first proposed by Juntti et al. in (Juntti, 1997). The analysis is based 
on a synchronous CDMA system and requires good initial guesses concerning the possible 
user symbol sequences obtained from the other detectors. However, Yen et al. (Yen, 2000) 
showed that, by incorporating an element of local search prior to invoking the GA, the 
performance approaches the single-user performance bound. The proposal by Ergün et al. 
(Ergun, 2000) uses a multistage MUD as part of the GA-aided detection procedure, in order 
to improve the convergence rate. Other interesting approaches briefly described in (San José, 
2005) include those by Yen and Hanzo (Yen, 2001) and Shayesteh et al. (Shayesteh, 2001; 
Shayesteh, 2003). 
In the following sections we propose to use a multiuser detector based on the GA-TS 
algorithm described in section 3. This detector offers an extremely low computational load 
as well as a remarkable diversity control based on the on-line adjustment of its internal 
parameters. This task is achieved by making use of an individuals’ fitness dispersion 
measure based on the Shannon entropy. Based on the ML rule, we develop a GA-TS based 
multiuser detector that estimates both the channel impulse response (CIR) and the 
transmitted bit sequences on the basis of the statistics provided by the bank of matched 
filters at the receiver. 

4.2 DS/CDMA system description 
Consider a symbol-synchronous binary communication system with K active users, 

employing normalized modulation waveforms }{ 1
( ) K

i i
s t

=
, and signaling through a dispersive 

channel with AWG noise. User i transmits a sequence of statistically-independent symbols, 
bi(n), which modulates the PN sequence, si(n), so that the spectrum is spread by a factor N 
(processing gain) (Glisic, 1997). Thus, the signal transmitted by the ith user is 

 
(11)

where T is the signalling interval, M is the number of data bits in a frame transmitted by 
each user, and the signature waveforms are given by 

 
(12)

where si=(si,0,...,si,N-1)T is the signature vector of user i, Tc=T/N is the chip interval and Ψ(t) 
represents the energy-normalized chip pulse. 
Due to the consideration of synchronous transmission and assuming that users transmit 
data packets over a single-path frequency-nonselective slowly Rayleigh fading channel, the 
received baseband signal is given by 

 
(13)

with 
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(14)

where Tf is the frame duration, g(t) is a zero-mean complex additive white Gaussian noise 
uncorrelated with bi(n), hi(n) denotes the complex CIR coefficient of the ith user and Ei 
represents the bit energy of user i. We consider, also, the time variation model proposed in 
(Yen, 2001), where hi(n) varies over the frame duration according to a specified Doppler 
frequency, fd. The unknown variables in Eq. (14) are bi(n) ∈ {+1,-1} and hi(n), which denote 
the nth bit and the corresponding complex CIR coefficient of the ith user, respectively. 
At the receiver, a bank of filters matched to the set of users' signature sequences takes 
samples at every bit interval (see Fig. 6). 
 

 
Fig. 6. DS/CDMA multiuser communications system model. 

The developed GA-TS-based multiuser detector estimates symbol vector 
b(n)=[b1(n),…,bK(n)]T, containing the symbols transmitted in the nth symbol period. Using 
the maximization problem as stated in (Yen, 2001), the output of the matched filters can be 
written as 

 (15)

where R is the K×K user signature sequence cross-correlation matrix, 

( ) ( ) ( )( )1diag ,..., Kn h n h n=H , ( )1diag ,..., KE EE = , ( ) ( ) ( )1 ,..., Kn b n b n= ⎡ ⎤⎣ ⎦b  and 

( ) ( )1= ,..., Kg n g n⎡ ⎤⎣ ⎦g . 

Based on the observation of vector z, it can be shown that the log-likelihood function (LLF 
conditioned on both the channel matrix H(n) and the users' data vector b(n), is given by 
(Fawer, 1995) 

 
(16)

where symbol “*” denotes the conjugate operation. Thus, the optimal estimates of the 
diagonal channel gain matrix H(n) and the vector of transmitted symbols b(n) are given by 
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(17)

subject to a constraint given by the specific model chosen for the time variation of the 
channel coefficients matrix H. 
In this work the channel fading is assumed to slow such that coefficients hi(n) may be 
considered constant over one signalling interval and the fading is independent for all users. 
Several models have been used in order to describe the channel characteristics. For example, 
the Jakes model (Verdú, 1998) or a first-order Gauss-Markov model as given by 

 (18)

where α = exp(2πfdT) and vi(n) is a zero mean white Gaussian variable. Alternatively, this 
relation between hi(n) and hi(n+1) can be expressed as 

 (19)

with Δi(n) being a random variable whose value depends on α and νi(n). Thus, Eq. (19) 
constitutes the constraint required for solving the maximization problem given by Eq. (17), 
and represents the channel model that will be here used. 

4.3 Specific fitness calculation and encoding scheme 
In the DS/CDMA symbol detection problem the fitness value is computed by substituting 
the corresponding elements of ui into the log-likelihood function L defined in Eq. (16), since 
both the channel coefficients and the users’ transmitted symbols are encoded in ui: 

 
(20)

with parameters i, n, k and K denoting the ith chromosome of the population, the nth 
signaling interval, the kth generation and the number of active users K, respectively. When 
the performance of the algorithm is evaluated by means of simulations, the number of users, 
K, is initially fixed, and it is not allowed to change with respect to the rest of the parameters. 
Vector bi(n,k) represents a bit string of length K, which is directly binary encoded wit {+1,−1} 
elements. On the other hand, each complex CIR coefficient in encoded into a binary string of 
length 22 as depicted in Fig. 7. 
Each complex coefficient hi,j(n,k) has both a real and an imaginary part. Each of them, in 
turn, is represented by a string of 1+10 bits. The first bit (on the left) indicates the sign of the 
coefficient (with “1” meaning positive sign) and the remaining 10 bits encode the magnitude 
of the coefficients - with three decimal positions - as shown in the example. Since 10 bits 
allow numbers between 0 and 1023, a normalization step is used in order to work in the 
range [0,1]. 
On the other hand, due to our particular application and encoding scheme, K+1 different 
positions are randomly generated for possible mutation: one position within the 22 bits of 
the binary encoding of each channel coefficient hi,j(n,k), 1≤j≤K, in Eq. (20), and another one in 
the part that encodes the users’ bits, i.e. bi(n,k) in Eq. (20). In each of these K+1 positions, 
mutation is performed with probability pm. 
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Figure 7. Example of the binary encoding of the channel impulse response coefficients. 

Note that, due to the consideration of synchronous transmission and perfect time 
coordination between the transmitter and the receiver, the detection is achieved by 
considering separate signal intervals, and, consequently, one GA-TS is executed per interval. 
As a consequence, the knowledge about the channel impulse response is maintained from 
one symbol period to another. 

4.4 Numerical results 
For the simulations, a rectangular chip pulse Ψ(t), AWG noise, Gold-type signatures and a 
Doppler frequency of 1000 rad/sec are considered. A perfect synchronization is assumed as 
well. Experiments are performed using binary encoding, K=10, np=16, βm= 0.1 and N=31, if 
nothing different is specified. Also, binary tournament selection, uniform crossover and an 
elitism of 3 individuals are used. Memory and simple control of tabu moves are also 
implemented. The initial probabilities were: pm=0.1 and pc=0.05, which proved to be good 
settings in preliminary experiments. 
• BER performance of the user of interest for different multiuser detection schemes 
Figure 8 shows the BER performance of the user of interest versus SNR=E1/N0, with a near-
far effect of 4 dB (i.e. Ek/E1 = 4 dB, 2 ≤ k ≤ K), for different types of detectors. 
First, the proposed GA-TS algorithm is compared to a standard GA in terms of the BER of 
the user of interest (user 1) versus the signal to noise ratio of this user (E1/N0). It can be seen 
how the GA-TS has a performance close to the limit of the optimal single user detector - a 
lower bound of the multiuser detector can be found by simulating the BER of the single user 
receiver in the absence of the other interfering users (Proakis, 1995) - while the standard GA 
saturates at high SNRs even with higher population sizes and number of iterations – this 
fact has also been pointed out by other authors, such as Shayesteh in (Shayesteh, 2003). 
Simulations show that the GA-TS method needs about 23% of the population needed for the 
standard GA, and a number of iterations about 15-20%, to get a similar performance, i.e., 
saving about 70% of time. This value is similar to that reported in (Shayesteh, 2003), where a 
GA is used to estimate only the vector of users' symbols (in contrast to our approach that 
jointly estimates both the CIR and the symbols (see section 4.2). 
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Fig. 8. Probability of error for different types of multiuser detectors. Ek/E1=4 dB for k ≠ 1. 

The error probabilities of those traditional detectors based on matched filters (MF), the 
MMSE detector, the decorrelator and an RBF network are also shown for comparison in Fig. 
8. The RBF-based MUD chosen for comparison is described in (San José, 2003). As kernel 
function, the basis function based on the Mahalanobis distance measure is used - its explicit 
expression can be found in (San José, 2003). The simulations carried out with both the 
MMSE and the decorrelator detectors, where implemented using a CIR estimation algorithm 
whose main details and equations can be found in (Cañibano, 2004). For the simulations 
carried out in this chapter, the RLS version of the equations there obtained was used. 
 

 
Table 1. Quantitative comparison between various evolutionary multiuser detectors (K=10). 

Analyzing the BER plots shown in Figure 8, it can be observed that the proposed GA-TS 
shows better performance, specially when the SNR is high, than the other compared MUDs. 
Table 1 compares quantitatively the proposed GA-TS with (Shayesteh, 2003) (for this 
algorithm the channel is considered to be known), (Yen, 2001) and the standard GA. In case 
the channel response is known, (Shayesteh, 2003) reports that its algorithm needs about 21% 
of the population size required in a standard GA (also implemented with known channel 
response), but using a similar number of iterations. In our simulations, the standard GA 
used for comparison needs about 150-250 iterations for convergence, while the proposed 
GA-TS uses only about 20-25. Fig. 8 shows that only a small degradation is observed with 
respect to the single-user bound when the proposed GA-TS multiuser detector is used. 



A Hybrid GA-TS Technique with Dynamic Operators and its Application 
to Channel Equalization and Fiber Tracking 

 

129 

• Population size vs number of active users 
Analyzing how the number of active users affects the proposed detector, we find that the 
BER performance gradually degrades upon increasing the number of users, due to the 
limited population size np, which becomes too small for adequately exploring a larger space. 
Furthermore, in comparison with the “brute-force” optimum ML MUD requiring 
2K=210=1024 fitness function evaluations, the proposed detector is substantially less 
complex, requiring only np x ng = 15 x 20 (or 23) = 300 (or 375) evaluations, yet performing 
close to the optimum ML MUD. This fact clearly manifests that the computational 
complexity of the GA-TS algorithm does not depend exponentially on K. In fact, with 20 
users, a population size of 125 - keeping ng constant - allows the detector to attain a near-
optimal performance. This means an increase by a factor of 150/15=8.33 in the 
computational load. Furthermore, in contrast to the reduced tree-search type algorithms, 
our detector does not require any memory capacity, since all the information related to 
previous generations can be erased. 
It should be noticed that this increment in the number of active users could also be 
addressed by increasing the number of iterations ng while keeping constant the size of the 
population np. These two solutions could be considered also if the SNR decreases. This 
interplay between ng and np has also been pointed out in (Shayesteh, 2003). However, it is 
difficult to find a general rule that could easily quantify this equivalence between np and ng 
since it greatly depends on factors like the number of users K, the ratio Ek/N0, etc. In the 
aforementioned example, with (K=20, np=125, ng=20) another configuration of the GA-TS 
with (K=20, np=75, ng=40) obtains similar results. 
Next, the BER performance for K=15 users is analyzed. Because of the higher number of 
users to be optimized, we increased the population size. With np = 35, a significant 
degradation was observed. This situation was due to the limited population size, which was 
too small for optimizing the number of involved variables. However, when increasing np up 
to 45, the performance became near optimum, though the increase in complexity is really 
low in comparison with the computational load of the conventional optimum MUD, whose 
complexity will now be increased by a factor of 32. 
 

 
Table 2: Population size (np) and number of generations (ng) required for different number of 
active system users (K) for the proposed GA-TS algorithm. Bold values correspond to the 
(Yen, 2001) method. 
These results are summarized in Table 2. Values in bold typesetting correspond to the  
GA-based detector developed by Yen and Hanzo (Yen, 2001). It can be seen that the GA-TS 
scheme requires a smaller population size at the expense of a higher number of iterations. 
• BER vs number of active users 
Now, in Figure 9, the BER for different receiver structures (GA-TS, RBF, MF and MMSE) as a 
function of the number of users is compared. For this simulation, a perfect power control 
has been considered: Ei = Ej, 1 ≤ i,j ≤ K, i ≠ j. 
The MMSE structure and the linear MF detector are outperformed by the nonlinear RBF and 
GA-TS receivers. The MF suffers from MAI and the MMSE lacks stability to perform a 
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nonlinear decision boundary. The choice of the Mahalanobis distance in the RBF basis 
function allows some advantages over the Euclidean one. The Euclidean-RBF performance 
tends towards the MMSE receiver performance due to the non-spherical shape of the 
multidimensional clusters. 
 

 
 

Fig. 9. Probability of error vs number of active users. 

Figure 9 shows that the proposed GA-TS method and the Mahalanobis RBF detector have 
similar performance. However, it must be pointed out that the complexity of the RBF 
detector used for comparison is much higher. This RBF-based detector - described in (San 
José, 2003) - needs a training period if the channel response is unknown and its complexity 
(number of nodes) increases exponentially with the number of active users. 
Quantitatively, the computational requirements (in terms of floating point operations in 
MATLAB) have been experimentally shown to be at the same level when just a few users are 
present (K≤3). However, for higher values of K, the proposed GA-TS receiver clearly 
outperforms the RBF-based detector in terms of computational complexity. 
• Joint channel estimation and symbol detection performance 
In this section we compare the performance of the proposed GA-TS-based multiuser 
detector when (i) the channel impulse response is estimated using the GA-TS method (joint 
estimation of the users' symbols and the CIR) and (ii) the CIR is perfectly known, i.e. the 
true channel coefficients are substituted in Eq. (16). 
Figure 10 shows the different BERs obtained with and without estimation of the channel 
impulse response coefficients. The single-user bound shown is computed as Pe = 0.5(1-(γ/(1- 
γ))0.5), where γ=Ek/N0 (valid for BPSK). 
Two comments apply to this figure: (i) the higher ng and np are chosen, the closer are the BER 
curves for both cases (with and without CIR estimation), and (ii) both BERs are similar up to 
a threshold value of the Ek/N0 parameter that depends on the election of np and ng. For 
instance, in the case with np=35 and ng=15, BERs are very similar whenever Ek/N0 ≤ 26 dB. In 
the other case, with np=25 and ng=10, this threshold is located around 14 dB. 
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Fig. 10. BER performance comparison between the GA-TS algorithm in which both the 
channel impulse response and the users' symbols are jointly estimated, and that in which 
only the users' symbols are unknown. (CIR: channel impulse response). 

• Near-far resistance 
Next, Fig. 11 characterizes the near-far resistance of the proposed detector in terms of the 
BER of the desired user. Simulations used np=30 and ng=15. The user of interest is user 1 and 
the averaged received bit energies of all the other users were set to 0, 5, 10 and 15 dB higher. 
Simulations of the decorrelator detector were performed with RLS parameter estimation, 
while the GA-TS detector was implemented with the joint estimation of the channel and the 
symbols. It can be seen that for Ek/E1 ≤ 10 dB, the proposed detector is near-far resistant up 
to E1/N0 ≈ 15 dB. Beyond that, a significant BER performance degradation is observed. 
 

 
Fig. 11. BER performance for K=10 users with Ek/E1=0, 5, 10 and 15 dB for k=2,…,K. User 1: 
user of interest. 
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For the sake of comparison, the BER performance corresponding to the decorrelator detector 
implemented using a RLS-type estimation algorithm, is also plotted for the case with 
Ek/E1=10 dB. In this case, the decorrelator detector shows a little better performance at the 
expense of a much higher complexity. 
• Entropy-guided parameter tuning 
Finally, some experiments were carried out in order to study the influence of the entropy-
based tuning up process of the GA-TS parameters. Figure 12 represents the evolution of the 
mean population fitness (mean value after 100 runs) of: (i) the individuals of the elite, (ii) all 
those individuals not belonging to the elite. For both cases, the evolution is drawn with and 
without entropy-guided adjustment for the first 50 iterations of the algorithm. For both sets 
of individuals, the mean fitness approaches the maximum before when the entropy is 
monitored and the probabilities pc and pm are dynamically adjusted. Furthermore, redundant 
individuals are more efficiently eliminated when the fitness entropy is used to adjust the 
genetic operators. This way, the diversity of the population increases, and, simultaneously, 
the probability of getting trapped into suboptimal solutions is reduced. This capability also 
affects the population size required to get a specific BER, since: (i) very similar individuals 
do not represent any advantage at the time of searching the solutions space, and (ii) almost 
no improvement (in terms of mean population fitness) occurs during the exploration phases. 
Thus, many fitness evaluations can be saved during these periods. Making use of this fact, 
the number of evaluations can be lowered around 25%. 
 

 
Fig. 12. Evolution of the population fitness with and without parameter control (p.c.). 

4.5 Conclusions 
A novel hybrid genetic-algorithm / tabu-search (GA-TS) algorithm with an extremely low 
complexity has been proposed for DS/CDMA multiuser detection. It requires no training 
period, applies the genetic operators only very few times and saves a substantial amount of 
fitness evaluations, which is a critical factor in real-world applications. The performance is 
close to the limit of the single user detector and its complexity remains much smaller than 
that of traditional approaches and those based on standard GAs. The entropy-guided 
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procedure to on-line adjust the probabilities of the genetic operators controls the diversity of 
the population; this leads to a reduction of the population size required to attain a certain 
performance and a high probability of achieving a reliable convergence result. 

5. Application II: tuning-up of a DT-MRI tracking algorithm 
5.1 Motivation and problem description 
The Diffusion Tensor Magnetic Resonance Imaging (DT-MRI) technique measures the 
diffusion of hydrogen atoms within water molecules in 3D space. Since in cerebral white 
matter most random motion of water molecules are restricted by axonal membranes and 
myelin sheets, diffusion anisotropy allows depiction of directional anisotropy within neural 
fiber structures (Ehricke, 2006). The DT-MRI technique has raised great interest in the 
neuroscience community for a better understanding of the fiber tract anatomy of the human 
brain. Among the many applications that arise from tractography we find: brain surgery 
(knowing the extension of the fiber bundles could minimize the functional damage to the 
patient), white matter visualization using fiber traces (for a better understanding of brain 
anatomy) and inference of connectivity between different parts of the brain (useful for 
functional and morphological research of the brain). 
Most of DT-MRI visualization techniques focuses on the integration of sample points along 
fiber trajectories (Mori, 2002), using only the principal eigenvector of the diffusion ellipsoid 
as an estimate of the predominant direction of water diffusion (Ehricke, 2006). However, 
these methods may depict some fiber tracts which do not exist in reality or miss to visualize 
important connectivity features, e.g. crossing or branching structures. In order to avoid 
misinterpretations, the viewer must be provided with some information on the uncertainty 
of every depicted fiber and of its presence in a certain location. In (San José, 2007) we 
proposed an estimation algorithm that takes into account the whole information provided 
by the diffusion matrix, i.e., it does not only consider the principal eigenvector direction but 
the complete 3D information about the certainty of continuing the path through every 
possible future direction. An improved version of this algorithm was developed in (San 
José, 2007b). This article included two main aspects: (i) a procedure for on-line adapting the 
number of offspring paths emerging from the actual voxel, to the degree of anisotropy 
observed in its proximity (this strategy was proved to enhance the estimation robustness in 
areas where multiple fibers cross while keeping complexity to a moderate level), and (ii) an 
initial version of a neural network (NN) for adjusting the parameters of the algorithm in a 
user-directed training stage. Subsequent work (San José, 2008) studied with more detailed 
the architecture of the neural network and numerically evaluated its tracking capability, 
robustness and computational load when used with both synthetic and real DT-MR images. 
This work showed that in many cases, such as real images with low SNR, a huge 
computational load was required. 
Now we propose to use an evolutionary computation-based approach - the GA-TS 
algorithm - for tuning-up the parameters of the tracking algorithm instead of using the 
neural network. The main aim is to adjust the parameters with a less complex procedure 
and to obtain a robust and efficient tracking algorithm. The required human intervention 
time can also be reduced. Numerical results will prove that the GA-TS approach leads to 
similar and even better convergence results while offering much lower computational 
requirements. 
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5.2 Brief tracking algorithm description 
Since our main purpose is the development of an algorithm to adjust the parameters of a 
tracking algorithm, it is necessary to outline the head expressions of this algorithm - for the 
sake of brevity, the reader interested in a detailed development of this tracking algorithm 
can see the corresponding sections in (San José, 2007). Consequently, this section presents a 
brief summary of the method. The algorithm uses probabilistic criteria and iterates over 
several points in the analyzed volume (the points given by the highest probabilities in the 
previous iteration). The process starts in a user-selected seed voxel, V0. 
Every iteration, the method evaluates a set of parameters related to the central voxel of a 
cubic structure similar to that shown in Figure 13, left. The central point, Vc, (No. 14 in the 
figure) represents the last point of the tract being analyzed. In the first iteration, Vc = V0. 
• Basic concepts 
First, a measure Pi, i∈{valid points}, is evaluated based on the probability of going from voxel 
Vc to voxel Vi. This probability takes into account the eigenvalues and eigenvectors available 
at point Vc from the DT-MR image diffusion matrix. In order to calculate this probability, the 
information shown in Fig. 13, right, is used. 
 

 
Fig. 13. Modifications of indices (m,n,p) when moving from Vc to the neighbouring voxel Vi, 
1 ≤ i ≤ 27, i ≠ 14. 

The table shows, for every voxel shown in Fig. 13, left, the changes that must occur in 
indices (m,n,p), when a tract goes from voxel Vc to voxel Vi. For instance: when going from 
point No. 14 to point No. 17, coordinates m and n increase by 1, and p remains the same. 
This is represented in the table with “πm,πn,πp = (++0)”. With this information, the probability 
of each possible destination Vi can be calculated taking into account the projection of each of 
the eigenvectors to each of the directions defined in the triplet πm, πn, πp. Besides, each 
projection is weighted by the corresponding eigenvalue λ. Thus, in the previous example, Pi 

should be calculated as Pi = V1y λ1 + V2y λ2 + V3y λ3 + V1z λ1 + V2z λ2 + V3z λ3, where 

jV α represents the α-component of eigenvector j, 1 ≤ j ≤ 3, α∈{x,y,z}. 

The axes reference criterion for the (x,y,z) vector components is also shown in Fig. 13. Note 
that, for this calculus, the sign “-“ in the triplet is equivalent to sign “+”. In order to properly 
calculate Pi, it must be weighed by 0.33 if there are no zeros in triplet i, and by 0.5 if there is 
one zero. 
• Anisotropy and local probability 
The following anisotropy index is used in the algorithm: 
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(21)

where λ1 ≥ λ2 ≥ λ3. When both fa(Vc) and fa(Vi) do not exceed a certain threshold, then point 
Vi is eliminated as a possible destination point. 
Taking into account both Pi and the anisotropy given by Eq. (21), the local probability of 
voxel i is defined as 

'
1 2( ) (1 ) , 0 1i i iP a fa V a P aμ μ= ⋅ ⋅ + − ⋅ ⋅ < <  (22)

where parameter a allows the user to give a higher relative weight to either the anisotropy 
or the local probability, and μ1 and μ2 are scaling factors (normally, 1 and 1000, respectively). 
The set of values '

iP  is properly normalized so that they can be interpreted as probabilities. 
• Eigenvectors and direction considerations 
Besides these considerations, the final probability of voxel i makes also use of the so-called 
smoothness parameters - described in (Kang, 2005) - which judge the coherence of fiber 
directions among the trajectories passing through voxel Vc. The mathematical expressions of 
these four parameters, {spi} 4

1i= , as well as their geometrical meaning, is explained in (San 
José, 2008). They measure the angles between the directions that join successive path points, 
as well as the angles between these directions and the eigenvectors associated to the largest 
eigenvalues found in those voxels. sp2, sp3 and sp4 are used to maintain the local directional 
coherence of the estimated tract and avoid the trajectory to follow unlikely pathways. The 
threshold for sp1 is set such that the tracking direction could be moved forward consistently 
and smoothly, preventing the computed path from sharp transitions. 
Next, the following parameter is calculated for every valid point whose smoothness 
parameters satisfy the four corresponding threshold conditions, 

 (23)

where, ξ1, ξ2, ξ3 and ξ4 are the corresponding weights of the smoothness parameters 
(normally, 0.25), and b stands for a weighting factor.  
• Path probabilities 
Probabilities ''

iP can be recursively accumulated, yielding the probability of the path 
generated by the successive values of Vc, 

 (24)

with k being the iteration number, and ''' '' ''/i i iiP P P= ∑ . At the end of the visualization 
stage, every estimated path is plotted with a colour depending on its probability Pp. 
• Final criterion and pool of “future seeds” 
A pool of voxels is formed by selecting, at the end of each iteration, the s best voxels 
according to Eq. (23). The first voxel of the pool becomes the central voxel Vc at next 
iteration, expanding, this way, the current pathway. 
As proposed in (San José, 2008), the value of s is adjusted depending on the degree of 
anisotropy found in current voxel Vc and its surroundings. When this anisotropy is high, it 
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means that a high directivity exists in that zone, and the probability that Vc belongs to a 
region where fibers cross is really low. Consequently, s takes a small value (1, 2 or 3). On the 
other hand, if Vc is found to be situated in a region of high anisotropy, the probabilities of 
having fibers crossing or branching is higher. In this case, it is interesting to explore various 
paths starting in Vc. This can be achieved by setting parameter s to a higher value. 
• Parameters to be estimated using the GA-TS algorithm 
We propose to use the previously developed GA-TS procedure for adjusting the parameters 
of the algorithm Ω = (a, b, μ1, μ2, ξ1, ξ2, ξ3, ξ4), instead of using the complex and time 
consuming neural network proposed in (San José, 2007b; San José, 2008). This adjustment is 
useful when the algorithm is applied to a different part of the brain (fiber bundles) or even 
to the same portion but having been scanned with under different conditions. In these cases, 
the volume of interest will have a different smoothness and anisotropy characterization. 
• Estimation procedure 
The user-aided estimation procedure works as follows: first, the user is requested to 
manually draw a sample fiber path as well as to compare this fiber path to those estimated 
by the GA-TS method during its first stages. Specifically, the steps for the estimation of the 
parameters are: (i) the user manually draws a sample fiber path, ru, (ii) the GA-TS scheme 

starts with a randomly generated population of np=10 individuals }{ 1

pn

i i=
u , each of them 

being a possible binary representation of parameters Ω, (iii) the tracking algorithm of section 
5.2 is applied np times, each of them with the set of parameters represented by each GA-TS's 
individual. This way, np different paths ri are obtained, (iv) every path ri is compared with ru 
and given a fitness value λi, (v) iterate the GA-TS algorithm during ng=25 generations and 
then go to step (ii). 
Every time that the fiber paths are obtained at step (ii) the user must compare them to his 
sample ru and, in case he finds that a tract rj, 1 ≤ j ≤ np, is better than his first estimation ru, 
then rj becomes the new reference path ru. At the end, solution Ω is obtained from the 
encoding of the fittest individual. 
Though this scheme seems initially complicated, experiments show that a few iterations lead 
to sets Ω that allow to obtain good results when used in the tracking algorithm. The user 
will not have to assign too many fitness values or to perform many comparisons. The 
extremely reduced size of the population and the low number of generation per GA-TS 
execution, derive in moderately short training periods. 

5.3 Numerical results 
In order to evaluate the proposed algorithm (parameter tuning + tracking), both synthetic 
and real DT-MR images have been used. For the sake of comparison, we have used the same 
test images as in (San José, 2008). 
• Synthetic images 
Figure 14 shows four different synthetic DT-MRI data defined in a 50×50×50 grid (we will 
refer to them as “cross”, “earth”, “log” and “star”). To make the simulated field more 
realistic, Rician noise (Gudbjartsson, 1995) was added in the diffusion weighted images 
which were calculated from the Stejskal-Tanner equation using the gradient sequence in 
(Westin, 2002) and a b-value of 1000. The desired noisy synthetic diffusion tensor data was 
obtained using an analytic solution to the Stejskal-Tanner equation. 
Satisfactory tracing results for the first three cases can be found in (San José, 2007), where a 
simpler algorithm was used. For the sake of brevity, in this paper we have worked with the 
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most complex case, the star. This image consists of six orthogonal sine half-waves, each of 
them with an arbitrary radius. Under this scenario the diffusion field experiments variations 
with the three coordinate axes and there exists a crossing region. 
 

 
 

Fig. 14. Synthetic DT-MR images used for testing the proposed algorithm: “cross” (left), 
“earth”, “log” and “star” (right). 

Three different tracking results are shown in Fig. 15, each of them for a different seed 
V0={S1,S2,S3}. Blue tracts were obtained with an algorithm were parameters were estimated 
with a NN (San José, 2008), while green ones correspond to the estimation using the 
proposed GA-TS algorithm. 
 

 
Fig. 15. Tracking results for the “star” synthetic DT-MR image. Black: seed points. Blue: fiber 
paths obtained using adjustment with NN, Green: paths using estimation with the proposed 
GA-TS. Red: extrinsic voxels. Initial seeds V0={S1,S2,S3}. Top left: original synthetic image. 

It can be seen that in both cases the path estimates pass through isotropic zones where 
different fiber bundles cross. It is also appreciated how both methods differentiate between 
the totally isotropic zones extrinsic to the tracts and the fiber bundles. 
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The differentiation between voxels belonging to a fiber or to a very isotropic area, 
respectively, is attained by mapping the path probabilities given by Eq. (24) into a colour 
scale and classifying them according to some fixed thresholds. Notice that seeds S1 and S2 
belong to the intrinsic volume (voxels with a very high anisotropy). In this case, both 
methods move through the most probable direction following the main direction of the star 
in each situation. When extrinsic point S3 is selected as seed, the algorithms explore in the 
neighbouring voxels until they find a voxel with a high anisotropy value (point P1). Once P1 
is found, the tracking algorithm proceeds as in the case of S1 and S2. Fig. 15 shows how the 
algorithm finds the proper fiber path whatever (extrinsic or intrinsic) seed voxel is chosen, 
for both methods of parameters' estimation. 
 

 
Table 3. Convergence performance for different SNRs values. Cell values represent 
percentage of right convergence for two configurations of the algorithm: s=1/s = 4. Each cell 
shows: top: NN-estimation, middle: GA-TS estimation, bottom: Bayesian tracking (Friman, 
2005). 

Next, the robustness of the tracking algorithm with both parameter estimation methods is 
now studied. For the sake of brevity, these experiments were run with parameter s kept 
constant during the fiber tract estimation (see “Final criterion and pool of future seeds” in 
section 5.2). 
The convergence performance for different SNRs is shown in Table 3. The first row in each 
cell corresponds to tracking results when parameters where estimated using the NN, the 
second contains the results when the proposed GA-TS is used for this estimation, and the 
third one shows the values obtained with a slightly modified version of the Bayesian 
method proposed in (Friman, 2005). 
It can be seen that both algorithms (with NN- and GA-TS-based adjustment) converge 
properly within a wide range of SNRs, with the GA-TS version showing a convergence gain 
of about 3-6% in all cases. The percentage values for the “cross” and the “earth” test images 
are very close, while for the “log” case both algorithms exhibit a slightly lower convergence. 
Comparing our methods with the Bayesian approach, we see that the proposed tracking 
algorithm performs slightly better when the SNR is low, while the three methods tend to 
similar results with high SNRs. 
Analyzing the simulations of the synthetic images considered, it is seen that convergence 
results improve whenever the MR image contains branching or crossing areas - as it is the 
case in real DT MR images. This is the case of our “cross” image. For this image, the 
convergence results are improved ~ 5% when parameter s is modified according to the 
anisotropy. Besides, for these studied cases, we see that the influence of the procedure that 
adapts s is higher for low SNRs. 
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• Real images 
The proposed tracking algorithm has also been applied to real DT-MR images. Specifically, 
we have selected the corpus callosum of the brain (see Fig. 16). 
Simulation results show that whichever parameters tuning-up method is used, the 
algorithm is able to follow the main fiber bundle directions without getting out of the area of 
interest. Fig. 16 shows some bundles of properly estimated tracts. Red/green color indicates 
high/low certainty. 
 

 
Fig. 16. Tracking results for the corpus callosum area of the human brain. Left: tracts obtained 
with the tracking algorithm tuned-up with the proposed GA-TS method, Right: parameter 
estimation with neural network. 

• Final remarks 
The proposed parameter estimation procedure is useful when the volume being varies. For 
instance, with just 5-10 training iterations (repetitions of the “training procedure”), in 
synthetic images, or 8-16, in real images, the parameters of the algorithm are fine-tuned so 
as to get satisfactory results. Note that these previous training times are: (i) always inferior 
to those required by the NN-based method proposed in (San José, 2007b; San José 2008), (ii) 
always much inferior to the time required to heuristically adjust the parameters, (iii) only 
required when the scanning conditions vary. 

5.4 Conclusions 
Numerical simulations have shown that the tracking algorithm that has been tuned-up 
using the proposed GA-TS-based method is capable of estimating fiber tracts both in 
synthetic and real images. The robustness and convergence have been studied for different 
image qualities (SNRs). Results show a convergence gain of about 3-6% with respect to our 
previous work (San José, 2007b; San José, 2008). 
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The experiments carried out show that an efficient parameter adjustment in conjunction 
with precise rules to manage and update both the pool of future seeds and the memory with 
the tabu list, lead to: (i) a better use of computational resources, (ii) a better performance in 
regions with crossing or branching fibers, and (iii) a minimization of the required human 
intervention time. The method has been tested with synthetic and real DT-MR images with 
satisfactory results, showing better computational and convergence properties even than 
already existing Bayesian methods such as (Friman, 2005). 
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1. Introduction 
Fiber Bragg gratings (FBGs) are widely employed as optical filters for performing various 
functions such as add/drop multiplexers, dispersion compensators and 
multiplexers/demultiplexers for use in optical communication systems and optical sensors 
because of a number of advantages that include low insertion loss, low polarization 
sensitivity, all-fiber geometry, compactness, easy fabrication and low cost (Kashyap, 1999; 
Othonos & Kalli, 1999). In addition, the technology of ultraviolet (UV) photoinduced FBGs is 
quite mature to allow the fabrication of a wide variety of FBGs with complex characteristics. 
To meet the increasing demand for large capacity of the next generation of optical 
communication systems (i.e., wavelength division multiplexing (WDM) networks) and 
optical sensors, there is an important need for a powerful design tool that can be used for 
the synthesis or design of FBGs from the specified frequency responses that can be 
practically realized. This synthesis or inverse problem of determining a FBG structure from 
a given frequency response (i.e., magnitude and phase responses) is common in many 
application areas. The design tool must be efficient and reliable to enable the synthesis of 
FBG-based filters with prescribed frequency responses, depending on the application 
requirements. That is, the design tool must be able to determine the index modulation 
profile and hence the structure of an FBG from a given frequency response. In addition, the 
design tool must be powerful enough for use in the diagnosis or characterization during and 
after fabrication of an FBG. Although several synthesis methods such as those based on the 
layer-peeling algorithm have been proposed for the synthesis of FBGs from the specified 
frequency responses, the index modulation profiles of the synthesized FBGs are not 
optimized and are often complex, making practical realization difficult (Feced et al., 1999; 
Poladian, 2000; Skaar et al., 2001; Rosenthal & Horowitz, 2003). To overcome this problem, 
optimization methods have been demonstrated as an attractive approach because it allows 
weighting mechanisms to be incorporated into the desired frequency response of an FBG-
based filter to be synthesized, resulting in an optimum and practically realizable index 
modulation profile of the FBG structure. Furthermore, the optimization algorithms also 
allow additional constraints to be included in the weighting mechanisms of the specified 
frequency response to suit certain condition(s) or constraint(s) of a particular fabrication 
system. In optimization, the FBG synthesis problems are formulated as nonlinear objective 
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functions and the optimized solution of the FBG design is obtained by finding the global 
optimum of the objective function. Although several global optimization algorithms such as 
the global genetic algorithm (GA) (Skaar & Risvik, 1998; Gill et al., 2004; Cheng & Lo, 2004), 
the global simulated annealing (SA) (Dong, Azana & Kirk, 2003) and the local optimization 
method such as the Levenberg-Marquardt algorithm (Plougmann & Kristensen, 2004) have 
been applied to solving the FBG synthesis problems, the obtained solutions are, in general, 
not optimum, making practical implementation difficult. This is because, in general, it is 
important to employ a global optimization algorithm to solve an FBG synthesis problem to 
ensure that a global optimum can be obtained; however, convergence of the global 
optimization method is normally not as good as that of a local optimization algorithm. 
Unfortunately local optimization methods also cannot easily solve the FBG synthesis 
problems due to the multimodal and ill-conditioned character of the nonlinear objective 
functions. To improve the convergence of the global optimization algorithm, a hybrid 
algorithm combining a global optimization algorithm and a local optimization algorithm 
has been shown to be a better approach for the synthesis and fabrication of FBG-based 
bandpass filters (Zheng et al., 2004; Ngo et al., 2007). This is the motivation of this chapter 
which describes the use of a hybrid Tabu algorithm for the synthesis and fabrication of FBG-
based bandpass filters and linear phase filters from the given frequency responses. (Ngo et 
al., 2004; Zheng et al., 2005) presented the first reports of employing the standard and 
improved Tabu search algorithms (Glover & Laguna, 1998; Chelouah & Siarry, 2000) for the 
synthesis of FBG-based bandpass filters and linear phase filters. The hybrid Tabu algorithm 
is a two-tier search that employs a global optimization algorithm (i.e., a staged continuous 
Tabu search (SCTS) algorithm (Zheng et al., 2005) which performs better than the standard 
Tabu search (Ngo et al., 2004)) and a local optimization algorithm (i.e., the Quasi-Newton 
method (Shanno, 1970) which has high efficiency in solving multimodal nonlinear 
optimization problems). First, the global SCTS algorithm, in which a dynamic mechanism 
for weighting of different requirements of the magnitude and phase responses is employed 
to enhance the optimization efficiency, is used to find a “promising” FBG structure that has 
a frequency response as close as possible to the target one. The local Quasi-Newton 
algorithm is then applied to further optimize this “promising” FBG structure obtained from 
the global SCTS algorithm to obtain the final optimum solution. To demonstrate the 
effectiveness of the hybrid Tabu method which has high convergence rate and high 
reliability, the synthesis and fabrication of several FBG-based bandpass filters and linear 
phase filters for application in optical communications are presented in this chapter. It is 
worth mentioning that other stochastic search algorithms of various types have also been 
applied to the design of FBGs: the Nelder-Mead Simplex hill climbing algorithm 
(Caucheteur et al., 2004) and particle swarm optimization (Baskar et al., 2005a), evolutionary 
strategies such as the covariance matrix adapted evolution (Baskar et al., 2005b; Baskar et al., 
2006), and a multi-objective evolutionary algorithm (Manos & Poladian, 2005). 

2. Transfer matrix method for solving non-uniform Bragg gratings 
2.1 Theory of fiber Bragg grating 
There are two main types of fiber Bragg gratings (FBGs), namely, uniform FBG (which has 
equal grating periods) and non-uniform FBG (which has unequal grating periods). Single-
moded FBGs are considered here because they are commonly used in many areas of optics 
and photonics. For ease of discussion, the uniform FBG is considered in this section. An FBG 
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is essentially a filter written into the core of a segment of optical fiber via the interference of 
two ultraviolet (UV) beams from a UV laser (see Fig. 1). The interference pattern forms a 
periodic refractive index change (or index perturbation) along the longitudinal direction of 
the fiber. Due to the index change, the FBG acts as a series of reflectors, reflecting back a 
small amount of the input light with wavelength components that are close to the Bragg 
wavelength.  
 

 
 

Fig. 1. Schematic diagram of a typical interferometric system used for the fabrication of fiber 
Bragg gratings (FBGs). The FBG shown here is of a uniform type with equal grating periods.  
The Bragg wavelength, ( )B zλ , of a uniform FBG is the wavelength that fulfills the Bragg 
condition: 

 eff( ) 2 ( ) ( )B z n z zλ = Λ   (1) 
 

where z is the longitudinal coordinate along the length of the grating and ( )zΛ  is the 
perturbation period or grating period (see Fig. 2). The average effective refractive index on 
the grating is defined as (see Fig. 2) 

 eff 0 dc( ) ( )n z n n z= + Δ   (2) 

where 0n  is the effective index without UV exposure and dc ( )n zΔ  is the “dc” (or average) 
index change spatially averaged over the grating. Fig. 2 shows the quasi-sinusoidal profile 
of the effective index, eff ( )n z , which is described by 
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 effeff ac
2( ) ( ) ( ) ( ) cos ( )

( )
zn z n z n z f z z
z
π φ

⎡ ⎤
= + Δ ⋅ ⋅ +⎢ ⎥Λ⎣ ⎦

  (3) 

where ac ( )n zΔ  is the “ac” index change (i.e., index modulation), ( )f z  is the normalized 
apodization function, and ( )zφ  is the chirp profile of the grating. Putting Eq. (2) into Eq. (3), 
the index perturbation, eff ( )n zδ , is given by 

 eff eff 0 dc ac
2( ) ( ) ( ) ( ) ( ) cos ( )

( )
zn z n z n n z n z f z z
z
πδ φ

⎡ ⎤
= − = Δ + Δ ⋅ ⋅ +⎢ ⎥Λ⎣ ⎦

  (4) 

Thus Eq. (4) shows that the optical properties of an FBG are essentially determined by the 
variation of the index perturbation along the grating length.  
 

 
 

Fig. 2. Schematic showing an example of an FBG and its refractive index profile. The FBG 
shown here is of a uniform type with equal grating periods. 
Figure 3 shows the index perturbation profiles of a uniform FBG, an apodized FBG with 
variable-dc index change, and an apodized FBG with zero-dc index change, which are 
considered in this work. Other types of index perturbation profiles such as chirped FBG, 
phase-shifted FBG and super-structured FBG can also be employed, depending on the 
desired filter responses (Erdogan, 1997). 
 

 
Fig. 3. Index modulation profiles of the types of FBGs considered here. (a) A uniform FBG 
with a constant dc index change. (b) An apodized FBG with variable-dc index change. (c) An 
apodized FBG with zero-dc index change. 

Effective

Length, z 
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The length of the FBG typically ranges from several millimeters to tens of centimeters, 
depending on the desired filter responses. Because there are tens of thousands of these 
perturbation periods of index changes or reflectors in a row, an FBG-based filter generally 
has a near-squared reflective magnitude response. In the reflection mode, the reflective 
magnitude response has a very narrow bandpass response (with a typical 3-dB bandwidth 
of 0.2 nm or 25 GHz in the 1550 nm wavelength window) at the Bragg wavelength; whereas 
in the transmission mode, the transmissive magnitude response has a very narrow notch 
response at the Bragg wavelength (see Fig. 1). The phase-mask technique is one of the most 
effective methods used in the fabrication of FBGs because it employs a simple diffractive 
optical element (or a phase mask) to spatially modulate the UV beam (Kashyap, 1999; 
Othonos & Kalli, 1999). Compared with two other main types of optical filters, namely, thin 
film filters and arrayed waveguide gratings, FBG-based filters have many unique 
advantages such as low loss, low polarization sensitivity, simple all-fiber geometry, easy 
fabrication, and low cost.  

2.2 Transfer matrix method for solving non-uniform fiber Bragg gratings 
The coupled-mode theory has been widely used for the analysis of FBGs because it allows 
one to determine the effect of the grating structure on the frequency response (i.e., 
magnitude and phase responses) (Erdogan, 1997; Hill & Meltz, 1997; Kashyap, 1999; 
Othonos & Kalli, 1999). A uniform FBG is the simplest type of FBG to design and fabricate 
because it simply has equal grating periods and a constant modulation depth of the 
refractive index (see Fig. 1, Fig. 2, Fig. 3(a)). The uniform FBG can be easily designed 
because an analytical solution to the coupled-mode equation can be easily obtained. 
However, due to the finite length of the uniform FBG, the roll offs on the two edges of the 
reflective magnitude response are not sharp enough due to the presence of sidelobes on 
both sides of the bandpass response. This drawback has limited the application of uniform 
FBGs. This limitation can be overcome by using a non-uniform FBG which has a more 
squared reflective magnitude response with much smaller amplitudes of the sidelobes. 
However, analytical solutions to the coupled-mode equations describing the non-uniform 
FBGs cannot be easily obtained. The transfer matrix method (TMM) has been widely 
employed for solving the non-uniform FBGs due to its high computational efficiency and 
high reliability (Erdogan, 1997; Kashyap, 1999). The TMM method allows the magnitude 
and phase responses of a non-uniform FBG to be easily obtained with reasonably high 
accuracy. In TMM, a non-uniform FBG can be modeled using two methods, depending on 
the requirements of the magnitude and phase responses: (1) A non-uniform FBG model 
using the cascade of serially-connected uniform sub-gratings (this model is sufficient for 
obtaining the magnitude response when the phase response is not important); and (2) A 
non-uniform FBG model using the cascade of serially-connected apodized sub-gratings (this 
model must be used when both the magnitude and phase responses are important). These 
two methods are described below. 

2.2.1 A non-uniform FBG model using the cascade of uniform sub-gratings 
When only the magnitude response of a filter (whose phase response is not important) is 
required to be designed, the TMM method can be used to model a non-uniform FBG as the 
cascade of serially-connected uniform sub-gratings. The non-uniform FBG can be divided 
into a number of serially-connected N uniform sub-gratings or sections (as shown in Fig. 4). 
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Each uniform sub-grating section can be described by an analytic transfer matrix. The 
transfer matrix for the entire non-uniform FBG structure can be obtained by simply 
multiplying the individual transfer matrices of the uniform sub-gratings. 
 

 
Fig. 4. Schematic diagram of a non-uniform FBG model based on the cascade of serially-
connected uniform sub-gratings. 

Each uniform sub-grating section is described by an index perturbation defined in Eq. (4). 
Note that Eq. (4) is a general equation describing the index perturbation of all kinds of FBGs. 
To apply Eq. (4) to each uniform sub-grating section, the parameters in this equation are re-
defined as follows. A uniform sub-grating section requires ( ) 1f z =  and ( ) 0zφ =  in Eq. (4). 
Putting these conditions into Eq. (4) gives a simpler index perturbation, eff ( )n zδ , for each 
uniform sub-grating which is given by 

 ( )eff dc ac( ) ( ) ( ) cos 2 ( )n z n z n z z zδ π= Δ + Δ ⋅ Λ   (5) 

Equation (5) is schematically shown in Fig. 3(a). In Fig. 4, f ( ; )E j λ  and b ( ; )E j λ  are the 
complex electric fields of the forward and backward propagation waves, respectively, 
describing the jth section. Also, jlδ , jΛ , ac, jnΔ  and eff , jn  (and hence dc, jnΔ  according to 
Eq. (2)), which are the parameters to be optimized in this particular model, are the length, 
period, ‘ac’ index change (i.e., index modulation) and average effective index of the jth 
section, respectively. In this model, the parameters that are not optimized are jΛ  and 

dc, dc, ( )j jn z nΔ = Δ  (and hence eff , jn  according to Eq. (2)), which are the period and the “dc” 
index change, respectively, and they are fixed or constant values. gL  is the total length of 
the non-uniform FBG. The designer has the choice of choosing which of these four (4) 
variables (i.e., jlδ , jΛ , ac, jnΔ  and eff , jn ) are to be optimized, depending on the fabrication 
condition(s) or constraint(s) of a particular fabrication system. The complex electric fields at 
the input ports ( f (0; )E λ , b (0; )E λ ) and output ports ( f ( ; )E N λ , b ( ; )E N λ ) of the non-
uniform FBG are described by 

 f f

b b 1

(0; ) ( ; )
;       

(0; ) ( ; )
N

j
j

E E N
T T T

E E N
λ λ
λ λ =

⎡ ⎤ ⎡ ⎤
= ⋅ = ∏⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
  (6) 

where 11 12

21 22
j

T T
T

T T
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 is the 2 × 2 transfer matrix of the jth section. The elements of the 

transfer matrix are defined as 
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where 1i = − . The ‘ac’ coupling coefficient, jκ , is defined as 

 ac, j ji nπκ
λ

= Δ   (9) 

where λ is the optical wavelength. The ‘dc’ coupling coefficient, ˆ jσ , is defined as 

 ˆ j j jσ δ σ= +   (10) 

where ( )eff, B, 2 1 1jj j jj jnδ β π π λ λ= − Λ = −  is the detuning parameter at the wavelength 

jλ , jβ  is the propagation constant, eff, B, 2 jj jnλ = Λ  is the Bragg wavelength, and  

eff, 0 dc, j jn n n= + Δ  (see Eq. (2)). The coefficient jσ  is defined as 

 dc, 
2

j j
j

nπσ
λ

= Δ   (11) 

where dc, jnΔ  is given in Eqs. (2) and (4). jS  in Eqs. (7) and (8) is defined as 

 
2 2 2ˆj j jS κ σ= −

  (12) 

Applying the boundary condition b ( ; ) 0E N λ =  (i.e., there is no input to the right side of the 
FBG), the reflection frequency response ( )ρ λ  and the transmission frequency response 

( )xt λ  are given by 

 b
f

(0; )( )
(0; )

E
E

λ
ρ λ

λ
=   (13) 

 f
f

( ; )( )
(0; )x

E Nt
E

λλ
λ

=   (14) 

The reflection magnitude response and the transmission magnitude response are simply 

given by 2( )ρ λ  and 2( )xt λ , respectively. The reflection phase response and the 

transmission phase response are defined as arg ( )ρ λ⎡ ⎤⎣ ⎦  and arg ( )xt λ⎡ ⎤⎣ ⎦ , respectively, where 
arg stands for argument. We here consider only the reflection frequency response (i.e., 
magnitude and phase responses) or Eq. (13) because we are interested in the bandpass 
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response of the filter. The transmission magnitude response will give a bandstop or notch 
response. The delay time, ( ),ρτ λ  of light reflected off a grating corresponds to the phase 

change of ( )ρ λ  relative to the optical wavelength λ , and is given by (Erdogan, 1997) 

 
2

( )
2

d
c d

ρ
ρ

θλτ λ
π λ

= − ⋅   (15) 

where arg ( )ρθ ρ λ= ⎡ ⎤⎣ ⎦  is the phase response of ( )ρ λ  and c is the speed of light in vacuum. 
The dispersion of the grating, ( ),dρ λ  is therefore given by 
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⎛ ⎞
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⎜ ⎟
⎝ ⎠

  (16) 

The non-uniform FBG model based on the cascade of serially-connected uniform sub-
gratings described here is useful for use in the design of the magnitude response (but not 
the phase response) of a bandpass filter. The model will be used for the design and 
fabrication of bandpass filters (where the phase responses are not of interest) which are 
described in Section 4.3. When both the magnitude and phase responses of the filter (e.g., a 
linear phase filter) are required to be designed, the non-uniform FBG model based on the 
cascade of serially-connected apodized sub-gratings must be used and it is described below. 

2.2.2 A non-uniform FBG model using the cascade of apodized sub-gratings 
When both the magnitude and phase responses of a filter are required to be designed, the 
TMM method can be used to model a non-uniform FBG as the cascade of serially-connected 
apodized sub-gratings. The non-uniform FBG can be divided into a number of serially-
connected N apodized sub-gratings or sections (as shown in Fig. 5). Each apodized sub-grating 
section can be described by an analytic transfer matrix. The transfer matrix for the entire 
non-uniform FBG structure can be obtained by simply multiplying the individual transfer 
matrices of the apodized sub-gratings. 
 

 
Fig. 5. Schematic diagram of a non-uniform FBG model based on the cascade of serially-
connected apodized sub-gratings. 

Each apodized sub-grating section is described by the index perturbation defined in Eq. (4). 
Note that Eq. (4) is a general equation describing the index perturbation of all kinds of FBGs. 
To apply Eq. (4) to each apodized sub-grating section, the parameters in this equation are re-
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defined as follows. An apodized sub-grating section requires ( ) 0zφ = in Eq. (4). Putting this 
condition into Eq. (4) gives a simpler index perturbation, eff ( )n zδ , for each apodized sub-
grating which is given by 

 ( )eff dc ac( ) ( ) ( ) ( ) cos 2 ( )n z n z n z f z z zδ π= Δ + Δ ⋅ ⋅ Λ   (17) 

Equation (17) is schematically shown in Fig. 3(b). In Fig. 5, f ( ; )E j λ  and b ( ; )E j λ  are the 
complex electric fields of the forward and backward propagation waves, respectively, 
describing the jth section. Also, jlδ , ac, jnΔ and jf , which are the parameters to be 
optimized in this particular model, are the length, ‘ac’ index change (i.e., index modulation) 
and apodization function of the jth section, respectively. In this model, the parameters that 
are not optimized are jΛ  and dc, dc, ( )j jn z nΔ = Δ  (and hence eff , jn  according to Eq. (2)), 
which are the period and the “dc” index change, respectively, and they are fixed or constant 
values. gL  is the total length of the non-uniform FBG. The designer has the choice of 
choosing which of these five (5) variables (i.e., jlδ , ac, jnΔ , jf , jΛ  and dc, jnΔ ) are to be 
optimized, depending on the fabrication condition(s) or constraint(s) of a particular 
fabrication system. Unlike a uniform FBG (i.e., no apodization) which has sidelobes of about 

10 dB−  in the reflective magnitude response, applying apodization to a non-uniform FBG 
can significantly suppress the sidelobes to 40 dB> −  in the reflective magnitude response. 
Listed below are several commonly used apodization functions which can be applied to 
each sub-grating section 

 Raised cosine: 
( )21( ) 1 cos
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j

j
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 Gaussian: 
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 Sine: ( )( ) sinj jf z z lπ δ=   (20) 

 Quadratic sine: ( )2( ) sinj jf z z lπ δ=   (21) 

Note that the only difference between a uniform sub-grating (as described in Section 2.2.1) 
and an apodized sub-grating is that the former has an index perturbation described by Eq. (5) 
while the latter has an index perturbation described by Eq. (17). In general, the number of 
apodized sub-gratings is smaller than the number of uniform sub-gratings to achieve a 
particular desired frequency response. Thus Eqs. (6)−(12) are also applicable to the apodized 
sub-gratings by putting the right condition defined in Eq. (17) into Eqs. (6)−(12). Putting Eq. 
(17) into Eqs. (6)−(12), the reflection frequency response, ( )ρ λ , and the transmission 
frequency response, ( )xt λ , can be computed using Eqs. (13) and (14), respectively. Also, the 
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delay time, ( ),ρτ λ  of light reflected off a grating can be determined using Eq. (15) and the 
dispersion of the grating, ( ),dρ λ  can be calculated using Eq. (16). This model will be used 
for the design of FBG-based linear phase filters which is described in Section 4.4. 

3. Staged continuous Tabu search algorithm 
3.1 Review of Tabu search algorithm 
Tabu search (TS) is an iterative search method originally developed by Glover and Laguna 
(Glover & Laguna, 1998) which has been successfully applied to a variety of combinatorial 
global optimization problems (Ho et al., 2001; Machado et al., 2001; Chelouah & Siarry, 
2000). The TS algorithm has been used for the synthesis of FBG-based linear phase filters 
using the non-uniform FBG model based on the cascade of serially-connected apodized sub-
gratings (Ngo et al., 2004). A good analogy of how TS works is mountain climbing, where 
the climber must selectively remember key elements of the path traveled (using adaptive 
memory) and must be able to strategize choices along the way (using responsive exploration). A 
rudimentary form of this algorithm can be summarized as follows. It starts from an initial 
solution s that is randomly selected. From this current solution s, a set of neighbors, called s’, 
is generated by pre-defining such a set of “moves” or perturbations of the current solution. 
To avoid the endless reiterative cycle, the neighbors of the current solution, which belong to 
a subsequently defined “tabu list”, are systematically eliminated. The objective function to 
be minimized is then evaluated for each generated solution s’, and the best neighborhood of 
s becomes the new current solution s’ even if it is worse than s. The “move” that generates 
the new current solution will also be stored in the tabu list, which is circular. When the tabu 
list is full, it is updated by eliminating the previous estimated solution. Then a new 
“iteration” is performed; the previous procedure is repeated by starting from the new 
current solution until a pre-defined stopping condition is satisfied. The TS algorithm has a 
small probability of becoming trapped in a local optimum. Compared to other traditional 
methods such as the genetic algorithm (GA) and the simulated annealing (SA), the TS 
algorithm has one unique advantage in that it can also be organized to take advantage of 
problem-specific information and thus has higher convergence velocity as well as higher 
level of reliability. TS also includes “candidate list strategies” for generating and sampling 
neighbors. These candidate list strategies are very important because often only a relatively 
small subset of neighbors is generated at any given iteration, especially when a large 
number of neighborhoods is used, as in the case of multi-variable problems whose 
neighbors are generated in a multi-dimensional space.  

3.2 Review of continuous Tabu search algorithm 
As an enhancement to the TS algorithm described above in terms of higher convergence 
velocity and higher level of reliability, a continuous Tabu search (CTS) algorithm, which 
employs a special “candidate list strategy” to generate neighbors, has been proposed for the 
optimization of nonlinear objective functions (Siarry & Berthiau, 1997). In this method, the 
solution space is divided into several regions. Neighbors are generated in these regions and 
the remainder of the method consists of an elementary form of TS that uses only the simple 
tabu list construction as described in Section 3.1. A brief review of the CTS algorithm is 
described here because it will be used for the development of a staged continuous search 
(SCTS) algorithm in the subsequent section. For the following optimization problem: 
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∈Ψ

Φ⎡ ⎤⎣ ⎦( )min
ks

s ,  (22) 

where Φ( )s  is the objective function to be minimized, and = T
1 2[ , , , ]ks x x x  is defined as 

 ∈ ks Ψ  and = ≤ ≤{ | }kΨ s a x bj j j ,  j = 1, 2, …, k.  (23) 

where aj and bj are the boundary values of the jth element (or jx ) of s, and k represents the 
dimension of the problem or the number of variables. The basic process of the CTS method, 
which is organized around a simple version of the tabu search, can be summarized as 
follows. 

1. Generate a random point s that belongs to the space kΨ  as the current solution. 
2. A set of neighbors, ∈' ks Ψ , is then generated by applying s with a series of 

perturbations or “moves”. Generation of neighbors is defined as follows. The 

neighborhood space kΨ  of the current solution, s, is deemed as a ball ( , )B s r  centered 
on s with a radius r. Considering a set of concentric balls with radii h0, h1, …, hn, the 
space is partitioned into n concentric ‘crowns’. Hence n neighbors of s are obtained by 
selecting one point randomly inside each crown and eliminating those neighbors that 
belong to the “tabu list”. Figure 6 shows an example that demonstrates the generation 
of neighbors for a problem with two variables 1x  and 2x  (k = 2), where the space is 
partitioned into four (n = 4) concentric “crowns”, and four neighbors are produced 
randomly in their own crown areas. 

3. Evaluate these neighbors with the objective function, choose the best neighbor s* and 
replace the starting point s with s* even if it is worse than the current solution. Then 
update the “tabu list”.  

4. Clear the “tabu list”: in particular those solutions that belong to the “tabu list” can 
release their tabu status if their “aspiration levels” are sufficiently high.  

5. Check the stopping condition and return to step 2 if the condition is not met. Otherwise, 
stop the iteration procedure and report the results. 

 

 
Fig. 6.  Partition of the current solution neighborhood, where 1x  and 2x  are two variables (k 
= 2)  and n = 4 concentric “crowns”. The neighborhood sj (j = 1, 2, 3, 4) is selected randomly 
in its own crown area (Siarry & Berthiau, 1997). 
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Figure 7 shows the flow chart of the CTS algorithm, where the main stages include the initial 
solution, generation of neighbors, selection of the solution and tabu list clearance. The 
strategy of generating neighbors in CTS is more efficient than a naive candidate-list strategy 
based solely on random sampling, and usually produces neighbors distributed over the 
whole solution space. Although the method is effective for optimizing functions with two or 
three variables, its efficiency decreases with an increase in the number of variables of a 
function such as the case for high-dimension problems. These difficulties can be overcome 
using a staged continuous Tabu search (SCTS) algorithm which is described next. 
 

Initial solution
Randomly select a solution s as an initial

current point

Generation of neighbors
Apply to s available moves to generate n

neighbors that do not belong to the tabu list

Selection
Select the best neighbor s* as the new

current point; update the tabu list; update
the best known solution

Is the stopping condition
reached?

Exhibit the best solution found

Stop

No

Yes

 
Fig. 7. General flow chart of a continuous Tabu search (CTS) algorithm. 

3.3 Staged continuous Tabu search algorithm 
The staged continuous Tabu search (SCTS) algorithm employs the same rudimentary form 
of tabu search embodies in the CTS algorithm (Zheng et al., 2005). However, SCTS provides 
an enhanced candidate-list strategy that subdivides the CTS approach into three 
independent processes that generate candidate neighbors in a different way (see Fig. 8). The 
first stage attempts to survey the whole solution space to localize a “prospective point”, 
which is a solution likely to produce a global optimum. The objective of the second stage is 
to find a point close to the global optimum. The third stage starts from the solution found in 
the second stage, and eventually converges to the global optimum point. The SCTS 
algorithm is described below with reference to Fig. 8 which shows the steps of the 

algorithm. The following notations are used in Fig. 8: kΨ : space of feasible solutions (k 
dimensions); 0s : current solution; 1n : length of neighbors generated in the first stage (which 
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is equal to k here); 2n : section number divided within the boundary of every element of 0s ; 

3n : length of neighbors generated in the third stage; 's : the neighborhood of 0s ; *s : the 
best solution in 's ; opts : current best solution found; and ( )Mv j : maximum number of 

iterations without improvement of opts  in the jth stage. 
 

Is the stopping condition of
the first stage reached?

Generation of      neighbors
that do not belong to the tabu list

1n

Initial solution
Randomly select a solution

               as an initial current pointkΨs ∈0

Selection and updating
Select the best neighbor       as the new

current point; update the tabu list; update
the best known solution opts

*s

Generation of             neighbors
that do not belong to the tabu list

2nk×

Selection and updating

The first stage

The second stage

The third stage

No

No

Yes

Yes

Is the stopping condition of
the second stage reached?

Generation of             neighbors
that do not belong to the tabu list

Selection and updating

3nk×

No

Yes

Is the stopping condition of
the third stage reached?

Output the best solution        and stopopts

opt0 ss =
Reset 0s

opt0 ss =
Reset 0s

 
Fig. 8. Algorithmic description of the SCTS algorithm. 
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Generation of Neighborhoods: Neighborhoods are generated in a ball ( , )B s r  centered on s with 

a radius r (see Fig. 6). All neighbors 's  meet the condition: − ≤'s s r . In the first stage, the 

radius 1r  is defined so that the ball 1 1( , )B s r  contains the whole k-dimension space kΨ . 

With radii 11 2
1 1 1, , , nr r r , the ball is partitioned into k  concentric “crowns” centered on the 

current solution. One neighbor is produced in each crown. Thus the jth neighbor, 'js , is 

generated with the condition 

 − ≤ − ≤1
1 1'j j

jr s s r ,   ( =0
1 0r ).  (24) 

As the ball 1 1( , )B s r  includes the whole space kΨ , it should be possible for all solutions 
within it to become neighbors of the current solution, s, so that the process can investigate 
the whole solution space. We define the “moves” to generate neighbors such that some 
elements of the current solution are randomly replaced. The number of replaced elements 
depends on different crowns. For example, the jth neighbor, 'js , is generated by replacing 

any j element of the current solution. The radius 2r  for the generation of neighbors in the 

second stage is defined as the minimum radius of radii 11 2
1 1 1, , , nr r r  defined in the first 

stage. Followed with another partition process with a set of radii 21 2
2 2 2, , , nr r r , the ball 

2 2( , )B s r  is divided into 2n  sections. The jth neighbor, 'js , is generated with a condition 

given by 

 − ≤ − ≤1
2 2'j j

jr s s r ,     ( =0
2 0r ). (25) 

The minimum radius defined in the first stage is propagated in only one dimension of the 
current solution. Considering the condition defined in Eq. (23), the boundary can be 
proportionally divided for every dimension into 2n  partitions. The neighbors can then be 
generated by replacing the jth element of the current solution, 'jx , with a number computed 
by: 

 μ
−

= + + ×2
2

' ( ) ,j j
j j

b a
x a j

n
  where j = 1, 2, …, k;  j2 = 1, 2, …, 2n ;  (26) 

where μ is a random value between 0 and 1, ja  and jb  are defined in Eq. (23), and × 2k n  is 

the number of neighbors in the stage. The minimum of radii 21 2
2 2 2, , , nr r r  is set as radius 3r  

to generate neighbors in the third stage. Instead of partitioning to generate neighbors, the 
radius of the ball 3 3( , )B s r  decreases with an increase in the iteration number. The 
generation of the jth neighbor is defined as  

 μ
− −

= + × × 3
2 3

' j j
j j j

b a M mx x
n M

  (27) 
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where jx  and 'jx  are the jth elements of the current solution s and the neighbor 's  

produced, respectively, m is the iteration number without any improvement on the current 
solution, and 3M  is the maximum allowable number of iterations without any 
improvement on the current solution. As pointed out previously, the neighbors in the first 
stage are generated in the largest possible range so as to explore most of the space. While in 
the last stage, only a reduced space is used so that the solution will eventually converge to 
the global optimum. 
Tabu list: In the underlying TS algorithm, a tabu list stores some solutions that have recently 
been selected. It is used to qualify the algorithm to select solutions that have not been 
selected before so as to escape from being recycled. Because the three stages in the SCTS 
algorithm are independent of each other, the tabu lists in these stages are thus independent 
of each other. The list obtained in the first stage will store those ‘prospective solutions’ 
found in recent iterations. In the second and third stages, the lists will store the attributes of 
‘moves’ or perturbations that generate the best neighbors in recent iterations. The tabu list in 
each stage is always reset at the beginning of each stage. 
Stopping conditions: The stopping conditions for the three processes are defined below. 
1. The program will stop after a given number of iterations when there is no improvement 

on the value of the objective function. The number of iterations varies in different 
stages. 

2. The result satisfies the prescribed condition. An example of the prescribed condition is 
the known global optimum of a benchmark test function.  

3. The search procedure will stop after it has completed a pre-defined maximum number 
of iterations.  

All stages will be terminated if any one of these stopping conditions is satisfied. That is, if 
the process is in the first or second stage, it will move into the next stage. However, if the 
process is in the third stage, the algorithm will stop and report the result. 
The sensitivities of several main parameters of the CTS algorithm were discussed (Siarry & 
Berthiau, 1997). Usually, these parameters should be adjusted empirically according to the 
nature of the problem so as to achieve an efficient optimization. As the SCTS algorithm is 
derived from the CTS algorithm, it is found that the properties of some parameters in the 
SCTS algorithm are similar to those of the CTS algorithm. These parameters are not 
analyzed individually, and instead a set of empirical values is applied in the experiments for 
testing the benchmark functions. These empirical values are listed in Table 1. 
 

Parameters used in the SCTS algorithm Parameters used in the 
benchmark functions 

Number of neighbors in the first stage ( 1n ) Number of variables 
Number of sections in the second stage ( 2n ) 5 
Number of neighbors in the third stage ( 3n ) Number of variables 

Number of neighbors in the second stage 5 × number of variables 
Maximum number of iterations without any 

improvement on the objective function value (Mv) 
{20, 8, 5} for 

{1st stage, 2nd stage, 3rd stage} 
Maximum number of iterations of the SCTS algorithm 8000 

Table 1. Parameters of the SCTS algorithm used for testing the benchmark functions. 
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Numerical experimental results: To demonstrate the effectiveness of the SCTS algorithm, the 
important parameters to be studied are convergence, speed and robustness. Convergence 
refers to the evaluation of the search for the global optimum of a function. The test for 
convergence employed here is the relative error between the optimum obtained by the 
algorithm, optX , and a theoretical (or known) value of the optimum, theoX , of the function. 

The relative error, relativeE , is defined as (Andre et al., 2000) 

 
−

=
opt theo

relative
theo

X X
E

X
  (28) 

If theoX  = 0, Eq. (28) is reduced to  

 = −relative opt theoE X X  (29) 

The criterion of speed refers to the time taken by the algorithm to find the global optimum 
of an objective function. As the computation time also depends on the speed of the 
computer, it is better to define the speed criterion by determining the number of evaluations 
of the objective function required till a global optimum is found. Robustness means that the 
algorithm is versatile and can be applied to solving a variety of functions. A set of 
commonly used benchmark functions with known global optima (as listed in the Appendix) 
is employed to test the algorithm. These benchmark test functions represent various 
practical problems in engineering. To obtain a statistical comparison of the optimization 
results, every test is performed 100 times (starting from various randomly selected points) to 
ensure that the results obtained are reliable.  
Table 2 shows the results obtained from the CTS (Siarry & Berthiau, 1997) and SCTS 
algorithms for the four test functions with two and three variables. The criterion of success 
is the percentage of trials (out of 100 tests for each function) required to obtain the global 
optimum with a relative error of < 1%. From the table, both algorithms can successfully find 
the global optima of all the four test functions which are given in the Appendix. However, 
the number of evaluations of the Goldprice and Shubert test functions required by the SCTS 
algorithm (i.e., 696 and 521, respectively) is much smaller than those required by the CTS 
algorithm (i.e., 1636 and 1123, respectively). This means that the SCTS algorithm has a faster 
computation rate than that of the CTS algorithm for these two particular test functions. 
However, the two algorithms have about the same computation rate for the Hartmann1 and 
Branin functions. 
 

Success rate (%) Number of evaluations of 
objective or test functions Function 

CTS SCTS CTS SCTS 
Goldprice 100 100 1636 696 

Hartmann1 100 100 528 691 
Branin 100 100 668 491 
Shubert 100 100 1123 521 

Table 2. Experimental data of the SCTS and CTS algorithms. 
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Table 3 shows a comparison of the experimental data of various test functions obtained by 
the SCTS algorithm and an improved genetic algorithm (IGA). Note that the IGA algorithm 
can potentially yield a complete set of optima of multimodal problems (Andre, Siarry & 
Dognon, 2000). These test functions have variables ranging from 1 to 20 as given in the 
Appendix. In the table, Max and Min are, respectively, the maximum and minimum values 
of a set of optima found over 100 tests. The SCTS algorithm outperforms the IGA algorithm 
in two ways. The SCTS algorithm has one advantage in that it can find the global optima of 
the test functions (i.e., Brown1, Brown 3 and F10n functions) with 100% success rate and 
with very low relative errors; while the IGA algorithm has very low success rates and very 
high relative errors of these test functions. The other advantage of the SCTS algorithm over 
the IGA algorithm is that it has a much smaller computation time due to the smaller number 
of evaluations of the test functions. In addition, for 100% success rates of the test functions 
achieved by both algorithms, the SCTS algorithm has much smaller relative errors than 
those of the IGA algorithm. It can thus be concluded from the results shown in Tables 2 and 
3 that the SCTS algorithm outperforms the CTS algorithm and the IGA algorithm in terms of 
higher success rate and higher computation efficiency. Next section describes the use of the 
SCTS algorithm for the development of a hybrid Tabu search algorithm which is a hybrid of 
the global SCTS algorithm and the local Quasi-Newton algorithm. 

4. Hybrid Tabu search algorithm for optimization and fabrication of non-
uniform fiber Bragg gratings 
4.1 Staged continuous Tabu search algorithm for optimization of non-uniform fiber 
Bragg gratings 
This section describes the SCTS algorithm (as described in Section 3.3) for use in the 
optimization of non-uniform FBGs, and it is schematically shown in Fig. 9. 
 

 
Fig. 9. Block diagram of the SCTS algorithm for use in the optimization of FBGs. 

The synthesis problem of an FBG is formulated as an objective function which measures the 
error between the designed reflection frequency response of the FBG using the SCTS 
algorithm and the target frequency response. The synthesized FBG using the SCTS 
algorithm can be carried out using the steps as described below. 
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1. When the target frequency response (or complex spectrum) is input into the synthesis 
method, the FBG model is formulated as an objective function to be minimized. The 
FBG model can either be based on the cascade of serially-connected uniform sub-
gratings (Section 2.2.1) for the synthesis of the desired magnitude response (where the 
phase response is not important) or the cascade of serially-connected apodized sub-
gratings (Section 2.2.2) for the synthesis of the desired frequency response (which 
includes both the magnitude and phase responses). 

2. The algorithm will produce a set of solutions. These solutions include the index 
modulation profiles, ( )ac,  1,2,jn j MΔ = , of the cascade of uniform sub-gratings (Eq. 
(5)) or the cascade of the apodized sub-gratings (Eq. (17)). 

3. These solutions are sent to the objective function built in step (1). The values of the 
objective function are calculated and sent back to the algorithm. 

4. The algorithm checks the calculated values of the objective function. If the pre-defined 
stopping conditions are not reached, the process will enter the next iteration and will be 
recycled from step (2). Otherwise, the algorithm will output the best solution found, 
that is, the optimized structural parameters ( jlδ , ac, jnΔ , jf , jΛ  and dc, jnΔ ) of the 
designed FBG.  

The SCTS algorithm has been used for the synthesis of FBG-based bandpass filters using the 
non-uniform FBG model based on the cascade of serially-connected uniform sub-gratings 
(Zheng et al., 2005). 

4.2 Hybrid Tabu algorithm for optimization of non-uniform fiber Bragg gratings 
The global SCTS algorithm (Section 4.1) generally cannot produce an optimum solution of 
the synthesized FBG, which may make practical realization difficult. Unfortunately, local 
optimization methods such as the Quasi-Newton method also cannot yield an optimum 
solution of the FBG synthesis problem due to the multimodal and ill-conditioned character 
of the nonlinear objective function. To improve the convergence of the global optimization 
algorithm, a hybrid algorithm combining the global optimization algorithm and the local 
optimization algorithm is a better approach for solving the nonlinear objective functions. 
The motivation of this section is to thus present a hybrid Tabu algorithm for the synthesis 
and fabrication of FBG-based bandpass and linear phase filters (Ngo, Zheng, Ng, Tjin & 
Binh, 2007). The hybrid Tabu algorithm (see Fig. 10) is a two-tier search that employs the 
global SCTS algorithm (Section 4.1) and a local optimization algorithm (i.e., the Quasi-
Newton method which has high efficiency in solving multimodal nonlinear optimization 
problems (Shanno, 1970)). 
In Fig. 10, the first step of the global SCTS algorithm produces a “promising” grating 
structure, which can either consist of the cascade of serially-connected uniform sub-gratings 
(Section 2.2.1) or apodized sub-gratings (Section 2.2.2), with the optimized structural 
parameters ( jlδ , ac, jnΔ , jf , jΛ  and dc, jnΔ ). In this first step, the length of the “promising” 

index modulation profile is divided into N equally-spaced points, that is, 
( )ac,  1, 2,jn j NΔ =  is sampled at the discrete point jz , where ac, jnΔ  can be assumed to be 

constant for each sub-grating section. The index modulation profile, ( )ac,  1, 2,jn j NΔ = , of 

this “promising” grating structure is further optimized by the local Quasi-Newton 
algorithm. In this second step, the length of the “promising” index modulation profile is 
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divided into M equally-spaced points, that is, ( )ac,  1,2,jn j MΔ =  is sampled at the discrete 

point jz , where ac, jnΔ  can be assumed to be constant for each sub-grating section. The 

TMM method described in Section 2 can be used to calculate the frequency responses of the 
designed FBG-based filters. To demonstrate its effectiveness, the hybrid Tabu algorithm is 
applied to the design and fabrication of FBG-based bandpass filters and the design of FBG-
based linear phase filters, and this is described below. 
 

 
Fig. 10. Schematic diagram of the hybrid Tabu algorithm for use in the optimization of 
FBGs. 

4.3 Design and fabrication of FBG-based bandpass filters 
Bandpass optical filters are attractive for performing many signal processing and filtering 
functions in optical sensors and optical communications. This section describes the use of 
the hybrid Tabu algorithm described in Section 4.2 for the synthesis and fabrication of 
bandpass optical filters. As only the magnitude response (but not the phase response) of the 
bandpass filter is to be synthesized, the FBG model based on the cascade of serially-
connected uniform (instead of apodized) sub-gratings (section 2.2.1) is employed here. The 
magnitude response of the FBG-based bandpass filter to be synthesized is a function of the 
index modulation profile, Var , and is given by 

        ( )Var ;      wavelength windowjR j∈   (30) 

where ac,1 ac,2 ac,Var ,  ,  ,  Mn n n⎡ ⎤= Δ Δ Δ⎣ ⎦ . The target magnitude response of the bandpass filter 

with a bandwidth of 25 GHz (or 0.2 nm in the 1550 nm wavelength window) is given by 
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 target, 
1;              1549.9 nm  1550.1 nm

0;       1549.9 nm and 1550.1 nm
j

j
j j

λ
R

λ λ

≤ ≤⎧⎪= ⎨ < >⎪⎩
  (31) 

 

The step size or wavelength resolution of 0.01 nm is used in the optimization. The objective 
function to be optimized is a measure of the error between the calculated magnitude 
response of the optimized FBG (Eq. (30)) and the target magnitude response (Eq. (31)) and is 
given by 

 ( )ac target, 
  wavelength 

       window

error( ) VarR
j j j

j
n W R R

∈
Δ = × −∑   (32) 

 

where ( )VarjR  is the reflectivity of the FBG’s magnitude response at the jth wavelength  

( jλ ) which is computed using the hybrid Tabu algorithm and Eq. (14) and target, jR  is the 

reflectivity of the target magnitude response at the jth wavelength which is defined in Eq. 
(31). The weight parameter at the jth wavelength is given by 

 
10;       stopband

1;         passband
jR

j
j

λ
W

λ

∈⎧⎪= ⎨ ∈⎪⎩
 (33) 

 

where the weight values in the stopband are chosen to be 10 (ten) times more than those in 
the passpand in order to achieve effective suppression of the sidelobes. An additional 
constraint can be imposed on ac ac,1 ac,2 ac,,  ,  ,  Mn n n n⎡ ⎤Δ = Δ Δ Δ⎣ ⎦  by setting appropriate 

values of ac,1nΔ  and ac,MnΔ  to suit the condition(s) of a particular fabrication system. In this 

design, 40M =  and ac 0,  0.0002nΔ = ⎡ ⎤⎣ ⎦   are chosen, and the chosen parameter values of the 

SCTS algorithm are listed in Table 1. The beam size of our frequency-doubled argon laser 
system is ~0.5 mm and thus the sub-grating length, jlδ , (which must be at least equal to the 

beam size) is chosen to be ~0.5 mm to meet the fabrication requirement. The hybrid Tabu 
algorithm is to find the global optimum of Eq. (32). The optimized bandpass filter using the 
hybrid Tabu algorithm has 40 sub-grating sections and thus a total grating length of 

20 mmgL = . Figure 11(a) shows the optimized index modulation profile, acnΔ , of the FBG-

based bandpass filter based on the hybrid Tabu algorithm. For comparison, the solid line of 
Fig. 11(b) shows the index modulation profile obtained from the first stage of the hybrid 
Tabu method (i.e., the SCTS process, see Fig. 10), and this profile is used as the “promising” 
structure in the second stage of the hybrid method. The dashed line of Fig. 11(b) shows the 
index modulation profile of a standard sine-apodized FBG-based bandpass filter (without 
using optimization) (Kashyap, 1999). The corresponding reflection magnitude responses of 
these three index modulation profiles are shown in Fig. 12. The SCTS-optimized bandpass 
filter outperforms the standard apodized bandpass filter (without using optimization) in 
terms of sharper roll-offs and larger sidelobe suppression levels, demonstrating the 
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advantage of employing optimization. The hybrid-optimized bandpass filter using the 
hybrid Tabu algorithm performs best because the roll-offs on the edges of the bandpass 
response are steepest and the sidelobes have the greatest suppression levels of less than −30 
dB. The hybrid-optimized filter with results shown in Fig. 11(a) and Fig. 12 can be fabricated 
using the fabrication method reported by (Asseh, Storoy, Sahlgren, Sandgren & Stubbe, 
1997; Ngo, Zheng, Ng, Tjin & Binh, 2007), and this is described as follows. The 40 sub-
gratings in a 20-mm long grating were exposed in sequence using UV pulses. Each sub-
grating has a few hundred periods. The index-modulation depth of each sub-grating can be 
tuned to the designed value (as shown in Fig. 11(a)) by adjusting the offset of the fiber 
dithering away from the phase mask. That is, if the offset of the fiber dithering is half of the 
sub-grating period, the index modulation will be completely averaged out (i.e., no index 
modulation). However, if there is no offset of the fiber dithering from the phase mask, the 
index modulation value will be largest. In Fig. 13, the measured reflection magnitude 
response of the fabricated 20-mm long hybrid-optimized FBG-based bandpass filter using 
this fabrication method (the solid line) has steeper roll-offs than those of the fabricated 20-
mm long standard (or non-optimized) uniform FBG-based bandpass filter (the dashed line). 
The figure shows that the fabricated filter has a sidelobe suppression level of −20 dB which 
is sufficient for many practical applications. This suppression level is greater than the 
designed −30 dB level (see Fig. 12) due probably to fabrication errors such as the positioning 
error of the translation stage, the fluctuation of the UV laser power and tiny dirty spots on 
the phase mask. 
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Fig. 11. (a) The optimized index modulation profile, acnΔ , of the FBG-based bandpass filter 
based on the hybrid Tabu algorithm. (b) The solid line shows the index modulation profile 
obtained from the first stage of the hybrid Tabu method. The dashed line shows the index 
modulation profile of a standard sine-apodized FBG-based bandpass filter (without using 
optimization). 
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Fig. 12. Simulation results of the reflection magnitude responses of the three index 
modulation profiles shown in Fig. 11.  

1551.5 1552.0 1552.5 1553.0 1553.5

-40

-30

-20

-10

0

Reflectivity (dB)

Wavelength (nm)

 
Fig. 13. Measured reflection magnitude responses of a 20-mm long hybrid-optimized FBG-
based bandpass filter (solid line) and a standard 20-mm long uniform FBG-based bandpass 
filter (without using optimization) (dashed line). 

4.4 Design of FBG-based linear phase filters 
Linear phase optical filters with near-squared magnitude responses are attractive for signal 
processing and filtering in optical sensors and optical communications systems while 
maintaining the essential features of the signals. One important application of such a filter is 
a high-speed (> 10 Gbit/s) add/drop multiplexer that can add or drop a particular signal 
wavelength without introducing distortion to the signal. To further demonstrate the 
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effectiveness of the hybrid Tabu method, this section presents the design of three FBG-based 
linear phase filters with different grating lengths and with 50 GHz bandwidth each (i.e., 0.4 
nm in the 1550-nm wavelength window). Both the magnitude and phase responses of the 
linear phase filters are to be synthesized using the hybrid Tabu algorithm. Two stages are 
involved in the hybrid Tabu algorithm and they are described below. The first stage of the 
hybrid Tabu algorithm employs the non-uniform FBG model based on the cascade of 
serially-connected apodized sub-gratings (Section 2.2.2). The second stage of the hybrid Tabu 
algorithm employs the non-uniform FBG model based on the cascade of serially-connected 
uniform sub-gratings (Section 2.2.1) instead of apodized sub-gratings (Section 2.2.2) because it 
is much simpler to fabricate the former than the later.  
First stage of the hybrid Tabu algorithm: The first stage of the hybrid Tabu algorithm is the 
global SCTS algorithm (see Fig. 10). The desired magnitude response of a FBG-based linear 
phase filter with a bandwidth of 0.4 nm (or 50 GHz in the 1550 nm wavelength window) to 
be synthesized is a function of the index modulation profile, Var , and is given by 

          ( )Var ;      wavelength windowjR j∈   (34) 

The row vector Var  is given by 

                max max
ac, 1 ac, 1Var , , ,  , ,N Nn n l lδ δ⎡ ⎤= Δ Δ⎣ ⎦   (35) 

where max
ac, jnΔ  and jlδ  are the maximum amplitude of the index modulation and the sub-

grating length of the jth sub-grating, respectively, that are to be optimized. The design 
objective is to find Var  that produces the optimized magnitude and linear phase responses 
as close as possible to the target ones. The parameters that are not optimized are jΛ  and 

dc, dc, ( )j jn z nΔ = Δ  (and hence eff , jn  according to Eq. (2)), which are the period and the “dc” 
index change, respectively, and they are fixed or constant values for ease of fabrication. The 
apodization function used is the quadratic-sine apodization profile which is defined in Eq. 
(21) as ( )2sin .j jf z lπ δ=  Compared to other apodization profiles as defined in Eqs. 

(18)−(20), the quadratic-sine apodization profile can provide a larger sidelobe suppression 
level and a higher reflectivity in the passband of the magnitude response. The step size or 
wavelength resolution of 0.01 nm is used in the optimization. The target magnitude 
response of a linear phase filter (with 0.4 nm or 50 GHz bandwidth in the 1550 nm 
wavelength window) is given by   

         target, 
1;              1549.8 nm  1550.2 nm (passband)

0;       1549.8 nm and 1550.2 nm (stopband)
j

j
j j

λ
R

λ λ

≤ ≤⎧⎪= ⎨ < >⎪⎩
  (36) 

The objective function to be optimized is a measure of the error between the optimized 
magnitude response of the FBG (Eq. (30)) and the target magnitude response (Eq. (36)) and 
is given by 

 target, target, 
window passband

error(Var) (Var) (Var)R
j j j k k

j k
W R R b D D

∈ ∈
= × − + × −∑ ∑   (37) 
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where (Var)jR  is the reflectivity of the FBG’s magnitude response at the jth wavelength ( jλ ) 
which is calculated based on the hybrid Tabu algorithm and Eq. (14). In the stopband, 
suppression of sidelobes in wavelength regions close to the center wavelength is more 
critical than in other wavelength regions. To achieve this and to increase the optimization 
efficiency, the weight parameter of the jth wavelength, R

jW , for the reflectivity of the 
magnitude response is given by 

 
0

0
; stopband

;       passband

jR jj

j

W

λ λ
λ λ

ε λ

⎧ ∈⎪⎪ −= ⎨
⎪ ∈⎪⎩

  (38) 

where λ0 is the center wavelength. The numerical value of ε was chosen by means of trials 
and errors by carrying out many simulations, and it was found that 1ε =  gave promising 
results that meet the specifications of the filter designs. However, in general, it is possible 
that other values of ε could give satisfying optimization results. (Var)kD  is the dispersion at 
the kth wavelength which is calculated using the hybrid Tabu algorithm and Eq. (16). The 
target dispersion at the kth wavelength of a linear phase filter is given by  

 target, 0;      passband.k kD λ= ∈   (39) 

The adjustable parameter b is used to dynamically balance the error between the reflectivity 
of the magnitude response and the dispersion response. The first stage of the hybrid Tabu 
algorithm (i.e., the SCTS algorithm) is to find the global optimum of Eq. (37). Additional 
constraints (e.g., jΛ ) can be included in Var  in (Eq. (35) to suit the fabrication condition(s) 
or limitation(s) of a particular fabrication system to ensure that the designed filter can be 
practically realized. From Eq. (35), the length of Var  for N cascaded serially-connected 
apodized sub-gratings is 2 N×  because Var  has two variables; thus the filter synthesis 
problem is an optimization problem with 2 N× variables. Satisfying results can be achieved 
with 5N =  while minimizing the computation time. From Eq. (35), elements from the (N + 
1)th to the (2 × N)th of the vector Var  describe the lengths of the apodized sub-gratings. By 
setting appropriate boundary values for these elements, the total grating length gL  can be 
controlled in the optimization to make fabrication feasible.  
Second stage of the hybrid Tabu algorithm: After a “promising” index modulation profile (see 
Eq. (35)) is obtained from the first stage of the hybrid Tabu process as described above, it is 
set as the initial solution for the second stage of the hybrid Tabu algorithm. In the second 
stage of the hybrid method (i.e., the local Quasi-Newton method), the index modulation 
profile is divided into M sections and hence M variables in the optimization. The M sections 
are equally spaced. The index modulation of each section is assumed to be constant. The 
non-uniform FBG model employed in this second stage is based on the cascade of serially-
connected uniform sub-gratings (Section 2.2.1) instead of apodized sub-gratings (Section 2.2.2) 
because it is much easier to fabricate the former than the later. Thus the error function for 
the index modulation, ac ac, 1 ac, 2 ac, ,  ,  ,  Mn n n n⎡ ⎤Δ = Δ Δ Δ⎣ ⎦ ,  to be optimized can be defined as  
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 ( ) ( ) ( )ac ac target, ac target, 
window passband

error R
j j j k k

j k
n W R n R b D n D

∈ ∈
Δ = × Δ − + × Δ −∑ ∑   (40) 

where ( )acjR nΔ  is the reflectivity of the FBG’s magnitude response at the jth wavelength 

( jλ ) which is calculated based on the hybrid Tabu algorithm and Eq. (14), ( )ackD nΔ  is the 

dispersion at the kth wavelength which is calculated using the hybrid Tabu algorithm and 
Eq. (16), R

jW  is defined in Eq. (38), target, jR  is defined in Eq. (36), and target, kD  is defined in 
Eq. (39). The adjustable parameter b is used to dynamically balance the error between the 
reflectivity of the magnitude response and the dispersion response. The local Quasi-Newton 
method is employed to find the optimum of Eq. (40). The optimization results of the design 
of an FBG-based linear phase filter with a grating length of 31.1 mm are presented next. The 
solid curve of Fig. 14(a) shows the index modulation profile of an optimized FBG-based 
linear phase filter with a length of 31.1 mm using the hybrid Tabu algorithm; the 
corresponding group-delay response is shown as the solid curve in Fig. 14(b) and the 
corresponding reflection magnitude response is shown as the solid curve in Fig. 15. The 
index modulation profile (dotted curve of Fig. 14(a)), the group-delay response (dotted 
curve of Fig. 14(b)) and the reflection magnitude response (dotted curve of Fig. 15) of a 31.1-
mm long quadratic-sine apodized FBG-based linear phase filter obtained from the standard 
design method (without using optimization) (Kashyap, 1999) are also shown for comparison 
purpose. In Fig. 15, the almost-squared reflection magnitude response of the optimized 
FBG-based linear phase filter has a good sidelobe suppression level of < −45 dB (which is 
acceptable for many practical applications), while the almost-squared reflection magnitude 
response of the unoptimized FBG-based linear phase filter has a very good sidelobe 
suppression level of < −55 dB. Fig. 14(b) shows that the in-band group delay ripple of the 
optimized linear phase filter is < 0.3 ps (the solid curve), which is a lot flatter than that of the 
unoptimized linear phase filter (the dotted curve). It can thus be concluded that the 
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Fig. 14. Index modulation profile (solid curve) (a) and the corresponding group-delay 
response (solid curve) (b) of an optimized 31.1-mm long FBG-based linear phase filter using 
the hybrid Tabu algorithm. Index modulation profile (dotted curve) (a) and the 
corresponding group-delay response (dotted curve) (b) of a 31.1-mm long quadratic-sine 
apodized FBG using the standard design method (without using optimization). 
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optimized FBG-based linear phase filter using the hybrid Tabu algorithm has linear phase 
characteristics and near-ideal squared reflection magnitude response which meet the design 
specifications. Table 4 also shows the performances of other optimized linear phase filters 
with shorter grating lengths of 17.1 mm and 25.8 mm. The designed filter with the longest 
grating length of 31.1 mm has the smallest sidelobe level of −45 dB while the designed filter 
with the shortest grating length of 17.1 mm has the largest sidelobe of −35 dB. However, the 
group delay ripple increases with the grating length of the designed filter. The designed 
filter with the longest grating length of 31.1 mm has the largest in-band group delay ripple 
of 0.3 ps while the designed filter with the shortest grating length of 17.1 mm has the 
smallest group delay ripple of 0.1 ps. Thus a long grating length will yield a large sidelobe 
level but at the expense of a large group delay ripple. We can thus conclude that there is a 
trade-off between the maximum sidelobe value and the maximum in-band group delay 
ripple for a particular grating length. 
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Fig. 15. The solid curve is the corresponding magnitude response of the index modulation 
profile (the solid curve of Fig. 14(a)) of a 31.1-mm long optimized linear phase filter obtained 
from the hybrid Tabu algorithm. The dotted curve is the corresponding magnitude response 
of the index modulation profile (the dotted curve of Fig. 14(a)) of a 31.1-mm long quadratic-
sine apodized FBG obtained from the standard design method (without using optimization). 
 

Grating length (mm) Maximum sidelobe value (dB) Maximum  in-band group 
delay ripple (ps) 

17.1 −35 0.1 
25.8 −37 0.2 
31.1 −45 0.3 

Table 4.  Performance comparison of three optimized FBG-based linear phase filters with 
different grating lengths using the hybrid Tabu algorithm. 
Two main issues involved in the fabrication of the optimized index modulation (i.e., the 
“ac” index change) profile shown in the solid curve of Fig. 14(a) are described as follows. 
First, the fabrication process must be able to realize such a relatively complex index 
modulation profile along the grating length while maintaining an unperturbed “dc” index 
change along the grating length. The fabrication process required to realize this optimized 
index modulation profile is similar to that used in the fabrication of the optimized apodized 
index modulation profile shown in Fig. 11(a). This is because the fabrication of these two 
types of profiles is to produce some desired index modulation values corresponding to the 
grating positions while maintaining an unperturbed “dc” index change. To meet this first 
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requirement, a well-developed technique of fiber dithering (which involves dithering of the 
fiber during the UV exposure) can be used (Asseh et al., 1997). In this method, the first step 
is to divide the whole grating into a number of sub-gratings. Each sub-grating inscribed by 
the fiber dithering will cause the index modulation depth to be averaged out.  That is, if the 
offset of the fiber dithering is half of the grating period, the index modulation will be 
completely averaged out (i.e., no index modulation). Now if there is no offset of the fiber 
dithering from the phase mask, the index modulation will be maximum. Note that, to 
maintain an unperturbed ‘dc’ index change along the grating length, all the sub-gratings 
must be exposed with the same total number of UV pulses (i.e., the exposure energy levels 
of all the sub-gratings are the same). Second, the fabrication process must be able to 
introduce some π phase shifts (i.e., negative index modulation values) along the grating 
length (see solid curve of Fig. 14(a)). To meet this second requirement, the fiber should be 
moved relative to the phase mask (which is also a well-developed method), and this would 
enable the insertion of π phase shifts into the gratings during the fabrication process (Asseh 
et al., 1997; Cole et al., 1995).  

5. Conclusion 
A hybrid Tabu algorithm has been presented for the synthesis and fabrication of FBG-based 
filters with specified frequency responses. The hybrid Tabu algorithm is a two-tier search 
that employs the global staged continuous Tabu search (SCTS) algorithm and a local 
optimization algorithm (i.e., the Quasi-Newton method). The first step of the hybrid Tabu 
algorithm (which employs the global SCTS algorithm) produces a “promising” grating 
structure which is then further optimized by the second stage of the hybrid Tabu algorithm 
(which employs the Quasi-Newton algorithm) to yield the final optimized solution or 
grating structure. In the hybrid Tabu algorithm, the synthesis problem of an FBG is 
formulated as an objective function which measures the error between the optimized 
reflection frequency response of an FBG based on the hybrid Tabu algorithm and the target 
frequency response, and the optimized solution or grating structure has the smallest error. 
The FBG-based filters are based on non-uniform FBGs with a wide variety of frequency 
responses. The transfer matrix method (TMM) has been employed to model a non-uniform 
FBG because it allows the magnitude and phase responses of a non-uniform FBG to be 
obtained with reasonably high accuracy. In TMM, a non-uniform FBG can be modeled using 
either the cascade of serially-connected uniform sub-gratings (this model is sufficient for 
obtaining the magnitude response when the phase response is not important) or the cascade 
of serially-connected apodized sub-gratings (this model must be used when both the 
magnitude and phase responses are important). The effectiveness of the hybrid Tabu 
algorithm has been demonstrated through the design and fabrication of 25-GHz-bandwidth 
FBG-based bandpass filters with near-squared bandpass responses and the design of 50-
GHz-bandwidth FBG-based linear phase filters with near-squared bandpass responses and 
flat group delay responses, which have potential application in optical communication 
systems operating in the 1550 nm wavelength window. For future work, the presented 
hybrid Tabu algorithm can be further developed into a powerful toolbox that can be 
efficiently and reliably used for the synthesis and fabrication of a wide variety of FBG-based 
filters with specified complex frequency responses to meet the increasing demand of 
sophisticated signal processing and filtering functions of the next generation of optical 
sensors and optical communication systems. Furthermore, the powerful design toolbox 
must be powerful enough for use in the diagnosis or characterization during and after 
fabrication of an FBG. 



Hybrid Tabu Algorithm for the Synthesis and Fabrication of Fiber Bragg Gratings 

 

171 

6. References 
Andre, J.; Siarry, P. & Dognon, T. (2000). An improvement of the standard genetic algorithm 

fighting premature convergence in continuous optimization. Advances in 
Engineering Software, Vol. 32, No. 1, (December 2000), pp. 49−60. ISSN 0965-9978. 

Asseh, A; Storoy, H; Sahlgren, B. E.; Sandgren, S. & Stubbe R. (1997). A writing technique for 
long fiber Bragg gratings with complex reflectivity profiles. Journal of Lightwave 
Technology, Vol. 15, No. 8, (August 1997), pp. 1419−1424. ISSN 0733-8724. 

Baskar, S.; Zheng, R. T.; Alphones, A.; Ngo, N. Q. & Suganthan, P. N. (2005a). Particle swarm 
optimization for the design of low-dispersion fiber Bragg gratings. IEEE Photonics 
Technology Letters, Vol. 17, No. 3, (March 2005), pp. 615−617. ISSN 1041-1135. 

Baskar, S.; Alphones, A.; Suganthan, P. N.; Ngo, N. Q. & Zheng, R. T. (2005b). Design of 
optimal length low-dispersion FBG filter using covariance matrix adapted 
evolution. IEEE Photonics Technology Letters, Vol. 17, No. 10, (October 2005), pp. 
2119−2121. ISSN 1041-1135. 

Baskar, S.; Suganthan, P. N.; Ngo, N. Q.; Alphones, A. & Zheng, R. T. (2006). Design of 
triangular FBG filter for sensor applications using covariance matrix adapted 
evolution algorithm. Optics Communications, Vol. 260, No. 2, (April 2006), pp. 
716−722. ISSN 0030-4018. 

Caucheteur, C.; Lhomme, F.; Chah, K.; Blondel, M. & Megret, P. (2004). Fiber Bragg grating 
sensor demodulation technique by synthesis of grating parameters from its 
reflection spectrum. Optics Communications, Vol. 240, No. 4−6, (October, 2004), pp. 
329−336. ISSN 0030-4018. 

Chelouah, R. & Siarry, P. (2000). Tabu search applied to global optimization. European Journal 
of Operational Research, Vol. 123, No. 2, (June 2000), pp. 256−270. ISSN 0377-2217 

Cheng, H.-C. & Lo, Y.-L. (2004). Arbitrary strain distribution measurement using a genetic 
algorithm approach for two fiber Bragg grating intensity spectra. Optics 
Communications, Vol. 239, No. 4−6, (September 2004), pp. 323−332. ISSN 0030-4018. 

Cole, M. J.; Loh, W. H.; Laming, R. I.; Zervas, M. N. & Barcelos, S. (1995). Moving 
fibre/phase mask-scanning beam technique for enhanced flexibility in producing 
fiber gratings with uniform phase mask. Electronics Letters, Vol. 31, No. 17, (August 
1995), pp. 1488−1450. ISSN 0013-5194. 

Dong, P.; Azana, J. & Kirk, A. G. (2003). Synthesis of fiber Bragg grating parameters from 
reflectivity by means of a simulated annealing algorithm. Optics Communications, 
Vol. 228, No. 4−6, (December 2003), pp. 303−308. ISSN 0030-4018. 

Erdogan, T. (1997). Fiber grating spectra. Journal of Lightwave Technology, Vol. 15, No. 8, 
(August 1997), pp. 1277−1294. ISSN 0733-8724. 

Feced, R.; Zervas, M. N. & Muriel, M. A. (1999). An efficient inverse scattering algorithm for 
the design of nonuniform fiber Bragg gratings. IEEE Journal in Quantum Electronics, 
Vol. 35, No. 8, (August 1999), pp. 1105−1115. ISSN 0018-9197. 

Gill, A.; Peters, K. & Studer, M. (2004). Genetic algorithm for the reconstruction of Bragg 
grating sensor strain profiles. Measurement Science and Technology, Vol. 15, No. 9, 
(September 2004), pp. 1877−1884. ISSN 0957-0233. 

Glover, F. & Laguna, M. (1998). Tabu search, Kluwer Academic Publishers, Boston. ISBN 
0792381874. 



 Local Search Techniques: Focus on Tabu Search 

 

172 

Hill, K. O. & Meltz, G. (1997). Fiber Bragg grating technology: fundamentals and overview. 
Journal of Lightwave Technology, Vol. 15, No. 8, (August 1997), pp. 1263−1276. ISSN 
0733-8724. 

Ho, S. L.; Yang, S. Y.; Ni, G. Z. & Wong, H. C. (2001). An improved tabu search for the global 
optimizations of electromagnetic devices. IEEE Transactions on Magnetics, Vol. 37, 
No. 5, (September 2001), pp. 3570−3574. ISSN 0018-9464. 

Kashyap, R. (1999). Fiber Bragg gratings, Academic Press, ISBN 0-12-400560-8, San Diego. 
Machado, J. M.; Yang, S.; Ho, S. L. & Ni, P. (2001). A common tabu search algorithm for the 

global optimization of engineering problems. Computer Methods in Applied 
Mechanics and Engineering, Vol. 190, No. 26−27, (March 2001), pp. 3501−3510. ISSN 
0045-7825. 

Manos, S. & Poladian, L. (2005). Multi-objective and constrained design of fibre Bragg 
gratings using evolutionary algorithms. Optics Express, Vol. 13, No. 19, (September 
2005), pp. 7350−7364. ISSN #8059. 

Ngo, N. Q.; Zheng, R. T.; Tjin, S. C. & Li, S. Y. (2004). Tabu search synthesis of cascaded fiber 
Bragg gratings for linear phase filters. Optics Communications, Vol. 241, No. 1-3, 
(November, 2004), pp. 79−85. ISSN 0030-4018.  

Ngo, N. Q.; Zheng, R. T.; Ng, J. H.; Tjin, S. C. & Binh, L. N. (2007). Optimization of fiber 
Bragg gratings using a hybrid optimization algorithm. Journal of Lightwave 
Technology, Vol. 25, No. 3, (March 2007), pp. 799−802. ISSN 0733-8724. 

Othonos, A. & Kalli, K. (1999). Fiber Bragg gratings: fundamentals and applications in 
telecommunications and sensing, Artech House, ISBN 0-89006-344-3, Boston. 

Plougmann, N. & Kristensen, M. (2004). Efficient iterative technique for designing Bragg 
gratings. Optics Letters, Vol. 29, No. 1, (January 2004), pp. 23−25. ISSN 0146-9592. 

Poladian, L. (2000). Simple grating synthesis algorithm. Optics Letters, Vol. 25, No. 11, (June 
2000), pp. 787−789. ISSN 0146-9592. 

Rosenthal, A. & Horowitz, M. (2003). Inverse scattering algorithm for reconstructing 
strongly reflecting fiber Bragg gratings. IEEE Journal in Quantum Electronics, Vol. 39, 
No. 8, (August 2003), pp. 1018−1026. ISSN 0018-9197. 

Shanno, D. F. (1970). Conditioning of Quasi-Newton methods for function minimization. 
Mathematics of Computation, Vol. 24, no. 111, (July 1970), pp. 647−656. ISSN 0025-
5718. 

Siarry, P. & Berthiau, G. (1997). Fitting of tabu search to optimize functions of continuous 
variables. International Journal for Numerical Methods in Engineering, Vol. 40, No. 13, 
(July 1997), pp. 2449−2457. ISSN 0029-5981. 

Skaar, J. & Risvik, K. M. (1998). A genetic algorithm for the inverse problem in synthesis of 
fiber gratings. Journal of Lightwave Technology, Vol. 16, No. 10, (October 1998), pp. 
1928−1932. ISSN 0733-8724. 

Skaar, J.; Wang, L. & Erdogan, T. (2001). On the synthesis of fiber Bragg gratings by layer 
peeling. IEEE Journal in Quantum Electronics, Vol. 37, No. 2, (February 2001), pp. 
165−173. ISSN 0018-9197. 

Zheng, R. T.; Ngo, N. Q.; Binh, L. N. & Tjin, S. C. (2004). Two-stage hybrid optimization of 
fiber Bragg gratings for design of linear phase filters. Journal of Optical Society of 
America A: Optics Image Science and Vision, Vol. 21, No. 12, (December 2004), pp. 
2399−2405. ISSN 1084-7529. 



Hybrid Tabu Algorithm for the Synthesis and Fabrication of Fiber Bragg Gratings 

 

173 

Zheng, R. T.; Ngo, N. Q.; Shum, P; Tjin, S. C. & Binh, L. N. (2005). A staged continuous tabu 
search algorithm for the global optimization and its applications to the design of 
fiber Bragg gratings. Computational Optimization and Applications, Vol. 30, No. 3, 
(March 2005), pp. 319−335. ISSN 09266003. 

Appendix: List of test functions 

• F1 (1 variable): ( ) ( )π π= − + − −2( ) 2 0.75 sin 5 0.4 0.125,f x x x   where ≤ ≤0 1x . 

• F3 (1 variable): ( )
=

⎡ ⎤= − + +∑ ⎣ ⎦
5

1
( ) sin 1 ,

i
f x i i x i  where − ≤ ≤10 10x .  

• Branin (2 variables): ( ) ( )= − + − + − +
22( , ) 1 cos( ) ,f x y a y bx cx d h g x h   

where 
π ππ

= = = = = =2
5.1 5 11,  ,  ,  6,  10,  

84
a b c d h g . 

• Goldprice (2 variables): ( ) ( )⎡ ⎤= + + + − + − + +⎢ ⎥⎣ ⎦
2 2 2( , ) 1 1 19 14 3 14 6 3f x y x y x x y xy y  

                                                     
( ) ( )⎡ ⎤× + − − + + − +⎢ ⎥⎣ ⎦

2 2 230 2 3 18 32 12 48 36 27 ,x y x x y xy y
     

        where −2 ≤ x ≤ 2, −2 ≤ y ≤ 2.   
• Shubert1 and Shubert2 (2 variables): 

( ) ( ) ( )β
= =

⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪ ⎡ ⎤⎡ ⎤= ⋅ + + × ⋅ + + + + + +⎡ ⎤∑ ∑⎨ ⎬ ⎨ ⎬⎣ ⎦ ⎣ ⎦ ⎢ ⎥⎣ ⎦⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭

5 5 22

1 1
( ,  ) cos ( 1) cos 1 1.42513 0.80032

j j
f x y j j x j j j y j x y

  
        where − ≤ ≤10 , 10x y , β = 0.5  for Shuber1, and β = 1  for Shuber2. 

• Shubert (2 variables): ( ) ( )
= =

⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎡ ⎤ ⎡ ⎤= ⋅ + + × ⋅ + +∑ ∑⎨ ⎬ ⎨ ⎬⎣ ⎦ ⎣ ⎦
⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭

5 5
1 2 1 2

1 1
( ,  ) cos 1 cos 1

j j
f x x j j x j j j x j  

        where − ≤ ≤10 10ix , i = 1, 2.  
• Hartmann1 ( 3,4H ) (3 variables): 

        
( )

= =

⎡ ⎤
⎢ ⎥= − − −∑ ∑
⎢ ⎥⎣ ⎦

4 3 2

1 1
( ) exp ,i ij j ij

i j
f x c a x p

    

where < <0 1jx  for = 1,2,3j .   

 

i ija  ic  ijp  

 1j =  2j =  3j =   1j =  2j =  3j =  
1 3.0 10.0 30.0 1.0 0.3689 0.1170 0.2673 
2 0.1 10.0 35.0 1.2 0.4699 0.4387 0.7470 
3 3.0 10.0 30.0 3.0 0.1091 0.8732 0.5547 
4 0.1 10.0 35.0 3.2 0.0382 0.5743 0.8828 
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• Brown1 (20 variables): 

( ) −
+ +

∈ ∈

⎡ ⎤
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        where = {1,  3,  ,  19}J , − ≤ ≤1 4ix  for ≤ ≤1 20,i  and = 1 20[ ,  ,  ]Tx x x . 

• Brown3 (20 variables): ( )( ) ( )( )+ + +
+
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2 2
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        where = ⎡ ⎤⎣ ⎦1 20,  ,  Tx x x and − ≤ ≤1 4ix  for ≤ ≤1 20.i  
• F5n (20 variables): 
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1. Introduction 
The Job-Shop Scheduling Problem (JSSP) with the makespan criterion comes from the 
manufacturing industry and has excellent practical applications. The problem can be briefly 
described as follows. There are a set of jobs and a set of machines. Each job consists of a 
sequence of operations, and each of the operations uses one of the machines for a fixed 
duration. Each machine processes at most one operation at one time. Once the operation 
started, no preemption is permitted. A scheduling is an assignment of operations to time 
intervals on the machines. The objective of the problem is to find a schedule which 
minimizes the makespan (Cmax), that is, the finish time of the last operation completed. 
The JSSP is widely acknowledged as one of the most difficult NP-complete problems (Garey 
et al., 1976). This is illustrated by the fact that a relatively small instance with 10 jobs and 10 
machines, proposed by Muth & Thompson (1963), remained unsolved for more than a 
quarter of a century, and until now no problems are solved to optimality for the 20×20 
instances. Since it is an important practical problem, the JSSP has captured the interest of a 
significant number of researchers during the past three decades, and many optimization 
algorithms and approximation algorithms have been proposed. The optimization 
algorithms, which are primarily based on the B&B scheme (Carlier & Pinson, 1989; Brucker 
et al., 1994), have been successfully applied to solving small instances. However, they 
cannot accomplish optimal schedules in a reasonable time for instances larger than 250 
operations with reached the limit. On the other hand, approximation algorithms, which 
include priority dispatch, shifting bottleneck approach, meta-heuristic methods and so on, 
provide a quite good alternative for the JSSP. Approximation algorithms were firstly 
developed on the basis of dispatching rules (Giffler & Thompson, 1960), which are very fast, 
but the quality of solutions that they provide usually leaves plenty of room for 
improvement. A more elaborate algorithm, which could produce considerably better 
approximations at a higher computational cost, is the shifting bottleneck approach proposed 
by Adams et al. (Adams et al., 1988). More recently, the meta-heuristic methods, such as 
tabu search (TS) (Taillard, 1994; Nowicki & Smutnicki, 1996), simulated annealing (SA) (Van 
Laarhoven et al., 1992), genetic algorithm (GA) (Croce et al., 1995), could provide the good 
solutions for a large scale problem and have captured the attention of many researchers. 
Moreover, most recent studies indicate that a single technique cannot solve this stubborn 
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problem. Much work has been directed on hybrid methods involving GA, TS, SA and SB 
techniques, as hybrid methods are able to provide high-quality solutions within reasonable 
computing times. The relevant surveys can be seen form Vaessens et al. (1996), Blażewicz et 
al. (1996) and Jain & Meeran (1999). 
Within the class of meta-heuristic methods, Tabu search, initially proposed by Glover 
(Glover, 1989 1990; Glover & Laguna, 1997) and Hansen (Hansen, 1986), currently seems to 
be one of the most promising methods for the job shop scheduling problem with the 
makespan criterion. It uses a memory function to avoid being trapped at a local minimum. 
Tabu search was firstly applied to the JSSP by Taillard (1989), whose main contribution was 
the use of the neighborhood structure introduced by Van Laarhoven et al. (1992) and the 
presentation of a fast move estimation strategy. Furthermore, Taillard (1989) observed that 
this algorithm has a higher efficiency for rectangular instances. Since then, researchers have 
introduced numerous improvements to Taillard’s original algorithm, and the most 
important contributions are made by a myriad of researchers among whom are Nowicki & 
Smutnicki (1996), Dell’Amico & Trubian (1993), Barnes & Chambers (1995) and Chambers & 
Barnes (1996). Among these individual tabu search methods, algorithm TSAB designed by 
Nowicki & Smutnicki (1996) introduces the real breakthrough in both efficiency and 
effectiveness for the JSSP. For example, it finds the optimal solution for the notorious 
instance FT10 within only 30 seconds on a now-dated personal computer. The i-TSAB 
technique of Nowicki & Smutnicki (2002), which is an extension of their earlier TSAB 
algorithm, represents the current state-of-the-art approximation algorithm for the JSSP and 
improves the majority of upper bounds of the unsolved instances. 
Although tabu search has emerged as an effective algorithmic approach for the JSSP, it was 
initially designed to find the near-optimum solution of combinatorial optimization problems 
and no clean proof of convergence is known (Hanafi, 2000). Like many local searches the 
quality of the best solution found by tabu search approach depends on the initial solution 
and neighborhood structures. In this paper, two innovative approaches are proposed to 
overcome these problems for the JSSP. Firstly, a new neighborhood structure is proposed to 
solve the job shop scheduling problem by tabu search approach. Secondly, by reasonably 
combining the memory function (avoid cycling) of tabu search and the convergent 
characteristics of simulated annealing, we develop an efficient hybrid optimization 
algorithm. In this approach, simulated annealing is used to find the sufficient “good” 
solutions over the big valley so that tabu search can re-intensify searches from the promising 
solutions. 
In the end, this algorithm is tested on the commonly standard benchmark set and compared 
with the other approaches. The computational results show that the proposed algorithm 
could reduce the influence of the initial solution and obtain the high-quality solutions 
within reasonable computing times. These have been confirmed by tests on a large number 
of benchmark problems. For example, some new upper bounds among the unsolved 
problems are found in a short time. 
The remainder of this paper is organized as follows. Section 2 gives the representation of the 
job shop scheduling problem. In Section 3, the framework of the hybrid of tabu search and 
simulated annealing is provided. Section 4 presents the implementation of TSSA algorithm 
for the JSSP and the proposed neighborhood structure. In Section 5, we firstly present the 
comparison of the different neighborhood structures and comparison of move evaluation 
strategies respectively, and then give the computational and comparative results on the 
benchmark instances. Conclusion is presented in Section 6. 
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2. Representation of the JSSP 
The job shop scheduling problem can be represented with a disjunctive graph (Balas, 1969). 
Let J = {1, 2, . . . , n} be the set of jobs, M ={1, 2, . . . , m} the set of machines. A disjunctive 
graph G: = (V, A, E) is defined as follows: V is {0, 1, 2, . . . , n~ } the set of nodes representing 
all operations where 0 and n~  represent the dummy start and finish operations, respectively. 
A is the set of conjunctive (directed) arcs connecting consecutive operations of the same job, 
and E is the set of disjunctive arcs connecting operations to be processed by the same 
machine k. More precisely, k

m
k EE 1== ∪ , where Ek is the subset of disjunctive pair-arcs 

corresponding to machine k; each disjunctive arc of E can be considered as a pair of 
oppositely directed arc. The length of an arc (i, j) ∈ A is pi that denotes the processing time. 
The length of each arc (i, j) ∈E is either pi or pj depending on its orientation. Let us consider 
an example of the three jobs and three machines given in Table 1. This problem can be 
represented by a disjunctive graph shown in Fig. 1.  
 

Job (Machine sequence, Processing time) 
J1 (1, 3) (2, 2) (3, 5) 
J2 (1, 3) (3, 5) (2, 1) 
J3 (2, 2) (1, 5) (3, 3) 

Table 1. An example of three jobs and three machines 
 

 
Fig. 1. The disjunctive graph of an instance with n = 3, m = 3, and n~  = 10 

According to the Adams et al. (1988) method, the graph G can be decomposed into the direct 
sub-graph D = (V, A), by removing disjunctive arcs, and into m cliques Gk = (Vk, Ek), 
obtained from G by deleting both the conjunctive arcs and the dummy nodes 0 and n~ . A 
selection Sk in Ek contains exactly one directed arc between each pair of oppositely directed 
arcs in Ek. A selection is acyclic if it does not contain any directed cycle. Moreover, 
sequencing machine k means choosing an acyclic selection in Ek. A complete selection S 
consists of the union of selections Sk, one of each Ek, k∈M. A complete selection S, i.e., 
replacing the disjunctive arc set E with the conjunctive arc set S, gives rise to directed graph 
Ds = (V, A∪S); A complete selection S is acyclic if the digraph Ds is acyclic. An acyclic 
selection S defines a schedule, i.e., a feasible solution of problem. Fig. 2 represents a feasible 
solution for the disjunctive graph in Fig. 1. Furthermore, if L (u, v) denotes the length of a 
longest path from u to v in Ds, then the makespan L (0, n~ ) of the schedule is equal to the 
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length of a longest path in Ds. Therefore, in the language of disjunctive graphs, to solve the 
job shop scheduling problem is to find an acyclic complete selection ES ⊂  that minimizes 
the length of the longest (critical) path in the directed graph Ds. 
 

 
Fig. 2. A feasible solution for the disjunctive graph in Fig. 1 

A key component of a feasible solution is the critical path, which is the longest route from 
start to finish in directed graph Ds= (V, A∪S) and whose length represents the makespan 
Cmax. Any operation on the critical path is called a critical operation. In Fig. 2 the length of 
the critical path is 19 and the critical path is {0, 4, 1, 8, 9, 3, 10}. It is also possible to 
decompose the critical path into a number of blocks. A block is a maximal sequence of 
adjacent critical operations that is processed on the same machine. In Fig. 2 the critical path 
is divided into two blocks, B1 = {4, 1, 8} and B2 = {9, 3}. Any operation, u, has two immediate 
predecessors and successors, with its job predecessor and successor denoted by JP[u] and 
JS[u] and its machine predecessor and successor denoted by MP[u] and MS[u]. In other 
words, (JP[u], u) and (u, JS[u]) are arcs of the conjunctive graph Ds, (MP[u], u) and (u, MS[u]) 
(if they exist) are arcs of S.  
In the JSSP, small perturbations are generally produced by re-ordering the sequence of 
operations on a critical path, and only through such re-ordering is it possible to produce a 
neighbor with a makespan better than that of the current solution. 

3. The neighborhood structure 
A neighborhood structure is a mechanism which can obtain a new set of neighbor solutions 
by applying a small perturbation to a given solution. Each neighbor solution is reached 
immediately from a given solution by a move (Glover & Laguna, 1997). Neighborhood 
structure is directly effective on the efficiency of tabu search algorithm. Therefore, 
unnecessary and infeasible moves must be eliminated if it is possible.  
The most general neighborhood definition consists of swapping any adjacent pair of 
operations on the same machine. This neighborhood is quite large, and requires 
considerable effort to identify and evaluate the schedule that results from each possible 
move. For large problems the neighborhood contains more moves than can be examined 
and evaluated within a reasonable time. In addition, some of the moves can result in non 
feasible schedules. Consequently work has been devoted to the goal of reducing the size of 
this neighborhood and guaranteeing feasibility but without affecting solution quality (Jain et 
al., 2000). 
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The first successful neighborhood structure for the JSSP was introduced by van Laarhoven 
et al. (1992), and is often denoted by N1, see Fig. 3 (N1 is first named by Blazewicz et al 
(1996), and N2, N4, N5 and N6 are named in the same way). Their neighborhood structure, 
derived from the seminal work of Balas (1969), has laid the foundations for the most 
effective search strategies currently employed. The N1 neighborhood is generated by 
swapping any adjacent pair of critical operations on the same machine, and based on the 
following properties: 
• Given a feasible solution, the exchange of two adjacent critical operations cannot yield 

an infeasible solution; 
• The permutation of non-critical operations cannot improve the objective function and 

even may create an infeasible solution; 
• Starting with any feasible solution, there exists some sequence of moves that will reach 

an optimal solution (known as the connectivity property)1. 
However, the size of the neighborhood N1 is quite large and includes a great number of 
unimproved moves. In order to reduce the number of block moves, Matsuo et al. (1988) 
proved that unless the job-predecessor of u or the job-successor of v is on the critical path 
P(0,n), the interchange containing u and v cannot reduce the makespan, i.e. swapping 
internal operations within a block never gives an immediate improvement on the makespan. 
The work of Matsuo et al. (1988) allowed the neighborhood of moves to be reduced quite 
substantially. 
 

 
Fig. 3. The N1 neighborhood of moves  

A neighborhood due to Grabowski et al. (1988), based on extending a neighborhood for a 
one machine problem (Grabowski et al. 1986), provides the next advance. This work 
introduced the concept of a block and defined a move to consist of inserting an operation at 
either the front or the rear of the critical block. Then, further refinements have been 
provided by Dell’Amico & Turbian(1993) (N4), Nowicki & Smutnicki (1996) (N5) and Balas 
& Vazacopoulos (1998) (N6).  
The neighborhood N4 moves all operations i in a block to the very beginning or to the very 
end of this block, (Dell’Amico and Turbian proposed two neighborhood structures N3 and 
N4; in this paper we only discuss the neighborhood N4), N4 neighborhood structure is 
connected. The neighborhood N5 involves the reversal of a single border arc of a critical 

                                                 
1 However Kolonko (1998) proves that the connectivity property does not imply 
convergence to an optimum in these neighbourhoods. 
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block2 and is substantially smaller (or more constrained) than the other neighborhoods, 
whereas the neighborhood N4 and N6 involves the reversal of more than one disjunctive arc 
at a time and thus could investigate a considerably larger neighborhood. The neighborhood 
N6, which is also considered as an extension of the neighborhood N5, is more constrained 
(smaller) than the neighborhood N4 and is currently one of the most efficient neighborhood 
structures. These neighborhoods N4, N5 and N6 are illustrated in Fig. 4, Fig. 5 and Fig. 6, 
respectively. 
 

 
Fig. 4. The N4 neighborhood of moves  
 

 
Fig. 5. The N5 neighborhood of moves 
 

 
Fig. 6. The N6 neighborhood of moves 

                                                 
2 In this neighborhood only one critical path is generated. A move is defined by the 
interchange of two successive operations i and j, where i or j is the first or last operation in a 
block that belongs to a critical path. In the first block only the last two operations and 
symmetrically in the last block of the critical path only the first two operations are swapped. 
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Fig. 7. The further extended neighborhood structure 

According to Matsuo et al.(1988), we have seen that in order to achieve an improvement by 
an interchange on u and v (assume u is processed before v), either JP[u] or JS[v] must be 
contained on the critical path P (0, n), that is, either u or v must be the first or last operation 
of a critical block. Therefore, a further extended neighborhood used in this paper is 
proposed, which not only inserts an operation to the beginning or the end of the critical 
block, but also moves the first or the last operation into the internal operation within the 
block, illustrated in Fig. 7. This leads to a considerably larger neighborhood and investigates 
a much larger space. However, the questions to be explored are under what conditions an 
interchange on critical operation u and v is guaranteed not to create a cycle and how to 
reduce the neighborhood size. Next we give the two theorems and the proof for our 
neighborhood structure. Consider a feasible solution s: 
Theorem 1. 
If two operations u and v to be performed on the same machine are both on the critical 
path P (0, n) , and L(v, n)≥L(JS[u], n), then moving u right after v yields an acyclic 
complete selection. 
Proof. By contradiction: suppose moving u right after v create a cycle C. Then C contains 
either (u, JS[u]) or (u, MS[v]). If (u, JS[u])∈C, there is a path from JS[u] to v in Ds( the cycle is 
JS[u]→v→u→JS[u] ), and hence L(JS[u], n) > L(v, n) , contrary to assumption. If (u, MS[v]) 
∈C, there is a path from MS[v] to v in Ds, contrary to the assumption that Ds is acyclic. This 
completes the proof. 
Theorem1 derives the idea that moving a critical operation u right after a critical operation v 
will not create a cycle if there is no directed path from JS[u] to v in Ds. The Theorem1 could 
also be described briefly as follows: Given a feasible solution, if exchange two critical 
operation u and v, and the start time of the operation JS[u] is more than or equal to the start 
time of the operation v, then moving u right after v yields a feasible solution. We notice that 
if u and v are adjacent in critical path P (0, n), then the conditions described are always 
satisfied (This is N1 neighborhood structure). 
By analogy, we have Theorem 2. 
Theorem 2. 
If two operations u and v to be performed on the same machine are both on the critical 
path P (0, n), and L(0, u)+pu ≥ L(0, JP[v])+pJP[v]), then moving v right before u yields an 
acyclic complete selection. 
Proof. Parallels that of theorem 1. 
In order to construct our neighborhood structure, we in fact extend the scope of the 
Proposition2.2 and Proposition2.3 proposed by Balas & Vazacopoulos (1998) and present 
Theorem 1 and Theorem 2. Theorem 1 and Theorem 2 could be applied to an interchange on 
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any two critical operations u and v to be performed on the same machine, whether or not it 
contains either the JS[u] or JP[v] on the critical path. In our experiment, we observe that the 
neighborhood constructed by Theorem 1 and Theorem 2 is simpler and more constrained 
(smaller) than the similar neighborhood N4. Therefore, our search neighborhood could now 
be concisely defined as follows:  
(1) If a critical path P (0, n) containing u and v also contains JS[v], then insert u right after v 
and move v right before internal operations; 
(2) if a critical path P (0, n) containing u and v also contains JP[u], then insert v right before u 
and move u right after internal operations.  
Assume that an interchange on two operation u and v results in a makespan increase of the 
new schedule compared to the old one. Then it is obvious that every critical path in new 
schedule contains the arc (v, u) (Balas & Vazacopoulos, 1998). We could make use of the fact 
and further reduce our neighborhood size. 

4. The framework of the hybrid of TS and SA 
Tabu search, defined and developed primarily by Glover (1989, 1990), has been successfully 
applied to a large number of combinatorial optimization problems, especially in production 
scheduling domain. Tabu search is an enhancement of the hill climbing heuristic. In order to 
avoid cycling through previous solutions, a short-term memory structure known as the tabu 
list is implemented. According to Brucker (Brucker, 1995), tabu search is an intelligent 
search that uses a memory function in order to avoid being trapped at a local minimum. Its 
goal is to emulate intelligent uses of memory, that is, tabu search tries to create memory 
itself similar to use of some memory functions of people in order to find its way out. 
Tabu search algorithm was first applied to the JSSP by Taillard. Since then, researchers have 
introduced numerous improvements to Taillard’s original algorithm. Among these tabu 
search methods, algorithm TSAB developed by Nowicki & Smutnicki (1996) introduces the 
significant breakthrough in both effectiveness and efficiency for the JSSP. However, even for 
the famous TSAB algorithm, the choice of an initialization procedure has an important 
influence on the best solution found, and a better initial solution might provide better 
results (Jain et al., 2000). By contrast, simulated annealing is not a powerful technique for the 
JSSP, but the initial solution has little influence on the solution quality obtained by 
simulated annealing procedure. However, due to lack of the memory function, simulated 
annealing may return to old solutions and become oscillation in local optimum 
surrounding. This causes the search to consume excessive computational times. Therefore, 
the combination of the memory function (avoid cycling) of tabu search and the convergent 
characteristics of simulated annealing provide the rationale for developing a hybrid TS/SA 
strategy to solve the combinatorial optimization problems. Therefore, in this paper, by 
exploiting the properties of the JSSP and the complementary strengths and weaknesses of 
the two paradigms, we present the newly designed hybrid TSSA algorithm. 
The idea of the hybrid approach for the JSSP is based on the two important observations, 
due to Nowicki & Smutnicki (2001), as follows. First, the space structure of the considered 
job shop problem owns big valley (BV) and the best elite solutions dispersed over BV area. 
Second, tabu search is perfectly attracted to big valley area. Even though the initial solution 
was set relatively far from the valley, elite solutions generated by tabu search can still be 
collected inside big valley. The two observations indicate that tabu search is suitable for 
finding good solutions inside the big valley, and these good solutions previously 
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encountered provide better starting points for further space exploration than various initial 
solutions do. However, the number of solutions inside big valley is so large that it is 
unrealistic to expect that the whole valley might have been exhaustively searched. 
Nevertheless, simulated annealing, which possesses good convergence properties and 
accepts the candidate solution probabilistically by the Metropolis acceptance criterion, 
provides a procedure to find the sufficient “good” solutions over the big valley. Therefore, 
our hybrid TSSA algorithm, which simulated annealing is used to find the promising elite 
solutions inside big valley generated on the search history and tabu search intensifies search 
around the solutions, is proposed. The main idea of TSSA algorithm is also related to the 
strategy that designs the more efficient forms of finite convergent tabu search based on 
recency-memory (Glover et al., 2002).The general framework of hybrid TSSA algorithm for 
the JSSP is outlined in Fig. 8.  
 

Step 1. Generate an initial solution s and calculate its makespan f (s), set the current 
solution s* = s, the best solution sb = s, the best makespan f(sb) = f(s), iter = 0 and the 
initial temperature T = t0, empty tabu list and push the s* onto the elite solution stack L 
(LIFO list). 
Step 2. Set iter = iter+1, generate neighbors of the current solution s* by a neighborhood 
structure. If the s* is optimal, then stop.  
Step 3. Select the best neighbor which is not tabu or satisfies the aspiration criterion, 
and store it as the new current solution s*. Update the tabu list. 

                          Set the temperature T, and calculate the exact makespan f (s*).  
                                If (f (s*) < f (sb) || exp(f (sb) - f (s*))/T > random [0, 1])  
                                { 
                               “Push” the s* onto the elite solution stack L. 
                                 } 

Step 4. If f (s*) < f (sb), then set sb = s*, f (sb) = f (s*), iter = 0. 
Step 5. If iter ≤ ImproveIter then go to Step 2.  
Step 6. If a termination criterion is satisfied then stop. Else “pop” a solution from the 
elite solution stack L, shift the solution to active schedule and store the active solution 
as the current solution s*, set iter = 0 and empty tabu list, then go to Step 2. 

Fig. 8. Outline of TSSA algorithm for the JSSP 

In the hybrid TSSA algorithm, the core tabu search is a straightforward implementation of 
tabu search intensification strategy. A strong diversification strategy using simulated 
annealing procedure to find the elite solutions inside big valley is equipped with the core 
tabu search and directs the intensified search to other regions of the solution space. More 
precisely, starting from a randomly initial solution, TSSA algorithm executes the core tabu 
search procedure and tracks the sufficiently “good” solutions found by simulated annealing 
procedure on the search history. The “good” solutions found by simulated annealing 
procedure are stored in the elite solution stack L. Each new good solution is “pushed” onto 
the solution stack L when it is discovered. Subsequently, such solutions may be “popped” 
from the stack L in turn as new incumbent solutions, from which an intensified search is 
performed in a pre-specified number of iterations (ImproveIter). Given the suitable 
temperature T, the solutions in the elite solution stack should not be exhausted. The 
algorithm terminates when the total number of iterations reaches to the given value or the 
solution is proved to be optimal. 
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It can be seen that the hybrid TSSA framework in Fig. 8 can be converted to the traditional 
tabu search by omitting the simulated annealing unit, whereas it can be converted to a 
general simulated annealing by setting the length of tabu list to zero and the length of 
solution stack L to one. Such hybrid TS/SA strategy retains advantages of tabu search and 
simulated annealing, and provides a promising methodology to solve the other 
computationally intractable problems. For different problems, the neighborhood structure, 
parameters and algorithm criteria should be designed appropriately. Due to utilizing the 
properties of the JSSP, the new hybrid algorithm is closer resemblance to tabu search. 
According to the characteristics of the different problems, it even may develop the different 
TS/SA framework, such as the SATS strategy which most closely resembles simulated 
annealing and incorporates tabu search into simulated annealing. In the next section, a 
detailed description of each component function of TSSA algorithm for the JSSP is provided. 

5. The implementation of TSSA 
5.1 Initial solution 
The initial solution can be generated by various methods such as the priority dispatching 
rules, the insertion algorithm, the shifting bottleneck procedure and random methods. 
Empirical testing shows that the initial solution methods affect the solution quality for tabu 
search algorithm, so that the better initial solution might provide better results. Thus, for the 
majority of the tabu search, the specialized initialization procedure is used to obtain the 
better initial solution. However, the initial solutions have little influence on the solution 
quality provided by TSSA algorithm, but are effective on the running time. Hence the search 
is initiated from the randomized active solution. 

5.2 The neighborhood structure 
Neighborhood structure and move evaluation strategies are directly effective on the 
efficiency of the search for the JSSP, and unnecessary and infeasible moves must be 
eliminated if it is possible. Currently, the most well-known neighborhood structures are all 
based on the concept of blocks. In the TSSA algorithm, taking account on a balance of the 
effectiveness and efficiency, if the number of operations is less than 200, then N6 
neighborhood structure introduced by Balas and Vazacopoulos (1998) is adopted; otherwise, 
the neighborhood structure proposed in this paper is applied.  

5.3 Move evaluation 
The run-time of local search algorithm for the JSSP is typically dominated by the cost of 
computing each move. Therefore, in order to make the algorithm more efficiently, a number 
of neighborhood evaluation strategies, such as exact methods and estimation methods, have 
been proposed. The procedure suggested by Ten Eikelder et al.(1999), called bowtie, is the 
most efficient exact method for the JSSP, which only recalculates the head and the tail values 
of the operations that need to be updated after the move. However, this exact method still 
takes a very long computational time for the larger instances. In order to accelerate the 
search process, the estimation methods which can quickly filter out moves that have a high 
probability of directing the search to new elite solution have been proposed. A fast 
estimation approach has been presented by Taillard (1994). A further accurate approach of 
this strategy has also been proposed by Nowicki and Smutnicki (2002), which is employed 
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in the famous i-TSAB algorithm. But these estimation strategies are only adapted to swap 
the adjacent operations of the critical block. A significant estimation strategy proposed by 
Balas and Vazacopoulos (1998) could be applied to reverse more than one disjunctive at a 
time, and the procedure of Balas and Vazacopoulos is also one of the most efficient 
implementations to solve the JSSP. The procedure of the estimation strategy proposed by 
Balas and Vazacopoulos is given as follows. 
L(i, j) and Lu,v (i, j) denoted as the length of a longest path from i to j (if it exists) before and 
after an interchange on u and v, respectively, and byλu,v(i, j) our evaluation (estimate) of Lu,v 
(i, j), namely 

 λu,v(0, n) = max{λu,v(0, w)+λu,v(w, n):  w∈Q}  (1) 

where Q := {u, l1, ….,lk, v} is the segment of the critical path P(0,n) containing u and v. Here 
the estimatesλu,v(0, w) andλu,v(w, n) are calculated recursively as follows. 
Case 1. The interchange on u and v is a forward one, then we have  
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Case 2. The interchange on u, v is a backward one. Then we have 
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In this paper, we compare the exact approach of Ten Eikelder et al. with the estimation 
approach of Balas and Vazacopoulos using our algorithm. The empirical testing shows that 
the estimation approach reduces the computational effort by 10 to 20 % in comparison with 
the exact approach, and the efficiency of the search increases as the instances become larger. 
Intuition suggests that exact approach might perform better than the estimation approach in 
the solution quality, but empirical results indicate that this intuition remains unconfirmed. 

5.4 Tabu list and tabu status of move 
The basic role of tabu list is to avoid the search process turning back to the solutions visited 
in the previous steps. The elements stored in the tabu list are the attributes of moves, rather 
than the attributes of solutions. The main purpose of using this attributive is to reduce the 
computational cost. A side effect of implementing the “a partial attribute” tabu list is that it 
may lead to giving a tabu status to unvisited solution or even an interesting solution. 
However, an aspiration criterion, which accepts the move provided that its makespan is 
lower than that of the current best solution found so far, is used by tabu search algorithm to 
avoid this problem. With our neighborhood structure, the move selected at each step may 
reverse more than one disjunctive arc and involve a sequence of operations. Unlike the 
majority of the previous tabu searches for the JSSP which only store the sequence of the 
operations exchanged in the tabu list, tabu search algorithm in this paper stores not only the 
sequence of the operations, but also their positions on the machine. This approach could 
better represent the attributes of moves. More precisely, if a move consists of the exchange 
on operations u and v, then a move achieved the same sequence of operations and positions 
(namely, the operations from u to v (u,..,w,..,v) and their positions on the machine from u to v 
(pu,..,pw,..,pv)) is not permitted for the duration that the move is recorded as “tabu”.  
The length of the tabu list determines the time limit of the moves remaining on the memory, 
which is discouraged at the current iterations. Therefore, the length of the tabu list plays an 
important role in the search process. Moreover, if the length of list is too short cycling 
cannot be avoided; conversely, a too long size creates too many restrictions and influences 
the intensification of the search. It has been observed that the average number of the visited 
solutions grows with the increase of the tabu list size. How to effciently set the length of 
tabu list in JSSP is still open problems, and setting the parameters often suffers from tedious 
trial and error. An empirical study suggests it may be possible to obtain superior results 
when the length of tabu list is allowed to vary dynamically during the course of the search. 
For example, Taillard (1994) suggests the length of the tabu list be randomly selected from a 
range between given minimal and maximal values and changed each time a number of 
iterations. Another example is the somewhat more sophisticated approach of Dell’Amico 
and Trubian (1993).  
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Therefore, dynamic tabu list is applied and the length of tabu list is randomly chosen 
between two given minimal and maximal values [Lmin, Lmax]. Our preliminary experiments 
show that the suitable length of tabu list increases as the ratio of the number of jobs (n) to 
the number of machines (m) becomes larger for the considered problem. The smallest length 
of tabu list could be set to L = 10+n/m for getting good results, and Lmin = [L], Lmax = [L+2] 
are appropriate values for the JSSP. 

5.5 The recovery of the elite solutions based on the simulated annealing 
In this paper, a powerful recency-based memory mechanism, which utilizes simulated 
annealing to find the elite solutions inside big valley, is built in the core tabu search and 
induces the search to pursue different trajectories. The recency-based memory mechanism is 
adjusted as follows. If the current solution satisfies:  

 f(s*) < f(sb) or exp(f(sb) - f(s*))/T > random [0, 1]  (2) 

f (s*) and f (sb) stand for the makespans of the current solution and the best solution, 
respectively, then the solution is pushed onto the elite solution stack L. However, if a pre-
specified number of iterations (ImproveIter) have been executed without an improvement in 
the best-so-far solution, the solution on top of the solution stack L is popped, shifted to the 
active schedule and installed as the current solution. The TSSA algorithm then reinitiates the 
core tabu search procedure from the new current solution, as well as resets the original 
parameters and clears the tabu list.  
During the run of the TSSA, the elite solutions found by simulated annealing are stored in 
the elite solution stack L. The maximum number of the solution stack L is a fixed number 
and denoted as Maxelite. For the test instances, a Maxelite of 30 is found to offer an 
appropriate value. Temperature T of simulated annealing has an important influence on the 
selected elite solutions and consequently affects the quality of solution provided by TSSA 
algorithm. If the temperature is too low, the algorithm may be terminated earlier due to the 
elite solution stack being quickly exhausted, whereas if the temperature is too high, it can 
not guarantee that the elite solutions are effectively selected. Empirical testing shows that 
the suitable temperature T increases as the instances size becomes larger. For the general 
JSSP instances, T can be set to value 2-6 according to the instance size. It can be set to  
T = bestMakespan/Temp, where bestMakespan is the best makespan found so far and Temp 
means a fixed parameter based on the instance size. It can be seen that the temperature 
decreases as the best makespans being found, so simulated annealing performs a “fine” 
search around local optima. In addition, it must be noted that the solutions that run during 
the course of the tabu search only guarantee the semi-active schedules, not the active 
schedules. However, the optimal schedule is in the set of the active schedules. Therefore, the 
TSSA algorithm converts the semi-active schedules popped from the elite solution stack into 
active schedules. This approach could better direct the search to explore new promising 
regions and hopefully increase the chances of finding the global optimum. 

5.6 Move selection 
The choice rule of the tabu search method is to select the move which is non tabu with the 
lowest makespan or satisfies the aspiration criterion. Nevertheless, a situation may arise 
where all possible moves are tabu and none of them satisfy the aspiration criterion. In such a 
case, one might use the oldest tabu move, or randomly select a tabu move. Empirically, the 
second strategy that randomly selects a move among the possible moves proves better and 
is implemented in the TASA algorithm. 
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5.7 Cycle check 
TSSA algorithm employs a simple and fast mechanism similar to TSAB, with the exception 
of setting the cycle_gap to fixed numbers, to detect the cycling behavior. The detailed 
contents can be seen by Nowicki & Smutnicki (1996) and Jain et al. (2000). When a cycle is 
detected, instead of continuously intensifying search to the current solution by the N6 
neighborhood, we apply the N1 neighborhood structure to yielding a small perturbation to 
the current solution. This mechanism is able to remain nearby the current solution while 
simultaneously inducing search to escape from the cycling. 

5.8 Termination criterion 
The algorithm stops when it has performed a given total number of iterations (TotIter), or 
the elite solution stack has been exhausted, or the solution is proved to be optimal. If one of 
the following conditions is satisfied: (1) All critical operations are processed on the same 
machine (i.e. only one critical block is generated) or belong to the same job (i.e. each block 
consists of only one operation); (2) The makespan is equal to the known lower bound, then 
the solution is optimal and the algorithm is terminated. In addition, the elite solution stack 
should not be exhausted provided that the temperature T is suitably set. 

6. Computational results 
The proposed algorithm above was implemented in VC++ language on a personal computer 
Pentium IV 3.0G. In order to evaluate and compare the performance of this algorithm, we 
tested it on the well-known benchmark problems taken from literature. These job shop 
scheduling instances include the following classes: 
(a) Three instances denoted as FT6, FT10, FT20 (size n×m = 6×6, 10×10, 20×5) due to Fisher 
and Thompson (1963), forty instances LA01-40 (size n×m = 10×5, 15×5, 20×5, 10×10,15×10, 
20×10, 30×10, 15×15) due to Lawrence (1984), five instances ABZ5-9 (size n×m = 10×10, 
20×15) due to Adams et al. (1988) and ten instances ORB01-10 (size n×m = 10×10) due to 
Applegate & Cook (1991).  
(b) Four instances denoted as YN1-4 (size n×m = 20×20) due to Yamada & Nakano (1992) 
and twenty instances SWV01-20 (size n×m = 20×10, 20×15, 50×10, 50×10) due to Storer et al. 
(1992). 
(c) Eighty instances denoted as DMU01-DMU80 (size n×m= 20×15, 20×20, 30×15, 30×20, 
40×15, 40×20, 50×15, 50×20) due to Demirkol et al(1998).  
The FT, LA, ABZ, SWV and YN problems are available from the OR Library site 
http://www.ms.ic.ac.uk/job/pub/jobshop1.txt, while the DMU problems are available 
from http://gilbreth.ecn.purdue.edu/~uzsoy2/benchmark/problems.html. For these 
benchmark set, the best known upper bounds (UBbest) and the best known lower bounds 
(LBbest) are taken from Jain et al. (1999) and updated with the improved results from 
Nowicki & Smutnicki (2002).  
To analyze the quality of the solutions, the mean relative error (MRE) was calculated from 
the best known lower bound (LBbest), and the upper bound (UBsolve) that is the makespan of 
the best solution solved by our algorithm, using the “relative deviation” formula  
RE =100×(UBsolve − LBbest) / LBbest for each instance. Due to the stochastic properties of this 
algorithm, it is not reasonable to compare the best makespan MRE (b-MRE) of TSSA with 
the results of the other algorithms. Therefore, in order to fairly evaluate the performance of 
TSSA algorithm, we compared the mean performance (av-MRE) of TSSA with the results of 
the other algorithms.  
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In the remainder of this section, the first section gives the comparison of the neighborhood 
strategies and the move evaluation strategies respectively, in order to analyze the new 
neighborhood structure and the estimation strategy used in this paper. In the second section 
the proposed TSSA algorithm is performed on a large number of the benchmark instances to 
measure the performance of this algorithm.  

6.1 Comparison of the neighborhood structures and move evaluation strategies 
In order to compare the neighborhood structures and move evaluation strategies effectively, 
we set the length of elite solution stack L (Maxelite) to 0, and convert the TSSA algorithm to 
the traditional tabu search algorithm. 
(1) Comparison of the neighborhood structures 
Six neighborhood structures are tested and compared below. They are denoted by NS1 (van 
Laarhoven et al. 1992, N1), NS2 (Chambers & Barnes, 1994), NS3 (Nowicki & Smutnicki 
1996, N5), NS4 (modify the Dell’Amico & Trubian, 1993, N4), NS5 (Balas & Vazacopoulos 
1998, N6). Finally, NS6 denotes our new neighborhood structure. Meanwhile, NS1, NS2, 
NS3 and NS5 are well-known neighborhoods in literature, and these neighborhoods are all 
based on the concept of block except for N1. For further information, see Section3 and 
Blażewicz et al. (1996). NS4 slightly differs from N4 introduced by Dell’Amico and Trubian. 
NS4 neighborhood moves the operations in a block to the beginning or the end of this block 
according to the procedure of Dell’Amico & Trubian (1993), and the moves do not allow for 
an interchange on u and v when the critical path containing u and v contains neither JS[u] 
nor JP[v]. 
In order to evaluate these neighborhood structures exactly, we use tabu search algorithm as 
the platform, and the difference only exists among the neighborhood structures. The initial 
solution is generated by SPT priority dispatch rule, and the length of tabu list is set to 12 
suggested by Geyik & Cedimoglu (2004) except for NS1 which applies the approach of 
Taillard. Each move in the neighborhood is evaluated exactly. The algorithm is terminated 
when the number of disimproving moves reaches to the value 3000. The benchmark set FT, 
LA, ABZ, SWV and YN containing 72 instances are tested. Moreover, several measures that 
gain some statistics relating to the comparison are presented. They are the mean makespan 
Cmax (MCmax), the number of the solution found equal to the known best solution (NBE), the 
mean number of evaluated neighbors (MEN), the mean number of iterations (MNI) and the 
total CPU time performed in all instances (CPU-time).  
 

 NS6 NS5 NS4 NS3 NS2 NS1 
MCmax 1416 1420 1415 1462 1473 1600 
MRE 3.31 3.51 3.45 5.52 5.84 12.6 
NBE 32 33 32 26 24 20 
MEN 106163 70216 127140 48973 48510 107649 
MNI 5731 5468 5619 6690 6206 4149 

CPU-time 309 205 462 121 134 307 

Table 2. The comparison of the six neighborhood structures 

Table 2 summarizes the computational results relating to the six neighborhoods. NS6 offers 
the minimum MRE value among the six neighborhood structures. The MRE provided by 
NS4 (better than the original N4) is close to that of NS6, but NS4 consumes too much 
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computing times. NS5 is more effective than NS3, NS2 and NS1, and NS3 is better than NS2 
and NS1. Overall, it can be seen that NS6 is an effective neighborhood structure for the JSSP.  
(2) Comparison of the move evaluation strategies 
The estimation approach proposed by Balas and Vazacopoulos and the exact evaluation 
approach suggested by Ten Eikelder et al. are compared using the tabu search algorithm as 
the test platform, see Table 3. The two test platforms are all similar except for the move 
evaluation methods. To make a full statistical comparison, all sets of benchmarks applied in 
this paper are selected and used to test. Table 3 presents the results of the estimation 
approach (Balas and Vazacopoulos) and the exact approach (Ten Eikelder et al.) when 
initiated from SPT priority rule.  
 

 MCmax MRE NBE MEN MNI CPU-
time 

Tabu list 
size 

estimation 
approach 3340 4.42 40 215598 10445 367.2 12 

exact approach 3339 4.44 41 234598 10785 2206.8 12 

Table 3. Comparison of the estimation approach (Balas) with the exact approach (Ten 
Eikelder)  

The empirical results in Table 3 indicate that the estimation approach of Balas and 
Vazacopoulos is about 5-6 times faster on average in evaluating moves in comparison to the 
exact evaluation of Ten Eikelder et al. In the experiments, the estimation approach performs 
better than the exact approach, by not only getting to the solutions faster, but also having no 
effect on the solution quality. For example, these two evaluation strategies provide the 
approximately similar value of MRE. However, it can be seen from Table 3 that the 
estimation approach need the relatively “small” MNI (the mean number of iterations) to 
achieve the similar value of MRE. A plausible explanation for this is that applying the 
estimation strategy leads to the algorithm to intensify search in the visited region and 
mitigates the drawback of the estimation approach. Therefore, the estimation approach 
proposed by Balas and Vazacopoulos is implemented to perform these computations of each 
move in the following section. 

6.2 TSSA algorithm for the JSSP 
We compared the TSSA algorithm with the best approximation algorithms which provide 
the detailed computational results, and used the following notation for those algorithms: 
TSAB stands for the Taboo Search of Nowicki & Smutnicki (1996), BV stands for the Guided 
local Search with Shifting Bottleneck of Balas & Vazacopoulos (1998). Meanwhile, SB-RGLS5 
stands for the solution of SB-RGLS5 procedure of Balas & Vazacopoulos (1998) and BV-best 
stands for the best solution obtained by Balas & Vazacopoulos. TSSB stands for a tabu 
search method guided by shifting bottleneck of Pezzella & Merelli (2000). Among these 
papers listed above, the algorithms TSAB, BV and TSSB provide the detailed makespan and 
running time of each instance. 
TSSA algorithm offers a very short running time within several minutes (even seconds) on 
our personal PC for the general hard instances, and it requires about ten minutes for the 
particularly hard instances. Nevertheless, empirical studies of processor speeds show that it 
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is hard to get the real computer-independent CPU time. Hence, in this paper we enclosed 
for each algorithm the original name of machine and the original running time to avoid 
discussion about the different computers speed used in tests.  
TSSA algorithm was initiated from the active solution randomly generated. Parameters of 
the length of tabu list, ImproveIter (limit on umimproved iterations), T (Tempeature) and 
TotIter (the total number of the iterations) were chosen experimentally in order to ensure a 
compromise between efficiency and effectiveness. The choice of the length of tabu list can be 
seen in the Section 5.4. Parameter ImproveIter was bounded by the given minimal and 
maximal values between 2500-5000 depending on the number of jobs (n) and the number of 
machines (m). More precisely, if the result of 10×n×m is between 2500-5000, then ImproveIter 
= 10×n×m. Otherwise, if the result of 10×n×m is less than 2500 or more than 5000, then 
ImproveIter = 2500 or ImproveIter = 5000 respectively. For the test instances, we set T = 
bestMakespan/Temp, see Section 5.5. Meanwhile, if the number of operations is less than or 
equal to 400, Temp = 300. Otherwise, Temp = 300+50×n/m. The parameter TotIter has an 
influence on the running time and solution quality of this scheme. The increasing of TotIter 
yields a higher possibility of obtaining a high-quality solution. However, a further increase 
of this parameter has little influence on the makespan but evidently increases the running 
time. In order to ensure the balance between the running time and solution quality, our 
preliminary experiments show that TotIter can be set to n×100000/2 for general hard 
instances, but for the particularly hard instances it increases correspondingly for the sake of 
finding a better solution.  
During various tests (with tuning parameters) and standard tests, TSSA algorithm found 
some new upper bounds. The best upper bounds may be found after the running of many 
times, but standard tests only ran ten times to get the average makespan and running time 
of each instance. 
(1) Results for instances (a) 
In this section we discuss the behavior of TSSA on the four oldest benchmarks: FT6,10,20, 
ABZ5-9, LA01-40 and ORB01-10. The number of their operations ranges from 55 to 300. 
Despite their relatively small size, these instances were very hard to solve. For example, 
FT10 remained unsolved until twenty years later. However, by years, these instances have 
been solved optimally except for ABZ8 and ABZ9, some of them by the B&B scheme, some 
by approximate algorithms. 
Firstly, the common benchmarks FT, LA and ABZ are tested by TSSA algorithm. The 
problems FT20(20×5), LA01-05(10×5), LA6-10(15×5), LA11-15(20×5) and LA30-35 (30×10) are 
relatively easy because the number of jobs is several times larger than the number of 
machines. They could be solved to optimality by TSSA algorithm in a second, so their 
results are omitted from the table. Table 4 shows the comparison of the performance of 
TSSA algorithm with those of TSAB, BV-best and TSSB. In this table, it lists the best MRE (b-
MRE), the average MRE (av-MRE) and the average running time of each group (Tav) of each 
algorithm. We enclose the original running time and original machines reported by the 
authors of TSAB, BV-best and TSSB in Table 4 (similar to Table 5-8 below). It can be seen 
that TSSA algorithm performs very quickly and acquires the results in only half a minute on 
average on the personal PC. On these problems, the av-MRE of TSSA is clearly lower than 
the MRE of TSAB and TSSB, and the b-MRE of TSSA is also better than the b-MRE of BV-
best. 
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TSSA TSABa BV-bestb TSSBc Problem 
group 

 
Size b-MRE av-MRE Tav(s) MRE Tav(s) b-MRE Tav(s) MRE Tav(s) 

LA01-05 10×5 0.00 0.00 0.0 0.00 3.8 0.00 3.9 0.00 9.8 
LA16-20 10×10 0.00 0.00 0.2 0.02 68.8 0.00 25.1 0.00 61.5 
LA21-25 15×10 0.00 0.03 13.6 0.10 74 0.00 314.6 0.10 115 
LA26-30 20×10 0.02 0.02 15.2 0.16 136.4 0.09 100.0 0.46 105 
LA36-40 15×15 0.03 0.19 36.1 0.28 375.6 0.03 623.5 0.58 141 
ABZ5-6 10×10 0.00 0.00 2.7 0.08 16.5 0.00 252.5 0.00 77.5 
ABZ7-9 20×15 2.10 2.80 88.9 4.34 － 2.45 6680.3 3.83 200 
Average  0.31 0.43 22.3 0.71 － 0.37 1142.8 0.71 101.4 

a the CPU time on the personal computer AT386DX. 
b the CPU time on the SUN Sparc-330. 
c the CPU time on personal computer Pentium 133MHz. 
Table 4. Comparison with the other three algorithms for LA and ABZ instances 
 

TSSA BV 
Problem Size UB(LB) 

Best Mav Tav(s)
 

TSAB SB-
RGLS5 BV-best 

TSSB 

FT10 10×10 930 930* 930 3.8 930 930 930 930 
LA19 10×10 842 842* 842 0.5 842 842 842 842 
LA21 15×10 1046 1046* 1046 15.2 1047 1046 1046 1046 
LA24 15×10 935 935* 936.2 19.8 939 935 935 938 
LA25 20×10 977 977* 977.1 13.8 977 977 977 979 
LA27 20×10 1235 1235* 1235 11.7 1236 1235 1235 1235 
LA29 20×10 1152 1153 1159.2 63.9 1160 1164 1157 1168 
LA36 15×15 1268 1268* 1268 9.9 1268 1268 1268 1268 
LA37 15×15 1397 1397* 1402.5 42.1 1407 1397 1397 1411 
LA38 15×15 1196 1196* 1199.6 47.8 1196 1196 1196 1201 
LA39 15×15 1233 1233* 1233.8 28.6 1233 1233 1233 1240 
LA40 15×15 1222 1224 1224.5 52.1 1229 1224 1224 1233 
ABZ7 20×15 656 658 661.8 85.9 670 664 662 666 
ABZ8 20×15 665(645) 667 670.3 90.7 682 671 669 678 
ABZ9 20×15 679(661) 678d 684.8 90.2 695 679 679 693 
MRE   0.43 0.67 － 1.04 0.61 0.53 1.09 

* The best solutions found by our algorithm are equal to the best known lower bounds 
d The best makespans our algorithm found are better than the best previously known values  

Table 5. Results for the fifteen tough instances 
To make a more detailed performance comparison of the TSSA algorithm with the other 
algorithms, we select the fifteen most difficult instances among FT, LA and ABZ 
benchmarks. The majority of the 15 instances have been viewed as computational 
challenges, and even the optimal solutions of the ABZ8 and ABZ9 instances remain 
unknown until now. Table 5 shows the makespan performance statistics of each algorithm 
for the fifteen difficult problems, and Fig. 9 illustrates the gantt chart of the optimum 
solution for LA38 (15×15). 
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In this table, the column named UB (LB) lists the best known upper bounds(lower bounds) 
indicates in Jain et al. (1999), the next columns named Best, Mav, Tav show the best 
makespan, average makesan and average computing time in seconds obtained by TSSA 
algorithm over 10 runs respectively, and the last four columns show the results of the TSAB, 
SB-RGLS5, BV-best and TSSB. The last line shows the mean relative error (MRE) in order to 
analyze the effectiveness of these algorithms. 
Table 5 shows that the av-MRE provided by TSSA is lower than the MREs of TAAB and 
TSSB, and is close to the MRE of SB-RGLS5. The b-MRE provided by TSSA is better than that 
of BV-best. Moreover, TSSA finds the optimal solution for the notorious instance FT10 
almost every time within four seconds on average. Even for the general 15×15 instances, for 
example LA36 instance, TSSA has the capability of finding the optimal solution every time 
only in less than ten seconds on average. It must be pointed out that, unlike the majority of 
algorithms which are initiated from the better initial solution generated by the specialized 
methods, TSSA algorithm obtains these results from randomly initial solution. This indicates 
that TSSA algorithm is very robust and efficient. Among the fifteen instances, TSSA found 
the optimal solutions of ten (out of thirteen instances whose optimal solution values are 
known), and improved one upper bound among two unsolved instances, namely: 
ABZ9―678. 
 

 
Fig. 9. Gantt chart showing the optimum solution for LA38 (15×15)  

Finally, the ORB class which contains 10 instances is analyzed. Table 6 lists the detailed 
results of comparison. In this table, TSSA is clearly better than TSAB, BV-best and TSSB in 
terms of the solution quality. For example, TSSA found the optimal solutions for all 
instances, whereas BV-best, which is the best algorithm among the other three algorithms, 
found the optimal solutions for eight out of ten problems.  
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TSSA TSAB＇ BV-bestb TSSBc  
Problem 

 
Size 

 
LB Best Mav Tav(s) Makespan CI-

CPU Makespan CPU(s) Makespan CPU(s) 

ORB01 10×10 1059 1059* 1059 3.5 1059 548 1059 17.3 1064 82 
ORB02 10×10 888 888* 888.1 6.4 890 376 888 88.4 890 75 
ORB03 10×10 1005 1005* 1012.5 13.8 1005 356 1005 16.2 1013 87 
ORB04 10×10 1005 1005* 1008.3 14.3 1011 427 1013 285.6 1013 75 
ORB05 10×10 887 887* 888.6 6.6 889 389 889 15.2 887 81 
ORB06 10×10 1010 1010* 1010 8.5 1013 472 1010 124.8 － － 
ORB07 10×10 397 397* 397 0.5 397 642 397 69.2 － － 
ORB08 10×10 899 899* 902.5 7.2 913 568 899 97.6 － － 
ORB09 10×10 934 934* 934 0.4 941 426 934 73.2 － － 
ORB10 10×10 944 944* 944 0.3 946 667 944 14.2 － － 

ORB01-10   0.0 0.17 6.2 0.37 487.1 0.10 80.2 0.46 80 

Table 6. Results for ORB01-10 instances 
(2) Results for instances (b) 
YN class contains 4 instances with size 20×20, and no optimal solutions have been known. 
SWV class contains 20 instances with the number of operations between 200 and 500, and 
nine of them have not been solved for the optimal solutions. Benchmarks YN and SWV have 
not been tested by algorithm TSSB. Therefore we primarily compare TSSA with SB-RGLS5 
and BV-best.  
Table 7 shows the detailed results of comparison for YN instances. The solution quality TSSA 
algorithm provides is clearly better than that of BV in a short time. For example, TSSA 
algorithm achieves av-MRE = 6.99% within two minutes on our personal PC, whereas BV-best 
needs approximately 150 minutes on the SUN SParc-330 to achieve the similar aim. Moreover, 
TSSA algorithm found two new upper bounds, namely: YN1―884 and YN2―907. Fig. 10 
illustrates the gantt chart of the best solution whose makespan is equal to 884 for YN1.  
Similarly as for YN instances, the detailed results for SWV instances are shown in Table 8. In 
order to find a better solution, TotIter is set to n×100000 for SWV instances. The solution 
quality TSSA algorithm provides outperforms that of BV in a short time. For example, for 
SWV06-10 instances, TSSA algorithm offers b-MRE = 6.91% in about three minutes on the 
personal PC, whereas BV-best provides b-MRE = 8.11% in approximately 180 minutes on 
the SUN SParc-330. Moreover, for SWV01-10 instances, TSSA algorithm found three new 
upper bounds, namely: SWV04―1470, SWV08―1756 and SWV10―1754.  
 

TSSA  BVb  
Problem 

 
Size 

 
UB(LB) Best Mav Tav(s)  SB-RGLS5 CPU(s) BV-best CPU(s) 

YN1 20×20 885(826) 884d 891.3 106.3  893 3959.2 891 9382.4 
YN2 20×20 909(861) 907d 911.2 110.4  911 5143.2 910 11647.2 
YN3 20×20 892(827) 892 895.5 110.8  897 4016 897 4016 
YN4 20×20 968(918) 969 972.6 108.7  977 7407.2 972 10601.2 

YN1-4   6.4 6.99 109.1  7.2 5131.4 6.98 8911.7 

Table 7. Results for YN1-4 instances 
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Fig. 10. Gantt chart showing the best solution (makespan is equal to 884) for YN1 
 

TSSA BVb  
Problem 

 
Size 

 
UB(LB) Best Mav Tav(s) SB-RGLS5 CPU(s) BV-best CPU(s) 

SWV01 20×10 1407 1412 1423.7 142.1 1418 1498 1418 1498 
SWV02 20×10 1475 1475* 1480.3 119.7 1484 1389.2 1484 1389.2 
SWV03 20×10 1398(1369) 1398 1417.5 139.1 1443 － 1425 3302 
SWV04 20×10 1474(1450) 1470d 1483.7 143.9 1484 1621.2 1483 2433.2 
SWV05 20×10 1424 1425 1443.8 146.7 1434 1961.2 1434 1961.2 

SWV01-05   0.78 1.76 138.3 1.97 1617.2 1.69 2116.7 
SWV06 20×15 1678(1591) 1679 1700.1 192.5 1710 5446 1696 11863 
SWV07 20×15 1600(1446) 1603 1631.3 190.2 1645 3903.2 1622 10699 
SWV08 20×15 1763(1640) 1756d 1786.9 190 1787 4264 1785 10375 
SWV09 20×15 1661(1604) 1661 1689.2 193.8 1703 4855.2 1672 12151 
SWV10 20×15 1767(1631) 1754d 1783.7 184.6 1794 3005.2 1773 10332 

SWV06-10   6.91 8.66 190.2 9.27 4294.7 8.11 11084 

Table 8. Results for SWV01-10 instances 

7. Conclusion 
The efficiency of the tabu search for the JSSP depends on the neighborhood structures and 
initial solution. In this paper, firstly, a new neighborhood structure is constructed, which 
could investigate much larger solution space. We compare the new neighborhood structure 
with the other five neighborhood strategies, and confirm that it is an effective neighborhood 
structure for the JSSP. Furthermore, the effects of neighborhood evaluation strategies are 
investigated. Empirical testing discloses that the estimation approach introduced by Balas 
and Vazacopoulos not only significantly improves the efficiency of the search, but also has 
no material effect on the solution quality. 
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Secondly, through the proper use of the structure of the solution space (especially the big 
valley), we developed the novel hybrid TSSA algorithm which combines the advantage 
properties of simulated annealing with tabu search strategy. This algorithm mitigates the 
drawback of tabu search and could reduce the influence of the initial solution and obtain the 
high-quality solutions in a short running time on a modern PC, which have been confirmed 
by tests on a large number of benchmark problems. Moreover, it improves a lot of the 
current best solutions with reasonable computing times. These indicate that TSSA algorithm 
is a very robust and efficient algorithm for the considered problem. The general idea of the 
hybrid of tabu search and simulated annealing could also be applied to solving the other 
difficult combinatorial optimization problems. 
In addition, we observed that the TSSA algorithm has better efficiency for the JSSP than the 
traditional tabu search when n≤2m; nevertheless, for some rectangle problems (n>>m) tabu 
search with the powerful neighborhood structures and dynamic tabu list could be more 
effective than the hybrid tabu search approach. Therefore, a subject of future work would 
exploit the more effective diversification strategy of hybrid tabu search. In addition, how to 
efficiently set the tabu list in JSSP is still an open problem. The growing researches suggest 
that the length of short term memory varies dynamically in response to the changing 
conditions of the search, but there is still a broad research for better implementations.  
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1. Introduction 
Tabu search was initially developed by Glover (1989, 1990), and has been applied to a 
number of forest management and planning problems (Murray & Church 1995; Bettinger et 
al. 1997, 1998, 2002; Boston & Bettinger 1999; Brumelle et al. 1998). In general, when using 
tabu search to address forest management and planning problems, a number of forest plans 
are deterministically developed and assessed, each subsequent plan being slightly different 
than its predecessor, and thus each is considered an iteration of the modeling process. A 
large number of iterations are usually required to ensure that the search process has 
explored the solution space sufficiently. In most cases in forest planning, tabu search is used 
as a 1-opt search process, where a feasible forest plan is modified by changing the status 
(harvest timing, prescription, etc.) of a single forest management unit, thus creating a new 
plan. However, as we will see, other intensification and diversification processes have been 
used to expand the capabilities of the search process. 
A tabu search process begins with an initial, randomly defined, feasible solution (forest 
plan) (Figure 1). A simple Monte Carlo (i.e., random) process is generally used to select 
timber stands and management prescriptions, and constraints are assessed with 
programming logic to ensure that each choice results in a feasible solution. Feasibility is not 
difficult to obtain in the initial solution, as most choices are made by avoiding the violation 
of constraints. However, the initial solution is generally of low quality. This process is 
consistent with much of the work related to the use of heuristics in forestry (e.g., Bettinger et 
al. 1998). With each iteration (k) of the tabu search algorithm, a new feasible solution (x k) is 
created from a transformation of the previous feasible solution (x k-1) by a move (δ). A δ is a 
transition from one feasible solution to another feasible solution. The δ may represent the 
change that results in the best possible improvement in solution x k-1, or that results in the 
least deterioration in the value of x k-1 (Voβ 1993). 
With this search technique, a δ can consist of assigning a different prescription to a timber 
stand (1-opt δ) or swapping the prescriptions assigned to two different timber stands (2-opt 
δ). A candidate δ cannot consist of the assignment of more than one prescription to a timber 
stand. Each feasible δ requires that it does not result in a violation of the constraints. In all 
cases, a tabu tenure is assigned to each δ and aspiration criteria are employed. Most forest 
planning applications of tabu search involve the scheduling of harvests to timber stands. 
However, the allocation of timber stands and cutting patterns to logging systems has been 
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explored with tabu search (Murphy 1998), as have optimal methods for bucking (cutting) 
logs from trees (Laroze & Greber 1997). 

2. Intensification processes within tabu search 
Recently, some have suggested that enhancements are necessary to tabu search to allow it to 
locate increasingly efficient solutions for complex forest planning problems, such as those 
facing forest landowners (Bettinger et al. 1999, Caro et al. 2003, Richards & Gunn 2000). One 
enhancement to tabu search that has shown promise in forest management applications is 
the addition of a 2-opt search strategy. A 1-opt search strategy in forest management 
planning is generally used to select the management prescription or harvest timing for a 
stand of trees. Simply stated, the best change to a forest plan is selected from the tabu search 
neighborhood, and if not tabu (or if tabu and if it passes the aspiration criteria test), the 
change is incorporated into the forest plan. A 2-opt search strategy is used to switch the 
prescription or timing of harvest of two separate stands of trees. This switching results in 
less of an impact on the objective function, and results in changes to forest plans that might 
not otherwise be acceptable in similar consecutive 1-opt choices. Several studies in the forest 
management literature have confirmed the notion that the addition of this process to a tabu 
search procedure will lead to significantly higher quality forest plans (Bettinger et al. 1999, 
Boston & Bettinger 2001a, Bettinger et al. 2002, Caro et al. 2003, Batten et al. 2005). 
There are two drawbacks to the use of the 2-opt process in forest planning. First, it cannot be 
used in the absence of a 1-opt process. The 2-opt process can only switch management 
opportunities that are currently in a forest plan. For example, if all of the timber stands in a 
forest plan are scheduled for harvest in the first year of a ten-year plan, there is no 
opportunity with the 2-opt process to schedule stands in the other nine years. A 1-opt 
process provides these opportunities by changing the harvest timing of individual timber 
stands. Second, the 2-opt process is an intensive process from a computer processing 
standpoint, since the full neighborhood is about 0.5 (n x n) in size rather than (n x p), where 
n represents the number of stands, and p represents the number of prescriptions or harvest 
timing choices (generally a small number). This is important when developing a tactical 
plan that may cover 20 or more years and involve thousands of timber stands. Caro et al. 
(2003) investigated the use of 2-opt neighborhoods as well, yet in this case, the 2-opt process 
was only used to mitigate infeasibilities generated by 1-opt moves. 

3. Diversification processes within tabu search 
A number of diversification processes can be used to force a tabu search process to un-
explored areas of the solution space. One involves the use of long-term memory. Here, the 
frequency with which choices are evaluated for each stand of trees is tracked, and at some 
point during the search, the least-selected choices can be forced into the solution. Boston & 
Bettinger (1999) illustrated the use of such a diversification process in a forest planning 
problem, however they found that simulated annealing was able to produce better 
solutions, even though tabu search produced solutions with less variability. Brumelle et al. 
(1998) tested frequency-based diversification within tabu search to force the process to test 
harvesting alternatives that were rarely selected during the development of a forest plan. In 
this work, a static diversification scheme was used to determine when to diversify the 
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search. This consisted of initiating the process every x iterations, the size of which was 
explored through trial-and-error. In addition, a process for determining when to diversify 
was developed whereby the diversification process was initiated whenever the average 
improvement in objective function value fell below some pre-defined threshold. Neither of 
these diversification schemes, once optimal parameters were identified, outperformed the 
other. 
Pukkala & Heinonen (2006) suggest that when applying tabu search to forest management 
problems, one way to prevent the increase in computational time as a problem gets larger is 
to decrease the size of the neighborhood. In a large forest planning problem, Bettinger et al 
(2007) described how a region-limited neighborhood could be used in conjunction with tabu 
search to effectively allow the development of a forest plan. The management problem 
involved scheduling stand-density management prescriptions to over 17,000 timber stands 
contained within a 178,000 ha watershed in eastern Oregon (USA). Two types of tabu search 
were utilized: 1-opt moves only (changing the prescription of a single timber stand), and 1-
opt and 2-opt moves (switching the prescriptions of two timber stands). The objective of the 
problem was to locate a plan that provided the highest, and most even timber harvest 
volume over a 100-year time horizon. The attainment of the objective was complex in that 
the prescriptions available to each timber stand involved partial cutting activities that 
produced timber volume at various points in time through the 100-year time period. Given 
the size of the problem and the observation that developing a full neighborhood for 1-opt 
moves was computationally slow, the search was adjusted to examine 1-opt moves only 
within a 2,000 timber stand window. This window shifted 1 stand upward with each 
iteration of the tabu search process. When used, the 2-opt neighborhood was even smaller 
(1,000 stands), and shifted by 20 stands with each iteration of the search process. While 
using the full neighborhood produced harvest levels that were, on average, consistent with 
the region-limited process, the region-limited process produced harvest levels that 
contained less variation across the 100-year time horizon, thus these solutions were noted as 
being superior to those derived when using the full neighborhood. However, some of this 
improvement is attributable to the use of the 2-opt neighborhood of choices. Caro et al. 
(2003) also used sub-region tabu neighborhoods to limit the amount of computations 
necessary for each iteration of tabu search. And Heinonen & Pukkala (2004) diversified their 
tabu search process by developing neighborhoods of randomly-chosen 1-opt and 2-opt 
moves. In this sense, a full neighborhood was not developed due to the size of the problem, 
but a smaller neighborhood composed of randomly chosen moves was employed.  
Penalty functions have also been incorporated into tabu search processes to allow the search 
to more freely explore the solution space. Caro et al. (2003) allowed infeasible 1-opt moves 
to be accepted during a search, yet these infeasibilities were either mitigated using 2-opt 
moves, or a penalty was added to the objective function value to force (hopefully) the 
infeasibility to eventually go away. Richards & Gunn (2003) describe a strategic oscillation 
process where infeasible 1-opt moves are acceptable, yet they were penalized in the 
objective function using a biased penalty weighting procedure. Here, solutions (forest plans) 
that were "near" the boundary of the feasible region were penalized less than solutions that 
had moved further away from the boundary. The conclusion from these efforts is that for 
some problems, allowing solutions to temporarily deviate from feasibility could result in 
higher quality solutions. 
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4. Tabu tenure adjustment 
In general, when applied to forest planning problems, the tabu tenure is generally fixed. To 
locate the best fixed tabu tenure, this requires an extensive examination of a range of tabu 
tenures to locate those that produce high quality solutions. Not only is this parameterization 
process time-consuming, but also it must be performed for each forest planning problem. The 
size (number of timber stands and number of management actions that can be applied to 
each timber stand) and the complexity of each forest planning problem are so diverse that 
this situation precludes the attainment of a single tabu tenure rule for all problems. 
However, Heinonen & Pukkala (2004) suggested that the use of a tabu tenure which was 
one-fifth of the potential size of the tabu list might be appropriate in some instances. 
Modifications to a fixed tabu tenure have been explored in several forest planning efforts. 
For example, a randomly determined tabu tenure was described in Caro et al. (2003), 
Brumelle et al. (1998), and Pukkala & Kurttila (2005). This process randomly determines the 
length of the tabu tenure for each choice that was made, the length of which is usually 
confined to a suitable range of tabu tenures. 
Richards & Gunn (2003) suggested the use of a reactive tabu tenure, where when cycling of 
solutions is recognized, the tabu tenure is increased, and when cycling of solutions is not 
apparent, the tabu tenure is decreased. However, through partial experimentation of this 
method, they concluded that a fixed tabu tenure would be more appropriate, and that the 
extensive trial-and-error experimentation of tabu search to determine a tabu tenure could 
not be avoided. Pukkala & Kurtilla (2005) went further to assess the optimal range of the 
tabu tenure, and their work provides us with some guidance for certain types of forest 
planning problems. 

5. Meta-models involving tabu search 
A number of forest planning meta-models involving tabu search have been described in the 
literature. For example, tabu search has been used in conjunction with linear programming 
to illustrate how strategic and tactical goals could be met within a hierarchical system. In 
Boston & Bettinger (2001b), linear programming was used to solve a long-term forest 
planning problem, which was considered "relaxed" since spatial constraints were not 
incorporated into the planning system. Tabu search then used the outcomes of the optimal 
plan (harvest levels) to develop a tactical plan where spatial considerations were recognized 
and controlled. In this system the objective was to minimize the deviations between the 
harvest levels suggested by linear programming, and the harvest levels that could be 
accommodated in a tactical plan. 
Within forest management planning, tabu search has also been used in conjunction with 
several other heuristics in an effort to capitalize on the search behavior of each. For example, 
Boston & Bettinger (2001a) combine forest plans developed with tabu search with a genetic 
algorithm process where the better tabu search plans are periodically split and recombined 
at a randomly defined crossover point to diversify the search. In another area of work, 
Boston & Bettinger (2002) compared two meta heuristics that involved tabu search: (1) a 1-
opt tabu search process and a genetic algorithm process, and (2) a 1-opt and a 2-opt tabu 
search process and a genetic algorithm process. Here, the latter of the two provided the 
better solutions for the planning problems because, as we noted earlier, the addition of a 2-
opt process generally improves the quality of the outcomes. Li (2007) recently explored 
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numerous combinations of tabu search, simulated annealing, threshold accepting, and the 
raindrop method (Bettinger & Zhu 2006) to determine whether a meta-model could be 
developed that would capitalize on the search behavior of each. The transition between 
search processes in Li (2007) was determined by continuously assessing the quality of 
solutions, thus acquiring knowledge of the behavior, then switching heuristic processes 
when further improvements in solution quality were seemingly lacking. Nalle et al. (2004) 
embedded the tabu search neighborhood structure within a simulated annealing search 
process. Here, a neighborhood was defined as a forested stand and its adjacent neighbors, 
and when stand was selected for a 1-opt move, after the move was incorporated into the 
solution, its neighbors were then randomly selected for 1-opt moves using a simulated 
annealing process for a small number of iterations. Afterwards, another forested stand was 
selected, and its neighbors subjected to a simulated annealing process, and so on. This 
integration of techniques allowed small areas of the solution space to be more thoroughly 
analyzed than larger areas, and interestingly, the combination of techniques was 
computationally faster than the two methods working alone on the same problem. 

6. Incorporation of non-linear goal assessment processes 
One of the most common non-linear goal assessments in contemporary tactical forest 
planning processes involves the timing and placement of clearcut harvesting activities. The 
maximum size of clearcut harvests has been noted in several laws and policies related to the 
management of forests in North America. For example, in the United States, some state 
laws, such as those in place in Oregon, California, and Washington, recognize clearcut size 
limitations (Boston and Bettinger 2006). Some U.S. National Forests have limits on the sizes 
of clearcuts, such as the 16 ha maximum on the Chattahoochee-Oconee National Forest (U.S. 
Department of Agriculture, Forest Service 2004). Many industrial forestry organizations in 
the southeastern United States have also adopted the Sustainable Forestry Initiative 
(Sustainable Forestry Initiative, Inc. 2005) to show a commitment to social responsibility, 
and to demonstrate that their forests are managed in a sustainable manner. Like the Forest 
Stewardship Council (Forest Stewardship Council - U.S. 1996), participation in the 
Sustainable Forestry Initiative program is voluntary, and each program contains a number 
of principles and objectives that need to be implemented and achieved. One of the 
performance measures in the Sustainable Forestry Initiative program relates to the size, 
shape, and placement of clearcut harvests, which restricts the average size of clearcuts 48 ha 
or less. In addition, many companies have developed internal policies to voluntarily limit 
the maximum clearcut sizes to 96 ha or less (Boston and Bettinger 2001a). Some private 
landowners have also expressed an interest in adhering to these principles and objectives 
without the formality of becoming a member of a certification program (Batten et al. 2005). 
Controlling where and when harvests are placed on a landscape requires an additional, 
perhaps extensive, set of non-linear constraints to a forest planning problem formulation. 
There are two conceptual models of adjacency and green-up commonly used in forest 
planning, the unit restriction model (URM) and the area restriction model (ARM), both of 
which are described in detail by Murray (1999). The URM controls the placement of 
activities by precluding the scheduling of one harvest that might touch (or be near) another 
harvest that has already been scheduled. The ARM controls the size of activities being 
scheduled by allowing adjacent activities to be scheduled concurrently (within the green-up 
period) as long as the total size does not exceed some pre-defined maximum. If timber 
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stands are small relative to the maximum harvest area, URM constraints may significantly 
mis-represent the problem (Barrett and Gilless 2000), a concern that must be kept in mind, 
since changing the maximum harvest area in a planning problem is relatively easy, while 
changing the average size of stands of trees maintained in a geographic information system 
is relatively difficult. The ARM is not constrained in this manner, and can rely on the most 
disaggregate data available (Murray and Weintraub 2002). In our assessment of the recent 
literature, the URM and ARM are equally addressed, suggesting that each method has value 
even though they have their limitations. Inherent in each conceptual model is the green-up 
period, or exclusion, period. This is the length of time that must pass before activities are 
allowed in adjacent management units or stands. The green-up period is usually expressed 
in terms of years (2-4 years in the southern United States, for example, and 5-20 years in the 
western United States). Conceptually, it represents the amount of time a regenerated stand 
needs to "green-up," or grow to a certain height, before an adjacent stand is allowed to be 
harvested. 
Area-based (ARM) clearcut size restrictions can require a large number of constraints to 
enable the control of adjacent harvests. As the potential maximum clearcut size increases 
relative to the average size of a management unit or stand, the number of constraints and 
potential constraint redundancies increases (Yoshimoto and Brodie 1994, Crowe et al. 2003). 
A number of methods have been assessed for generating sets of constraints that will increase 
the efficiency of integer programming problem solving methods, since a reduction in 
constraints plays an important role in the amount of time needed to solve a problem. 
Yoshimoto & Brodie (1994) and Murray & Church (1995) describe several constraint 
constructs that can be used to represent adjacency relationships in forest planning problems. 
The formulation of adjacency constraints has taken on considerable debate over the last 20 
years, with the early work by Jones et al. (1991), who suggested that different formulations 
of constraints needed to be tested to determine their efficiency in assisting with the solving 
of a problem. Later work by Yoshimoto & Brodie (1994), Murray & Church (1995), McDill et 
al. (2002), and Goycoolea et al. (2005), to name a few, proceeded to do just that - examine 
how adjacency constraints might be arranged to solve a problem exactly, and quickly. Along 
these lines, constraints are either simply combined to reduce redundancy, or developed for 
cliques of stands, or developed for sets of mutually adjacent units (Murray & Church 1996). 
While the rather simplistic pair-wise adjacency constraints can be used for URM problems, 
they may not provide the most efficient formulation for integer programming problems 
(Murray & Church 1995). However, these types of constraints are commonly used in 
heuristic methods because they can quickly be assessed (Bettinger et al. 2002). Pair-wise 
adjacency constraints typically take the form of: 

S1P1 + S2P1 ≤ 1 
Where S1P1 is a binary integer that represents the potential harvest of timber stand 1 during 
time period 1, and S2P1 is a binary integer that represents the potential harvest of timber 
stand 2 during time period 1. If these timber stands are considered adjacent, the constraint 
prevents them from being harvested in the same time period. 
URM adjacency constraints are evaluated by assessing the status of all adjacent timber 
stands to each timber stand that is being considered for clearcut harvest. ARM constraints 
are evaluated, as previously noted, using logic to check all neighbors of clearcut timber 
stand n, and if they are clearcut within the green-up window, their neighbors, and so on 
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until the sprawling cluster has been fully identified. The two conceptual models of 
adjacency are not mutually exclusive, and there are times when a planning effort may 
require both ARM and URM methods. For example, the ARM constraints could be used to 
control the size of a harvested area (forming a harvest block), while the URM constraints 
could be used to prevent two harvest blocks from merging together (Bettinger & Johnson 
2003, Bettinger et al. 2005). In addition, the ARM method need not be simply used to control 
the maximum harvest area. There may be management instances where the average harvest 
opening size is more important than the maximum opening size (Boston & Bettinger 2001b). 
There are two generally methods for acknowledging these constraints within tabu search: 
(1) assess the constraints during the development of the tabu search neighborhood, and (2) 
assess the constraints after a choice has been selected from the tabu search neighborhood. 
The former approach can be computationally expensive, particularly when a full 
neighborhood is being used, and when ARM constraints are being assessed. However, the 
latter approach may also be computationally wasteful, since the choices made from the 
neighborhood are not necessarily feasible until the constraints have been assessed. 
One of the first tabu search papers in forest management that involved non-linear wildlife 
habitat goals was presented by Bettinger et al. (1997). Here, a standard 1-opt tabu search 
process was used to maximize an even-flow timber harvest objective while also meeting 
constraint levels for the development and maintenance of Rocky Mountain elk (Cervus 
elaphus nelsoni) habitat. In this work, 80% of the elk forage area, which included land that 
was recently cleared or contained timber stands less than 10 years old had to be within 200 
m of elk hiding cover, which was composed of timber stands containing trees at least 40 
years old. The hiding cover areas also had to be at least 3 ha in size. In addition, 80% of the 
elk forage area had to be within 300 m of elk hiding cover, which was composed of timber 
stands at least 40 years old, and when aggregated, were at least 17 ha in size. The data 
describing the landscape was in grid form, and a moving window assessment was 
performed subsequent to the choice selected from the neighborhood. If after performing the 
moving window analysis the constraints were violated, then the potential choice was 
unscheduled. This work illustrated the search behavior of tabu search in the development of 
a forest plan, and suggested that three phases of the search were evident: (a) a hill-climbing 
phase where improvements to the objective were found, (b) an adjustment phase composed 
of both improvements and declines in objective function quality, and (c) a steady-state phase 
where no more improvements were recognizable. When further constrained, the steady-
state phase was no longer evident, and was replaced by a heavily constrained phase, where 
general declines in objective function quality were noted after the best solution was located 
in the adjustment phase. More than likely, this was due to the fixed tabu tenure that was 
assumed. 
Bettinger et al. (1998) later developed a tabu search process for scheduling timber harvests 
subject to stream sediment and stream temperature constraints. Here, after the scheduling of 
each timber harvest an assessment of sediment and temperature levels in the stream system 
was made. These assessments used procedures that involved logic and rules of thumb to 
assess aquatic habitat quality, which were distinctly non-linear in nature. Further, when 
sediment levels exceeded maximum threshold levels, three options were available to the 
scheduling model: (1) unschedule the timber harvest, (2) change the status of a road, 
perhaps decommissioning one, or (3) assign to a road the use of central tire inflation in all 
logging trucks (reduced air pressure levels in the tires). Each of these in effect can reduce 
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sediment levels in the stream system. In developing this scheduling process, two networks 
were necessary. The first involved the stream system. All of the sediment and temperature 
effects within the watershed were routed down the stream system to the exit point of the 
watershed. It was at this exit point that sediment and temperature levels were constrained. 
This process was consistent with the acquisition of real data from field gauging stations, and 
provided a validation of the aquatic assessments. The second network involved the road 
system. Here, access to all scheduled timber harvests needed to be maintained. If a road was 
scheduled for decommissioning, alternative access routes needed to be available. A shortest 
path algorithm was used to ensure that the schedule harvests could be transported out of 
the watershed at all times during the development of the forest plan. This work by Bettinger 
et al. (1998) was also the first in the forest sciences to utilize extreme value theory in 
estimating the global optimum solution to a forest planning problem. Since the aquatic 
assessments were distinctly non-linear in nature, and given the size of the problem, an exact 
solution was unobtainable. 

7. Conclusions 
In our experiences with tabu search in forest planning efforts, we have learned that the basic 
1-opt scheduling process produces relatively good results to difficult problems. However, 
the incorporation of intensification processes, such as a 2-opt neighborhood of choices, 
always leads to higher quality solutions. However, using a 2-opt search neighborhood is 
computationally expensive, and therefore increases the time required to obtain a solution. 
Diversification processes, such as the use of strategic oscillation, can also force the search to 
un-explored areas of the solution space, and can result in higher quality solutions as well. A 
region-limited approach for the development of tabu search neighborhoods can also be of 
value in both diversifying the search as well as reducing the time required to generate a 
high-quality solution. Determining the appropriate tabu tenure to use in forest planning 
problems is an area of work that needs further exploration. Almost every forest planning 
problem requires a different tabu tenure assumption, given differences in problem size and 
complexity. Some approaches for varying the tabu tenure, and for assuming that the 
appropriate tenure is a function of the size of the problem, have both been explored, 
however no firm assumption has been proposed. Tabu search is a process that is adaptable 
to the various non-linear functional relationships that are becoming common in forest plans. 
As with other heuristics, the advantage of this search process over traditional mathematical 
programming methods (e.g., mixed integer programming) is that it allows forest planners to 
more fully capture the essence of a planning situation, and allows us to thereby develop 
forest plans that may not require further assessment prior to implementation. 
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1. Introduction 
Feature selection algorithms are popular methods to reduce the dimensionality of the 
feature space and remove the redundant, irrelevant or noisy data. The term feature selection 
refers to the selection of the best subset of the input feature set. These methods used in the 
design of pattern classifiers have three goals: 
1. to reduce the cost of extracting the features 
2. to improve the classification accuracy 
3. to improve the reliability of the estimation of the performance, since a reduced feature 

set requires less training samples in the training process of a pattern classifier [1, 2] 
Feature selection produces savings in the measuring features (since some of the features are 
discarded) and the selected features retain their original physical interpretation [1]. This 
feature selection problem can be viewed as a multiobjective optimisation problem since it 
involves minimising the feature subset while maximizing the classification accuracy. 
Mathematically, the feature selection problem can be formulated as follows. Suppose X is an 
original feature vector with cardinality n and X is the new feature vector with cardinality 
n , X ⊆ X, J( X ) is the selection criterion function for the new feature vector X . The goal is 
to optimize J(). 
Feature selection problem is NP-hard (Non-deterministic Polynomial-time hard) [3, 4]. 
Therefore, the optimal solution can only be achieved by performing an exhaustive search in 
the solution space [5]. However, exhaustive search is feasible only for small n where n is the 
number of features. A number of algorithms have been proposed for feature selection to 
obtain near-optimal solutions [1, 2, 6, 7, 8, 9, 10, 30]. The choice of an algorithm for selecting 
the features from an initial set depends on n. The feature selection problem is said to be of 
small scale, medium scale, or large scale according to n belonging to the intervals [0,19], 
[20,49], or [50,1], respectively [2, 8]. Sequential Forward Selection (SFS) [11] is the simplest 
greedy sequential search algorithm and has been used for land mine detection using 
multispectral images [12]. Other sequential algorithms such as Sequential Forward Floating 
Search (SFFS) and Sequential Backward Floating Search (SBFS) are more efficient than SFS 
and usually find fairly good solutions for small and medium scale problems [7]. However, 
these algorithms suffer from the deficiency of converging to local optimal solutions for large 
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scale problems when n > 50 [2, 8]. Recent iterative heuristics such as tabu search and genetic 
algorithms have proved to be effective in tackling this category of problems which are 
characterized by having an exponential and noisy search space with numerous local optima 
[8, 9, 13, 14]. 
Feature selection algorithms can be broadly divided into two categories [32, 31]: filters, and 
wrappers. The filter approach evaluates the relevance of each feature or feature subset using 
the data set alone and without using any machine learning algorithm [32]. On the other 
hand, Wrapper approach uses machine learning algorithms to evaluate the relevance of 
feature subset [31]. An extensive summary of different filter and wrapper approaches to 
feature selection is provided by [33]. As reported in [31], when the objective is to maximize 
the classification accuracy of a given feature subset, the features selected should depend not 
only on relevance of the data but also on the machine learning algorithm. For that reason, 
throughout this chapter, the wrapper feature selection approach using Naive Bayes classifier 
has been adopted. 
In previous papers [23, 24, 25], we have proposed tabu search (TS) based computational 
intelligence techniques to solve feature selection problems. Nearest Neighbor classifier was 
used previously as objective function. In this chapter; instead of instance based classifier; we 
will explore Naive Bayes Classifier compared with sequential feature selection algorithms. 
The aim is to maximize the classification accuracy while minimizing the number of features. 
This chapter is organized as follows. Section 2 gives an overview about Tabu Search and 
Fuzzy objective function proposed in [25] followed by fea ture selection using Tabu Search 
proposed originally by [8] and then modified by Tahir et al [27], by introducing feature 
search intensification strategy in Section 3. Section 4 discusses experiments carried out 
followed by discussion on other advanced Tabu Search approaches for classification 
problems in sec- tion 5. Section 6 concludes the chapter. 

2. Overview of Tabu Search, and fuzzy logic 
TS was introduced by Fred Glover [15, 16] as a general iterative metaheuristic for solving 
combinatorial optimisation problems. Tabu Search is conceptually simple and elegant. It is a 
form of local neighbourhood search. Each solution S ∈ Ω has an associated set of neighbours 
N(S) ⊆ Ω where Ω is the set of feasible solutions. A solution S’ ∈ N(S) can be reached from S 
by an operation called a move to S’. TS moves from a solution to its best admissible 
neighbour, even if this causes the objective function to deteriorate. To avoid cycling, 
solutions that were recently explored are declared forbidden or tabu for a number of 
iterations. The tabu status of a solution is overridden when a certain criteria (aspiration 
criteria) are satisfied. Sometimes intensification and diversification strategies are used to 
improve the search. In the first case, the search is accentuated in the promising regions of 
the feasible domain. In the second case, an attempt is made to consider solutions in a broad 
area of the search space. The Tabu Search algorithm is given in Algorithm 1. 
The size of tabu list can be determined by experimental runs, watching for the occurrence of 
cycling when the size is too small, and the deterioration of solution quality when the size is 
too large [?]. Suggested values of tabu list size include Y; Y  (where Y is related to problem 
size, e.g. number of modules to be assigned in the quadratic assignment problem (QAP), or 
the number of cities to be visited in the travel salesman problem (TSP), and so on) [13]. 
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2.1 Fuzzy logic 
In this chapter, we present an intermediate TS algorithm, where the quality of a solution is 
characterized by a fuzzy logic rule expressed in linguistic variables of the problem domain. 
Fuzzy set theory has recently been applied in many areas of science and engineering. In the 
most practical situations, one is faced with several concurrent objectives. Classic approaches 
usually deal with such difficulty by computing a single utility function as a weighted sum of 
the individual objectives, where more important objectives are assigned higher weights [25]. 
Balancing different objectives by weight functions is at best controversial. Fuzzy logic is a 
convenient vehicle for trading off different objectives. It allows the mapping of values of 
different criteria into linguistic values which characterize the level of satisfaction of the 
designer with the numerical value of objectives and operation over the interval [0,1] defined 
by the membership functions for each objective. 
Three linguistic variables are defined to correspond to the three component objective 
functions: number-of-features f1, number-of-incorrect predictions f2, and average 
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classification error rate f3. One linguistic value is defined for each component of the objective 
function. These linguistic values characterize the degree of satisfaction of the designer with 
the values of objectives fi(x), i = {1, 2, 3}. These degrees of satisfaction are described by the 
membership functions μi(x) on fuzzy sets of the linguistic values where μ(x) is the 
membership value for solution x in the fuzzy set. The membership functions for the 
minimum number of features, the minimum number of incorrect predictions, and the low 
classification error rate are easy to build. They are assumed to be non- increasing functions 
because the smaller the number of features f1(x), the number of incorrect predictions f2(x), 
and the classification error rate f3(x), the higher is the degree of satisfaction μ1(x), μ2(x), and 
μ3(x) of the expert system (see Figure 1). The fuzzy subset of a good solution is defined by 
the following Fuzzy logic rule: 
“IF a solution has small number of features AND small number of incorrect predictions AND low 
classification error rate THEN it is a good solution” According to the and/or like ordered-
weighted-averaging Logic [17, 18], the above rule corresponds to the following: 

 
(1) 

where γ  is a constant in the range [0,1]. The shape of the membershi function μ(x) is shown 
in Figure 1. Membership of data in a fuzzy set is defined using values in the range [0,1]. The 
membership values for the number of features F, the number of incorrect predictions P, and 
the classification error rate E are computed using equations 2, 3, and 4 respectively. 
 

 
Fig. 1. Membership function for fuzzy subset X, where, in this application, X is the number 
of features F, the number of incorrect predictions P, or the classi¯cation error rate E. 
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The maximum number of features (FMax) is the size of the feature vector and the minimum 
number of features (FMin) is 1 or F=2. The maximum number of incorrect predictions 
(PMax) and the maximum classification error rate (EMax) is determined by applying Naive 
Bayes Classifier for the initial solution. The minimum number of incorrect predictions 
(PMin) is 0 while the minimum classification error rate (EMin) is 0%. 

3 Feature selection using Tabu Search 
3.1 Initial solution 
Feature selection vector is represented by a 0/1 bit string where 0 shows the feature is not 
included in the solution while 1 shows the feature is included. All features are included in 
the initial solution. 

3.2 Neighborhood solutions 
Neighbors are generated by randomly adding or deleting a feature from the feature vector 
of size n. For example, if 11001 is the current feature vector, then the possible neighbors with 
a candidate list size of 3 can be 10001, 11101, 01001. Among the neighbors, the one with the 
best cost (i.e. the solution which results in the minimum value of Equation 1) is selected and 
considered as a new current solution for the next iteration. 

3.3 Tabu moves 
A tabu list is maintained to avoid returning to previously visited solutions. With this 
approach, if a feature (move) is added or deleted at iteration i, then adding or deleting the 
same feature (move) for T iterations (tabu list size) is Tabu. 

3.4 Aspiration criterion 
Aspiration criterion is a mechanism used to override the tabu status of moves. It temporarily 
overrides the tabu status if the move is su±ciently good. In our approach, if a feature is 
added or deleted at iteration i and this move results in a best cost for all previous iterations, 
then this feature is allowed to add or delete even if it is in the tabu list. 

3.5 Termination rule 
The most commonly used stopping criteria in TS are 
• after a fixed number of iterations. 
• after some number of iterations without an improvement in the objective function 

value. 
• when the objective reaches a pre-specified objective value. 
In our algorithm, termination condition is a predefined number of iterations. 

3.6 Intensification of the search 
For intensification, the search is accentuated in the promising regions of the feasible domain. 
Intensification is based on some intermediate-term memory. Since, the solution space is 
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extremely large (initial feature vector n > 100 ), it is important to intensify the search in the 
promising regions by removing poor features from the search space. The following steps are 
used to intensify the search 
• STEP1: Store M best solutions in intermediate memory for T1 number of iterations. 
• STEP2: Remove features that are not included in the best M solutions for N times. 
• STEP3: Re-run the tabu search with the reduced set of features for another T2 iterations. 
• STEP4: Repeat steps 1-3 until the optimal or near-optimal solution is achieved. 
where values of M and N can be determined empirically through experiments. As an 
example, assume that the following four best solutions as shown in Figure 2 are found by 
tabu search during T1 iterations. Features f1 and f3 are always used while feature f5 is never 
used for good solutions. For N = 2, the reduced feature set consists of only f1, f2, f3, and f6. 
Thus, tabu search will search for the near-optimal solutions in reduced search space avoid 
visiting non promising regions. 
 

 
Fig. 2. An example showing intensification steps for tabu search. Σ is the number of 
occurrences of each feature in the best solutions. 

4. Experiments 
We have performed a number of experiments and comparisons on several public data sets 
from the UCI [21] and non-public data sets from DynaVis Project [22] in order to 
demonstrate the performance of the classification system using Tabu Search. A short 
description of the used benchmarks is mentioned in Table 1. Classification results have been 
obtained by using N- Fold Cross Validation. In N-Fold CV, each dataset is divided into N 
blocks using N-1 blocks as a training set and the remaining block as a test set. Therefore, 
each block is used exactly once as a test set. 
In addition, comparisons with several feature selection algorithms were also performed as 
mentioned below. 
• Sequential Forward Search (SFS) [11]: SFS is the simplest greedy search algorithm. It 

starts with an empty feature subset and sequentially add features that results in the 
highest objective criteria. The main disadvantage of SFS is that it is unable to remove 
features that become irrelevant after the addition of other features. 

• Sequential Forward Floating Selection (SFFS) [7]: SFFS improved the SF method by 
introducing backward steps after each forward step as long as the objective criteria 
increases. 

• TS1: Tabu Search without Intensification [8, 27] 
• TS2: Tabu Search with Intensification [25] 
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Table 1. Data sets Description. S = Samples, F = Features, C = Classes. 
Table 2 shows a comparison of feature selection algorithms (SFS an SFFS) with TS-1 and  
TS-2 for UCI Datasets. Naive Bayes is used as a base classifier. From the table, it is clear that 
feature selection using TS has achieved higher accuracy when compared with SFS and SFFS 
in all data sets where F > 50. The most significant improvements are in terms of number of 
features. For German, Breast Cancer, and Ionosphere; only 9, 8 and 11 fea- tures are used 
respectively without comprising any accuracy when compared with SFS and SFFS. In Sonar, 
with only 18 features out of 60, the classification accuracy is 84.5% using TS-1 as compared 
to the accuracy of 80.8% and 82.2% using SFS and SFFS respectively. The number of features 
used by SFS and SFFS are 13 and 27 respectively for sonar. Similarly, in Musk, with only 37 
features out of 166, the classification accuracy is 85.9% using TS-1 as compared to the 
accuracy of 83.2% and 84.0% using SFS and SFFS respectively. The number of features used 
by SFS and SFFS are 98 and 89 respectively for musk. 
When compared tabu search with and without intensification; some improvement is 
achieved in terms of the number of features. For Australian; German and Breast Cancer; 
both TS-1 and TS-2 are identical. For Ionosphere, 11 features are used by TS-2 instead of 13 
by TS-1 but with the same accuracy. In Sonar, with only 10 features out of 60, accuracy of 
86.5% is achieved as compared to 18 features by TS-1 with accuracy 84.5%. In Musk, with 
only 36 features out of 166, accuracy of 86.8% is achieved as compared to 37 features by TS-1 
with accuracy 85.9%. 
Table 2 shows a comparison of feature selection algorithms (SFS and SFFS) with TS1 and 
TS2 for DynaVis Datasets. In all Data sets except rotor, some improvement in terms of 
accuracy and number of features are achieved using TS-2. In Rotor, with only 8 features out 
of 72, accuracy of 95.3% is achieved using TS-2 as compared to 92.4 (35 features) by SFS, 92.9 
(8 features) by SFFS, and 95.1 (17 features) by TS-1. 
Table 4 shows the computation cost for using various data sets and feature selection 
algorithms. The main computation cost is the evaluation of objective function or naive bayes 
classifier. Hence; number of evaluations are used as the main criterion to compare FS 
algorithms. As number of features increase; the number of evaluations are also increased. 
The number of iterations used for TS-1 are 500 for F < 30, 1000 for F < 70, and 2000 for F > 70. 
It should be noted that although it appears that TS-2/NB requires highest number of 
evaluations except in few cases when compared with SFFS but these evaluations are 
performed with fewer features. As an example; for Musk initially 26000 evaluations are used 
using 166 features, then 26000 but using 121 features, then 26000 using 104 features, and 
finally 26000 using only 92 features. 
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Table 2. Comparison of TS/NB with NB, SFS/NB, and SFFS/NB Classifier for UCI Datasets. 
Two run time parameters i.e. the tabu list size and Number of neighbour- hood Solutions 
are determined using the following equation: 

 T=V*=ceil( F ) (5) 
 

where T is the Tabu List Size, V* is the number of neighbourhood solutions and F is the 
number of features. 

5. Other advanced Tabu Search approaches for supervised classification 

5.1 Simultaneous feature selection and feature weighting using hybrid tabu search/  
K-nearest neighbor classifier 
In [24], a hybrid tabu search/K-NN algorithm is proposed to perform both feature selection 
and feature weighting simultaneously with the objective of improving the classification  
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Table 3. Comparison of TS/NB with NB, SFS/NB, and SFFS/NB Classifier for DynaVis 
Datasets. 
accuracy. This approach uses both a feature weight vector and a feature binary vector on the 
encoding solution of tabu search. The feature weight vector consists of real values while 
feature binary vector consisting of either 0 or 1. A K-NN classifier is used to evaluate each 
weight set evolved by TS. In addition to feature weight and binary vectors, the value of K 
used in K-NN classifier is also stored in the encoding solution of TS. Neighbors are 
calculated using an squared Euclidean distance defined as: 

 
(6) 

where x and y are two input vectors and m is the number of features. 
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Table 4. Computation cost for various feature selection algorithms. 

The classification accuracy obtained from TS/K-NN classifier is then compared and assessed 
with published results of several commonly-employed pattern classification algorithms. The 
results have indicated that simultaneous feature selection and weighting not only have the 
ability to find weights for K-NN classifier that result in higher classification accuracy but 
also have the ability to reduce the size of feature vector. 

5.2 Round robin Tabu Search algorithm for multi-class problems 
In [23], a novel round robin classification algorithm using a Tabu Search/Nearest Neighbor 
(TS/1NN) classifier to improve the classification accuracy of multi- class problems. Round 
robin classification is a technique which is suitable for use in multi-class problems. The 
technique consists of dividing the multi-class problem into an appropriate number of 
simpler binary classification problems [26]. Each binary classifier is implemented as 
TS/1NN classifier and the final outcome is computed using a simple voting technique. A 
key characteristic of this approach is that, in a binary class, the classifier tries to find features 
that distinguish only that class. Thus, different features are selected for each binary 
classifier, resulting in an overall increase in classification accuracy. In contrast, in a multi-
class problem, the classifier tries to find those features that distinguish all classes at once. 
Results have indicated a significant increase in the classification accuracy for prostate cancer 
multi-class problem. 

5.3 Feature selection for heterogeneous ensembles of nearest neighbour classifiers 
using hybrid Tabu Search 
A new ensemble technique is proposed in [29, 28] to improve the performance of nearest 
neighbour (NN) classifier. This approach combines multiple NN classifiers, where each 
classifier uses a different distance function and potentially a different set of features (feature 
vector). These feature vectors are determined using a combination of Tabu Search (at the 
level of the ensemble) and simple local neighbourhood search (at the level of the individual 
classifiers). This ensemble classifier is evaluated using various benchmark data sets from 
UCI Machine Learning Repository. Results indicate a significant increase in the performance 
when compared with different well-known classifiers. 
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6. Conclusion 
Feature selection (FS) algorithms are popular methods to reduce the dimensionality of the 
feature space and remove the redundant, irrelevant or noisy data and improves the 
classification accuracy. In this chapter; we have dis- cussed our recently proposed tabu 
search based algorithms for feature se- lection problems and have compared with other 
sequential feature selection algorithms. Tabu search is refined with respect to traditional 
approaches: A feature search intensification strategy is introduced. Search intensification is 
realized by incorporation of intermediate term memory in the search process. We have also 
discussed advanced tabu search approaches for supervised classification. Like many 
combinatorial optimization problems such as VLSI, Time Tabling, and Scheduling in which 
TS is quite useful, TS is also quite effective in data mining feature selection problems. 
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1. Introduction 
The assumption of classical shop scheduling problems that each job visits each machine only 
once (Baker, 1974) is often violated in practice. A new type of manufacturing shop, the re-
entrant shop has recently attracted attention. The basic characteristic of a re-entrant shop is 
that a job visits certain machines more than once. For example, in semiconductor 
manufacturing, consequently, each wafer re-visits the same machines for multiple 
processing steps (Vargas-Villamil & Rivera, 2001). The wafer traverses flow lines several 
times to produce the different layer on each circuit (Bispo & Tayur, 2001). A re-entrant flow-
shop (RFS) refers to situations in which every job must be processed on machines in the 
order, M1, M2, …, Mm, M1, M2, …, Mm, …, and M1, M2, …, Mm. Every job can be decomposed 
into several layers each of which starts on M1 and finishes on Mm. In the RFS case, if the job 
ordering is the same on any machine at each layer, then no passing is said to be allowed, 
since no job is allowed to pass any former job. The RFS scheduling problem in which no 
passing is allowed, is called a re-entrant permutation flow-shop (RPFS) problem.  
The assumptions made for the RPFS scheduling problems are summarized here. Every job 
may visit certain machines more than once. Machine order is the same for each of the n jobs. 
Job order is the same for each of the m machines at each layer. The classical permutation 
flow-shop scheduling problem can be modified to suit the RPFS scheduling problem by 
relaxing the assumption that each job visits each machine no more than once. This study 
considers the RPFS scheduling problems with the objective of minimizing makespan of jobs. 
Hwang & Sum (1998) addressed a two-machine flow-shop problem with re-entrant 
workflows and sequence dependent setup times, which have a special structure, to 
minimize makespan. Demirkol & Uzsoy (2000) proposed a decomposition method to 
minimize maximum lateness for a RFS with sequence-dependent setup times. Graves et al. 
(1983) modeled a wafer fabrication as a RFS, where the objective is to minimize average 
throughput time subject to meeting a given production rate. Drobouchevitch & Strusevich 
(1999) developed a heuristic algorithm for the two-machine re-entrant shop problem to 
minimize the makespan. Kubiak et al. (1996) considered a class of re-entrant shops in which 
jobs followed the route of M1, M2, M1, M3,…, M1, Mm, M1 with the objective of minimizing 
the mean flow time. They showed that the shortest-processing-time (SPT) rule was optimal 
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provided certain restrictive conditions held. Wang et al. (1997) proposed the scheduling of a 
chain-reentrant shop in which each job is first processed on a machine called the primary 
machine, then on other machines in a fixed sequence, and finally back to the primary 
machine for last operation. The objective of the problem is to minimize the makespan. 
Tabu search (TS) is a meta-heuristic that guides a local heuristic search procedure to explore 
the solution space beyond local optimality. The local procedure is a search that uses an 
operation called move to define the neighborhood of any given solution. One of the main 
components of TS is its use of adaptive memory, which creates a more flexible search 
behavior. Memory-based strategies are the hallmark of TS approaches (Glover & Languna, 
1997). It has been shown to be a remarkably effective approach in a wide spectrum of 
problem areas from general integer and nonlinear programming to sequencing and 
production scheduling problems. Tabu search is a local search based optimization method 
that has been successfully used to solve many difficult combinatorial optimization 
problems, particularly in the scheduling area. These methods suggested by Glover (1989) 
can be sketched as follows: starting from an initial feasible solution, at each step we choose a 
move to a neighboring solution in such a way that we move stepwise towards a solution 
giving hopefully the minimum value of some objective function. Nowicki & Smutnicki 
(1996, 1998) developed effective TS methods for job-shop, flow-shop, and flow-shop with 
parallel machines problems to optimize the makespan criterion. These algorithms employ a 
classical insertion neighborhood, which is significantly reduced by a candidate list strategy 
for removing useless moves, in order to concentrate on “the most promising part” of the 
neighborhood. 
As to the n/m/J/Cmax problem which has been studied for a long time and is known to be 
NP-hard (Garey et al., 1976), the algorithm given by Adams et al. (1988), called shifting 
bottleneck uses the iterative solutions of a single bottleneck machine problem to build up 
and improve a schedule. Better solutions than the ones given by deterministic algorithms 
were found using simulated annealing but at the cost of longer computations. Tabu search 
was the first applied to job-shop by Taillard (1989), who proposed a sequential and a 
parallel algorithm. Dell’Amico & Trubian (1993) applied TS to the notoriously difficult job-
shop scheduling problem. 
For n/m/F/Cmax problems, Palmer (1965) developed a quick method of obtaining a near 
optimum and Campbell et al. (1970) presented a heuristic algorithm as well. Widmer & 
Hertz (1989) used a simple insertion heuristic based on an analogy with the traveling 
salesman to the flow-shop problem to generate the starting order of the jobs and tried to 
improve this solution using TS techniques. In direct competition with the heuristic 
developed by Nawaz et al. (1983), TS method performed superiorly for 58% of the problems 
and matched the best solutions found for 92% of the problems. 
Pan & Chen (2003) presented three extended mixed binary integer programming 
formulations and six extended effective heuristics for solving RPFS scheduling problems to 
minimize makespan. The TS method has been used to solve classical flow-shop problems 
and has performed well. This study considers RPFS scheduling, and applies hybrid tabu 
search (HTS) to minimize the makespan of jobs. The hybridization method is used to 
improve pure TS performance. The HTS is compared to the optimal solutions generated 
using the integer programming technique (Pan & Chen, 2003), and to the near optimal 
solutions generated by pure TS and other heuristics proposed by Pan & Chen (2003).  
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2. The optimization model 
A classical (permutation) flow-shop problem assumes that all operations of each job visit 
every machine exactly once in the order of M1, M2, …, and Mn. Define this order of 
processing to be a level, then the routing requirement of a job in a RPFS problem can be 
decomposed into several levels. Hence, a classical permutation flow-shop is a special case of 
a RPFS with a single level and some of its formulations can be extended to solve the RPFS. 
To illustrate the concept of level decomposition, consider job i consisting of six operations to 
be processed on two machines, where (i, j, k) denotes that operation j of job i must be 
processed on Mk and thus its routing is (i, 1, 1)→ (i, 2, 2)→ (i, 3, 1)→ (i, 4, 2)→ (i, 5, 1)→ (i, 6, 
2) and the corresponding processing time of each operation is orderly 8, 2, 7, 4, 5, and 1. The 
processing requirement of job i can be decomposed into three levels, where (i, 1, 1)→ (i, 2, 2) 
is the first level, (i, 3, 1)→ (i, 4, 2) is the second, and (i, 5, 1)→ (i, 6, 2) is the third. Let i

lkO  be 
the operation of job i on machine k at level l, i

lkp  be the processing time of the operation of 
job i on machine k at level l. Consequently, iO11 = (i, 1, 1), iO12 = (i, 2, 2), iO21 = (i, 3, 1), iO22 = (i, 
4, 2), iO31 = (i, 5, 1), iO32 = (i, 6, 2), ip11 = 8, ip12 = 2, ip21 = 7, ip22 = 4, ip31 = 5, and ip32 = 1.  

2.1 Notations 
       M  = a very large positive number;  
       m  = number of machines in the shop;  
       n  = number of jobs for processing at time zero;  
       L  = number of levels of job i;  
      i

lkp  = the processing time of the operation of job i on machine k at level l;  
      xij  = 1, if job i is scheduled in the jth position at each level; 0, otherwise;  
      hklj  = the starting time of the operation scheduled at jth position of level l on machine k;  
      Cmax = the maximum completion time or makespan; 

2.2 Formulation 
Pan & Chen (2003) were the first authors to present the integer programming model for 
solving the reentrant permutation flow-shop problem. The binary variable xij that the model 
uses is restricted by a single permutation of the numbers 1, 2, …, n that specifies the order in 
which jobs are processed on any machine at each level. The model is as follows. 
Minimize  

 Cmax  (1) 

Subject to                                  ∑
=

n

j
ijx

1

= 1    i = 1, 2, ..., n                                                   (2)  

 ∑
=

n

i
ijx

1

= 1    j = 1, 2, ..., n  (3) 

 h111 = 0  (4) 

                                                         h1,1,j+1 = h11j + ∑
=

n

i

i
ij px

1
11     j = 1, 2, …, n − 1                               (5) 
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 h1,l,j+1 ≥ h1lj + ∑
=

n

i

i
lij px

1
1     l = 2, 3, …, L; j = 1, 2, …, n − 1  (6) 

 h1,l+1,1 ≥ h1ln + ∑
=

n

i

i
linpx

1
1     l = 1, 2, …, L − 1  (7) 

 h1,l+1,j ≥ hmlj + ∑
=

n

i

i
lmij px

1

    l = 1, 2, …, L − 1; j = 1, 2, …, n   (8) 

 hk,l,j+1 ≥ hklj + ∑
=

n

i

i
lkij px

1

    k = 2, 3, …, m; l = 1, 2, …, L; j = 1, 2, …, n − 1  (9) 

 hk,l+1,1 ≥ hkln + ∑
=

n

i

i
lkinpx

1

    k = 2, 3, …, m; l = 1, 2, …, L − 1  (10) 

 hk+1,1,1 = hk11 + ∑
=

n

i

i
ki px

1
11     k = 1, 2, …, m − 1  (11) 

hk+1,l,j ≥ hklj + ∑
=

n

i

i
lkij px

1

    k = 1, 2, …, m − 1; l = 1, 2, …, L; j = 1, 2, …, n; 

 (l, j) ∉ {(1, 1)} (12) 

 hk+1,l+1,1 ≥ hkln + ∑
=

n

i

i
lkinpx

1

    k = 1, 2, …, m − 1; l = 1, 2, …, L − 1  (13) 

 Cmax = hmLn +∑
=

n

i

i
Lmin px

1

  (14) 

Cmax ≥ 0, hklj ≥ 0    k = 1, 2, …, m; l = 1, 2, …, L; j = 1, 2, …, n; 

 xij = 0 or 1    i = 1, 2, ..., n; j = 1, 2, ..., n  (15) 

Constraint (1) describes the objective function. Constraints (2) to (5) and (11) are essentially 
definitional, while constraints (6) to (10), (12) and (13) enforce the precedence relationships. 
Constraint (14) defines Cmax to be the finish time of the last job processed on Mm at the last 
level. The non-negativity and binary restrictions on hklj and xij, respectively, are specified in 
(15). 

3. Hybrid tabu search 
The HTS method differs from pure TS that it is not likely to trap in local optimum. The main 
idea of HTS is that when neighboring solutions are not able to update the current best 
solution for a period of time, a good problem-specific heuristic or dispatching rule is 
combined in pure TS to explore new solution region. With this feature, HTS is able to avoid 
falling into local optimum and move toward a better solution. 
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3.1 Initial solution 
The classical (permutation) flow-shop problem has been proved to be NP-complete 
(Coffman, 1976; Rinnooy Kan, 1976). Hence, many heuristics have been proposed to provide 
a quick and good solution. Some of the well-known heuristics include the methods 
proposed by Campbell et al. (1970), Dennenbring (1977), Johnson (1954), Nawaz et al. (1983), 
and Palmer (1965). Pan & Chen (2003) made appropriate modifications to these six heuristics 
to solve the RPFS scheduling problems by taking the reentry property into account. The 
results showed that heuristic NEH (Nawaz et al., 1983) outperform the other algorithms in 
the set of problems with unknown optimal solutions. Hence, NEH is used to generate initial 
solution for RPFS problems. 

3.2 Neighborhood search 
Neighborhood search starts from current solution and seeks to find feasible, hopefully 
better, solutions in its neighborhood. If the neighboring solution is better than current one, 
this current solution is replaced by the neighboring solution until stopping rules satisfied. 
When dealing with RPFS problems, we have to focus on the jobs. The main reason is that 
once the processing sequence is determined, every machine follows the same order for all 
jobs. The problem will be simpler when we focus on jobs instead of operations. The 
neighborhood solutions are produced by interchanging the job order of the initial solution. 

3.3 Choosing a move 
First, the makespan for each neighborhood solution is calculated. Second, the solution that 
has the minimal makespan among others and outside tabu list or meets aspiration criterion 
is selected as a move. 

3.4 Recording in tabu list 
Nowicki & Smutnicki (1996) suggested recording the number of jobs exchanges of the move 
in tabu list. By doing so, whether two jobs had performed exchange or not can be held in the 
tabu list. A move v = (x, y) is added to tabu list T in the following standard way. The tabu 
list T is shifted one position forward and put v in the last position in the list, that is, Tj = Tj+1, 
j = 1, 2, …, maxt − 1, and Tmaxt = v. In this study, the length of tabu list is set to seven and 
first-in-first-out (FIFO) rule is adopted; that is, when the tabu list is full, the new move 
replaces the earliest one entering tabu list and adds the maximal searching times by one. 

3.5 Recording the best-so-far solution 
If the solution after the move is better than the current best-so-far solution, replace the best-
so-far solution and reset the non-improvement times to zero; otherwise, add non-
improvement times by one. 

 

3.6 A hybrid method 
When a new best solution cannot be found for longer than a predetermined number of 
iterations, that is, count > threshold, the search switches to heuristic phase. Normal TS in 
this situation usually calls for intensification or diversification strategies to get out of a local 
optimum. Typical intensification or diversification strategies keep memory structures for 
storing rather a rather long history of recent search activities and use these structures to 
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guide future search directions (Hwang et al., 2002). The idea of Hwang et al. (2002) is cited 
to find the hybrid occasion of TS and heuristic. When the non-improvement times increase 
continuously, it means that best-so-far solution is not replaced by neighborhood solutions 
for a period of time, which is a signal that TS is likely to entrap in local optimum. In this 
situation, a hybrid method is introduced to explore new solution region. A threshold is set 
to twenty, which means that once the non-improvement times were cumulated to twenty, 
NEH is hybridized into TS to find a new solution. After that, non-improvement times are 
reset to zero and the searching process proceeds based on the new solution until stopping 
rules are satisfied. The overall procedure for the HTS algorithm is as follows.  
Pseudo-code for the HTS algorithm 
Find an initial solution x 
Define tabu structure and set Count = 0 
Repeat until stopping condition is met 
Generate neighborhood sets of x: S1, S2, ..., Sk 

Select the best non-tabu solution x′ from S1∪S2∪…∪Sk 

x ← x′  
if x is better than the current best-so-far solution then 
   Count = 0 
else  
   Count = Count + 1 
end if 
if Count > threshold then 
    Update x by calling NEH heuristic and set Count = 0 
end if 
This hybrid method is illustrated in Fig. 1. Suppose the sequence of a schedule is (1, 2, 3, 4, 5, 
6, 7, 8, 9, 10, 11, 12), two position C1, C2 are selected randomly from 1 to 12, representing the 
starting and end point of the substring (C1, C2). This substring is then treated as a sub-
problem and solved by NEH heuristic. The new sequence then replaces the original 
substring (C1, C2). By doing this, a new solution is generated and serves as a new starting 
point of TS in order to get rid of local optimum. 

3.7 Stopping rules 
There are two stopping rules considered in this study and they are stated below. 
(1) Non-improvement times:  
     This rule counts the number of non-improvement moves for TS. When the best-so-far  
     solution cannot be replaced after one iteration, this counter adds by one. 
(2) Max iteration:  
      This is the maximal iteration number that a TS takes. Once this number is reached, the TS 
      is terminated. 

4. An illustrative example 
A small size problem of RPFS is given in this section. In the example, it is assumed that there 
are five jobs (n = 5), three machines (m = 5), and each job reenter twice (L = 2) in the shop. In 
a RPFS problem, the job sequence on each machine is the same and any sequence change on 
one machine will result in the sequence change in the rest machines. 
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1 2 3 4 5 6 7 8 9 10 11

Select two random points C1, 
C2 (C1 < C2).

C1 C2

The substring is solved 
by heuristic.

The new sequence obtained by 
heuristic replaces the original one 
resulting a new solution.

C1 C2

12

5 6 7 8 9 10

5 6 7 8 9 10

1 2 3 4 7 6 5 9 8 10 11 12

 
 

Fig. 1. A hybrid tabu search 

4.1 Initial solution 
In RPFS problems, NEH heuristic is used to generate an initial solution. For example, the 
schedule by NEH is (3, 5, 1, 4, 2) which represents the job sequence on each machine in the 
shop. If this sequence is changed, the processing order of jobs on each machine changes 
accordingly. 

4.2 Neighborhood search 
First, (3, 5, 1, 4, 2) is the starting point and the pair-wise exchange method is applied on it, as 
shown in Table 1. Next, the neighboring solution with the least makespan value and outside 
of the tabu list is selected as a move. 

4.3 Record into tabu list 
It is found that neighboring solution 2 has the minimal makespan among these 
neighborhood solutions (see Table 1), and this schedule is obtained by exchanging job 3 and 
job 1. Therefore, it is needed to check whether job 3 and job 1 are in tabu list. If they are not 
in tabu list, a move is made and iteration number is added by one; otherwise, the 
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neighboring solution with second least makespan is checked. If it is in tabu list, too, the third 
least one is checked. This procedure continues until none of the exchanged operations are in 
tabu list and a move can be made. 
 

Number Neighborhood solution Makespan 

1 5 3 1 4 2 340 
2 1 5 3 4 2 335 

3 4 5 1 3 2 347 

4 2 5 1 4 3 337 

5 3 1 5 4 2 348 

6 3 4 1 5 2 355 

7 3 2 1 4 5 340 

8 3 5 4 1 2 348 

9 3 5 2 4 1 358 

10 3 5 1 2 4 345 

Table 1. The sequence and makespan of neighborhood solutions 

4.4 Record best-so-far solution 
Compare the makespan (= 335) of neighboring solution 2 to that of the best-so-far solution 
(= 343). If it is better than the best-so-far solution, update the best-so-far solution and reset 
the non-improvement times to zero; otherwise, the best-so-far solution is kept and non-
improvement times is added by one. 

4.5 Hybrid method 
The hybrid method for RPFS is described briefly. First, the new solution (3-5-1-4-2) is use to 
search better neighborhood solutions until stopping rule are satisfied. In the following, 
several iterations are omitted to describe the hybrid method directly. In RPFS example, the 
threshold value is also set to 3. After several iterations, the neighboring solution (3-2-1-5-4) 
is generated. Then, two points are selected randomly, say C1 = 2, C2 = 4 to define an interval 
(i.e., a substring). This substring is then treated as a RPFS subproblem and rescheduled by 
NEH heuristic. The new sequence then replaces the original substring to form a new 
solution, as shown in Fig. 2. Finally, we base on this new solution to search new 
neighborhood solutions and find a neighboring solution with makespan of 327 is better than 
the best-so-far solution (= 335). These neighborhood solutions based on above searching 
procedures repeats until the stopping rules are satisfied.  

5. Computational results 
The experimental environment and the meaning of each parameter are described as follows. 
n is the number of jobs, m is number of machines, and L is number of layers. The problem 
n×m×L is a RPFS problem with n jobs, m machines, L layers. The test problems are classified 
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into 3 categories: small problems, medium problems, and large problems. Types of small 
problems include 3×3×3, 4×4×4, 5×4×3, 5×5×4, 6×8×5, 7×8×4, 8×8×4, 9×7×4, 9×9×3, and 
10×6×3. Types of medium problems include 11×17×5, 12×20×6, 13×19×7, 14×18×9, 15×17×6, 
16×16×7, 17×15×8, 18×16×6, 19×12×10, and 20×15×8. Types of large problems include 
25×25×10, 30×30×7, 40×40×6, 50×50×5, 60×60×3. The processing time of each operation for 
each type of problem is a random number generated from [1, 100] since the processing times 
of most library benchmark problems are generated in this range (Beasly, 1990).  
In order to demonstrate the performance of HTS, it is compared to optimal solution 
obtained by integer programming (IP) for small problems. The IP model is proposed by Pan 
and Chen (2003) for solving RPFS scheduling problems. For medium and large problems, 
HTS is compared to its initial solution or to the pure TS solution. In this study, IP model is 
solved by ILOG CPLEX software. The programs for heuristics are coded in Visual C++ 
language and implemented on PC with Pentium IV 1.6 GHz. 
 

3 2 1 5 4

Two points (C1 = 2, C2 = 4) are 
selected randomly.

C1 = 2 C2 = 4

Apply NEH to solve the 
substring.

The new sequence obtained by 
NEH replaces the original one 
resulting a new solution.

2 1 5

1 2 5

3 1 2 5 4
 

Fig. 2. The hybrid method of RPFS example 

5.1 Small problems 
In the experiment, ten instances are generated for each problem type and the average 
makespan is analyzed. For each problem type, the average makespan of HTS is compared to 
that of optimal makespan. The difference of these two average values is a measure of the 
efficiency of HTS. Similarly, HTS is also compared with its initial solution to obtain the 
improvement rate. The encoding scheme is based on jobs rather than on operations. The 
maximal number of iterations is set to 3,000 and non-improvement times are set to 1,500. 
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The results for the type of small problem are shown in Table 2. The solutions of HTS are also 
close to optimum (0.004% above optimum on the average). These results show that HTS is 
efficient and has good solution quality of less than 1% above optimal. Then the percentage 
error of HTS is defined as:  

Percentage error = 
)IP(

)IP()HTS(

max

maxmax

C
CC −  × 100% 

Where Cmax(HTS) and Cmax(IP) are the makepan obtained by HTS and IP, respectively. 

5.2 The medium problems 
For medium problems, the solutions obtained by HTS are compared to initial solutions and 
those obtained by pure TS, where the initial solutions are generated by heuristic NEH (Pan 
& Chen, 2003). The maximal iteration number is 2000 and non-improvement time is 1000. 
The comparison results of all medium problems are displayed in Table 3. Table 3 shows that 
the quality of solutions generated by HTS is 2.83% better than its initial solution obtained by 
NEH. Additionally, the performance of HTS is 0.57% better than pure TS. 

5.3 Large problems 
Large problems are tested with the same basis as those of medium problems and the types 
of large problems tested are shown in Table 4. The maximal iteration number is 1200 and 
non-improvement time is 600. The performance difference between HTS and NEH, HTS and 
pure TS is reported, respectively. It is shown that the solution quality of HTS is 2.53% better 
than its initial solutions generated by NEH. For comparison of the performance between 
HTS and pure TS, the efficiency of HTS is 0.81% better than that of the pure TS. It is noted 
that improvement rate increases as the number of jobs increases. 
 

IP HTS 
Types 

Time (s) Time (s) Avg. percentage error (%) 

3×3×3 0.03 0 0 

4×4×4 0.11 0.007 0.041 

5×4×3 0.18 0.42 0 

5×5×4 0.32 0.41 0 

6×8×5 2.33 0.60 0 

7×8×4 6.93 0.76 0 

8×8×4 32.83 2.15 0 

9×7×4 71.93 2.56 0 

9×9×3 90.63 2.41 0 

10×6×3 20.52 5.43 0 

Table 2. Comparison of all small problems solved by IP and HTS 
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CPU time(s) Comparison 
Types 

HTS TS NEH The improvement rate 
of HTS over TS (%) 

The improvement rate 
of HTS over NEH (%) 

11×17×5 3.05 3.18 0.01 0.62 2.29 

12×20×6 5.63 5.03 0.01 0.61 2.12 

13×19×7 8.46 8.35 0.01 0.48 2.13 

14×18×9 15.89 12.37 0.02 0.46 2.11 

15×17×6 12.04 8.64 0.02 0.81 3.07 

16×16×7 16.53 13.34 0.02 0.47 2.98 

17×15×8 19.86 19.97 0.02 0.37 3.13 

18×16×6 23.28 19.78 0.02 0.56 3.74 

19×12×10 28.59 25.98 0.02 0.60 3.12 

20×15×8 38.39 37.00 0.02 0.71 3.64 

Table 3. The improvement results of all medium problems 
 

CPU time(s) Comparison 
Types 

HTS TS NEH The improvement rate 
of HTS over TS (%) 

The improvement rate 
of HTS over NEH (%) 

25×25×10 155.22 132.67 0.02 0.78 2.53 

30×30×7 242.60 179.28 0.21 0.79 2.63 

40×40×6 612.24 481.94 0.31 0.81 2.43 

50×50×5 1006.44 872.64 0.76 0.83 2.46 

60×60×3 1195.09 1104.5 0.85 0.83 2.61 

Table 4. The improvement results of all large problems 

6. Conclusions and suggestions for future study  
This study applies HTS to solve RPFS scheduling problems with objective to minimize 
makespan. In pure TS, if the solution cannot escape from local optimum, the improvement 
rate can hardly be increased even a great amount of computational time is spent. The 
proposed HTS is used to improve the efficiency of TS. The heuristic method is hybridized 
into pure TS to find better solution regions.  
In RPFS, job-based encoding is adopted to deal with different types of problems. The results 
show that HTS obtains favorable solutions within reasonable time. For small problems, the 
percentage of HTS finding optimal solutions is near 100%. For medium problems, 
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comparisons are made between HTS and the initial solutions obtained by NEH. It is found 
that HTS improves the initial solution favorably. For large problems, HTS is superior to 
heuristic NEH. For the medium and large problems, HTS is compared to pure TS method. 
The results show that HTS is superior to pure TS. Moreover, it is found that the 
improvement rate of HTS over TS increases with the increase of problem size. Hence, it is 
clear that the incorporation of appropriate heuristic with pure TS is indeed effective. 
Some future study suggestions are given as follows: 
(1) A static tabu list is used in this study. A dynamic tabu list may be used in future study to  
      investigate whether the solution quality can be improved. 
(2) A thorough study of the effect of maximal iteration number and non-improvement times 
     on solution quality may be carried out in future studies. 
(3) Other exchanging method to obtain neighborhood solutions can be investigated and the 
      techniques of experimental design may be applied to find out the best way of 
      neighborhood search. 
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1. Introduction 
The design of UMTS networks involves optimizing a number of network configuration 
parameters in order to meet various service and performance requirements. Universal 
Mobile Telecommunications Service (UMTS) can be viewed as an evolution of the Global 
System for Mobile communication (GSM) that supports 3G services [18][22]. Generally, a 
UMTS network is divided into an access network and a core network (Figure 1). The former 
is dependent upon access technology, while the latter can theoretically handle different 
access networks. The access network is known as the UMTS Terrestrial Radio Access 
Network (UTRAN) and comprises two types of nodes: the Radio Network Controller (RNC) 
and the Node B, which is a base station (BS) [18][22]. It controls the radio resources within 
the network and can interface with one or more stations (Node Bs).  
 

PSTN

GGSN

SGSN

RNC

Node BNode BNode B

PSTN

HLR

MSC

RNC

Node BNode B

Cells

Iub
Iub Iub Iub Iub

Core Network

UTRAN

User Equipment 
(UE)  

Figure 1. UMTS network architecture 

The air interface used between the User Equipment (UE) and the UTRAN is Wideband 
Code-Division Multiple Access (WCDMA.) The UTRAN communicates with the core 
network over the Iu interface, which comprises two components: the Iu-CS interface, 
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supporting Circuit-Switched (CS) services and the Iu-PS interface for  Packet-Switched (PS) 
services [18][22]. 
In the core network, Mobile Switching Centers (MSCs) are responsible for the circuit-
switched location management, while Serving GPRS Support Nodes (SGSNs) assume the 
packet-switched location management. Both domains are linked through certain interfaces, 
but the information is kept in separate network entities: the circuit-switched location 
information remains in the MSC, while the packet-switched location information stays in the 
SGSN. The Home Location Register (HLR), a common location information database for 
both domains, contains the network’s subscriber profiles. The Gateway GPRS Support Node 
(GGSN) links a UMTS network and a Public Switched Telephone Network (PSTN).  
A Personal Communication Service (PCS) network, such as a UMTS, is a wireless 
communication network that integrates various services such as voice, video and electronic 
mail, which are accessible from a single mobile terminal and for which subscribers obtain a 
single invoice. These various services are offered in a cover zone area that is divided into 
Node Bs, which manage all the communications within the cell. In the cover zone, Node Bs 
are connected to special units called Radio Network Controllers (RNCs).  
When a user’s communication switches from one Node B to another, the new Node B 
becomes responsible for relaying this communication through the allocation of a new radio 
channel for the user. Supporting the transfer of the communication from one Node B to 
another is called a handover. This mechanism, which primarily involves the RNCs, occurs 
when the level of signal received by the user reaches a certain threshold. There are two 
types of handovers. In the case of Figure 2 for example, a movement where a user moves 
from Node Bi to Node Bj is referred to as a soft handover because these two nodes are 
connected to the same RNC. The RNC which supervises the two nodes remains the same 
and the cost is low in terms of system resources. On the other hand, a case where the user 
moves from Node Bi to Node Bk is considered a complex handover. The cost associated to 
this concept is superior as both RNC 1 and 2 remain active during the handover procedure 
and the database that contains subscribers’ information requires an update. 
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The total operating cost of a cellular network includes three components: the cost of the 
links between the Node Bs and the RNC to which they are joined, the monthly amortization 
cost of installed RNCs and the cost generated by the handovers between Node Bs. 
Therefore, intuitively, it seems more discriminating to join Nodes Bi and Bk to the same 
RNC, if their handover frequency is high. The problem of assigning Node Bs to RNCs 
consists essentially of finding the configuration that minimizes the total network operating 
costs. This problem can be solved by way of an exhaustive search method  that would entail 
a combinatorial explosion and, therefore, an exponential augmentation of execution times 
[1][14]. 
This paper proposes a tabu search method to efficiently solve the problem of assigning 
Node Bs to RNCs in cellular mobile networks. Section 2 provides background and related 
work. Section 3 describes tabu search method. Section 4 presents some adaptation and 
implementation details. Finally, Section 5 elaborates on experimental results and compares 
them to other methods which are well documented in the literature. 

2. Formulation of the problem and related work 
The assignment problem consists of determining a Node Bs assignment pattern which 
minimizes a certain cost function, while respecting particular constraints, especially those 
related to limited RNC capacity [26][27]. 
Let n represent the number of Node Bs to be assigned to m RNCs. The location of Node Bs 
and RNCs is fixed and known.  
Let Hij depict the cost per time unit for a simple handover between Node Bi and Node Bj, 
involving only one RNC, and H’ij the cost per unit of time for a complex handover between 
Node Bi and node Bj (i, j = 1, ..., n with i ≠ j), involving two different RNCs. Hij and H’ij are 
proportional to the handover frequency between Node Bi and Node Bj.  
Let cik denote the amortization cost associated to the link between Node Bi and RNC  
k (i = 1, …, n; k=1, …, m). 
Let INSk express the monthly amortization cost for each installed RNC k (k=1, …, m). 
Let xik illustrate a binary variable, equal to 1 if Bs i is related to RNC k; otherwise xik is equal 
to 0. 
The assignment of Bs to RNCs is subject to a number of constraints. In fact, each Node B 
must be assigned to a single RNC, which can be expressed as follows: 
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Let zijk and yij be defined as: 
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zijk is equal to 1 if Bi and Bj, with i ≠ j, are both connected to the same RNC k; otherwise zijk is 
equal to 0. Thus, yij takes the value of 1 if Bi and Bj are both connected to the same RNC and 
the value 0 if Bi and Bj are connected to different RNCs. 
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The cost per unit of time f of the assignment is expressed as follows: 
Minimize: 

 '

1 1 1 1 1, 1 1,
(1 )

n m m n n n n

ik ik k ij ij ij ij
i k k i j j i i j j i

f c x INS H y H y
= = = = = ≠ = = ≠

= + + − +∑∑ ∑ ∑ ∑ ∑ ∑  (2) 

The first term of the equation represents the link cost. The second term takes into account 
the amortization cost of the installed RNC. The third term deals with the complex handover 
cost and the last, the cost of simple handovers. We must keep in mind that the cost function 
is quadratic in xik, as yij is a quadratic function of xik. It also bears mentioning that an 
eventual weighting could be taken into account, specifically in the link and handover cost 
definitions.  
The capacity (calls per unit of time) of an RNC k is denoted Mk. If λi depicts the number of 
calls per unit of time directed to Bi, the limited capacity of RNCs imposes the following 
constraint: 
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according to which the total load of all Node Bs that are assigned to the RNC k, is less than 
the capacity Mk of the RNC. Finally, the problem constraints are completed as follows: 

 xik = 0 or 1 for  i=1, …, n  and  k = 1, …, m. (4) 

 zijk = xijxik  and  i, j = 1, …, n  and  k = 1, …, m. (5) 
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Constraints (1), (3) and (4) pertain to transport problems. In fact, each Node Bi could be 
likened to a factory that produces a call volume λi.  The RNCs are then considered as 
warehouses of Mk capacity where Node Bs production could be stored.  
The assignment problem consists of minimizing (2) under (1), and (3) to (6). When 
formulated that way, the problem cannot be solved with a standard method such as linear 
programming as Constraint (5) is not linear.  
The total cost comprises three components, namely the handover cost between two adjacent 
Node Bs, installation cost of the RNC, and the cost of the link between Node Bs and RNCs. 
The design is to be optimized subject to the constraint that the call volume of each RNC 
must not exceed its call handling capacity. This kind of problem is an NP-hard problem [15], 
so enumerative searches are practically inappropriate for moderate- and large-sized cellular 
mobile networks [2][4][15][16]. Since they examine the entire search space in an exhaustive 
manner to find the optimal solution, they are only efficient for spaces which are relatively 
small, corresponding to small-sized instances of the problem. For example, for a network 
composed of m RNC and n Node Bs, mn solutions must be examined.   
Optimization problems arising during the various phases of a network life cycle differ, not 
only in their objectives, but also in the set of design parameters and the level of detail with 
which they deal. Mean site-to-site distances, site locations, sectorization, antenna types and 
average antenna heights are usually addressed in the dimensioning phase [2][25][28]. 
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In [21], an engineering cost model is being proposed to estimate the cost for providing 
personal communications services in a new residential development. It estimates the 
expenses of building and operating a new Personal Communication Service (PCS) using 
existing infrastructures such as the telephone, cable television and cellular networks. In [8], 
the economic aspects of configuring cellular networks are presented. Major components of 
costs and revenues as well as the major stakeholders are identified and a model is 
developed to determine the system configuration (e.g., cell sizes, number of channels, link 
costs, etc.). For example, in a large cellular network, it is impossible for a Node B located in 
eastern United States to be assigned to an RNC located in western United States. In this case, 
the variable link cost is ∞. The geographical relationships between nodes and RNCs are 
considered in the link cost value, so that the Node Bs are generally assigned to neighboring 
RNCs and not to remote RNCs. In [9], various methods are suggested to estimate the 
handover rate in mobile networks and the economic impacts of mobility on system 
configuration decisions (e.g., annual maintenance and operations, channel costs, etc.) are 
addressed. The cost model proposed in this paper is based on [8][9][21]. 
Wu & Pierre [26][27] propose a strategy designed to solve this problem. The proposed 
hybrid search strategy is composed of three phases: a constraint satisfaction method with an 
embedded problem-specific goal to guide the search for an acceptable initial solution, an 
optimization phase using local search algorithms, such as tabu search [10] and a post 
optimization phase to improve the solutions generated by the second phase through a 
constraint optimization procedure. Merchant & Sengupta [15][16] studied this assignment 
problem. Their algorithm starts from an initial solution, which is improved through a series 
of greedy moves, while avoiding being stranded in a local minimum. The moves used to 
escape a local minimum explore only a very limited set of options. Such moves rely on the 
initial solution and do not necessarily generate an acceptable final solution. Beaubrun et al. 
[3] use simulated annealing to solve this problem in 2G. Simulated Annealing (SA), a 
stochastic algorithm,  introduced by Metropolis et al. [17], is used to estimate the solution of 
very large combinatorial optimization problems. It represents an effective solution to certain 
combinatorial optimization problems. Other heuristic approaches have been developed for 
this kind of problem in 2G networks [6][7][19][20][23][25]. 

3. Tabu search, simulated annealing and genetic algorithm approaches 
Different approaches can be used for assigning of Node Bs to RNC. One can mention 
heuristic approaches like tabu search, genetic algorithms and simulated annealing. 

3.1 Tabu search approach 
A tabu search method is an adaptive technique used in combinatorial optimization to solve 
NP problems [7][10]. Nevertheless, it is particularly the local search neighborhood and the 
way the tabu list is built and exploited that are subject to many variations, which accords 
tabu its meta-heuristic nature. The tabu list is not always a list of solutions: it can be a list of 
forbidden moves/perturbations [7]. However, accepting solutions that are not necessary the 
best introduce a cycle risk, i.e., a return to the solutions that have already been considered, 
hence the idea of keeping a tabu list T of solutions that have already been considered. Thus, 
during the generation of the set V of neighbour candidates, the solutions in the tabu list are 
not considered. 
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On one side, keeping a tabu list allows for avoiding the cycle risk; on the other side, the 
storage of the solutions that have already been found could require large amount of 
memory. Moreover, it proves useful to be able to return to a solution that has already been 
considered, in order to continue the search in another direction. A compromise is reached by 
keeping a tabu list, which avoids cycles with a length that is less or equal to k. However, a 
cycle with a length higher than k could always occur. 
To minimize the objective function, the tabu search method starts from an initial solution 
and attempts to reach a global optimum by applying moves that allow the passage from a 
solution si to another solution si+1 chosen in the neighborhood N(si) of si (the N(si) of a 
solution si is defined as the set of solutions that are accessible by applying one move to  si). 
At each iteration i, the neighborhood where solutions are selected is redefined as the 
neighborhood of the current solution si. The tabu conditions change and the admissible 
solutions are no longer the same. 
The exploration of the search domain could be represented by a graph G=(X,A) where X 
refers to the set of solutions and A the set of arcs (x, m(x)), where m(x) is the solution 
obtained by applying the move m to x. Then, a given move will be equivalent to a set of arcs 
{(x, m(x)), x ∈ X}. The graph G is symmetrical because for each arc (x, m(x)), there exists an 
arc (m(x), x) obtained by applying the reverse move m-1 to m(x). The tabu search method 
starts from an initial solution x0, node of the graph G, and will search in G a path x0, x1, …, 
xk, where xi= m(xi-1) with i=1,…,k. Each intermediary solution of the path is obtained by 
applying a move to the precedent solution. The arcs (xi, xi+1) of the path are chosen by 
solving the optimization problem:  

 f(xi+1) = min f(xi) with xi ∈ V – T (7) 

where V in this case is the whole neighborhood N(xi) of xi. 
If the set V-T of solutions to be explored is too large, the cost induced by the algorithm could 
become prohibitive. Conversely, a too small set has the adverse effect on the quality of 
solutions found. The tabu search method could be distinguished from the general 
descending method, mainly by the use of a shorter-term memory structure, which allows for 
accepting less good solutions in order to exit local optima, while avoiding cycles. For more 
details on the tabu method, one can refer to [7]. 
To solve the assignment problem with a tabu search method, a search domain free from 
capacity constraints on the RNC was selected, while respecting the constraints of unique 
assignment of Node Bs to RNC. Two values are associated with each solution: the first one 
indicates the intrinsic cost of the solution, calculated from the objective function (equation 2) 
and the second expresses the solution evaluation, taking into account the costs and penalties 
for not respecting the capacity constraints. At each step, the solution associated with the best 
evaluation is chosen. Once an initial solution is built from the problem data, the short term 
memory component attempts to improve it, while avoiding cycles and the middle-term 
memory component seeks to intensify the search in specified neighborhoods. 
The neighborhood N(S) of a solution S is defined by all solutions accessible from S by 
applying a move a→b to S. Indeed, a→b is defined as the re-assignment of node a to RNC b. 
To evaluate this neighborhood N(S) solution, the gain GS(a,b) is associated with the move  
a→b and  the solution S is defined by : 
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where: 
• hij  refers to the cost of the handover between node i and j; 
• b0 denotes the RNC of node a in solution S, that is, before the application of an a→b 

move; 
• xik takes value 1 if node i is assigned to RNC k, 0 otherwise; 
• cik depicts the cost of linking node i to RNC k; 
• M consists of a large arbitrary number. 
The short-term memory moves iteratively from one solution to another, applying certain 
moves and prohibiting a return to the k latest visited solutions. It starts with an initial 
solution, obtained simply by assigning each node to the closest RNC, according to an 
Euclidean distance metric. The rationale for this memory component consists of improving 
the current solution, by decreasing either its cost or penalties. 
The middle-term memory component tries to intensify the search in promising regions. It is 
introduced after the end of the short-term memory component and allows returning to 
solutions that may have been omitted. It consists mainly of defining intensively searched 
regions before choosing the types of moves to be applied.  
To diversify the search, we use a long-term memory structure in order to guide the search 
towards regions that have not been explored. This is often done by generating new initial 
solutions. In this case, a table n×m (where n is the number of cells and m the number of 
RNC) counts, for each arc (a,b), the number of times this arc appears in the visited solutions. 
A new initial solution is generated by choosing, for each cell a, the least visited arc (a,b). 
Solutions visited during the intensification phase are not taken into account because they 
result from different types of moves than those applied in short and long-term memory 
components. From the new initial solution, we start a new search with short and middle 
term memory mechanisms. 

3.2 Simulated annealing approach 
Simulated annealing (SA) was introduced by Metropolis et al. [17] and is used to approximate 
the solution of very large combinatorial optimization problems [13]. Besides the traditional 
greedy local search techniques, the stochastic properties of the SA algorithm prevent it to get 
stuck to local minima. On the other hand, in traditional greedy local search, the quality of 
the final result heavily depends on the initial solution. In contrast, the idea behind SA is to 
adequately explore the whole solution space early on so that the final solution is insensitive 
to the starting state [13]. 
Conversely to a local search algorithm, SA allows for a given optimization problem to accept 
solutions which deteriorate the cost, even if later, these solutions will be abandoned if they 
generate no improvements. SA uses randomness to decide whether to reject or accept a 
solution which deteriorates the cost. 
The algorithm starts with an initial feasible solution, which is set as the current solution. 
Randomly, a neighboring solution from the solution space is chosen, and its cost is 
compared to that of the current solution. If the cost is improved, this neighbor solution is 
kept and set as the current solution. Otherwise, this solution is accepted with a probability 
that is calculated according to the stage the algorithm is in [13]. 
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3.3 Genetic algorithm 
Genetic Algorithms (GA) are based on the Darwin's concept of natural selection. They 
essentially consist of creating a population of candidates and applying probabilistic rules to 
simulate the evolution of the population. GAs are robust search techniques based on natural 
selection and genetic mechanisms [6][11][12]. 
Genetic algorithms (GA) are robust search techniques based on natural selection and genetic 
production mechanisms [11]. GAs perform a search by evolving a population of candidate 
solutions through non-deterministic operators and by incrementally improving the 
individual solutions forming the population using mechanisms inspired from natural 
genetics and heredity (e.g., selection, crossover and mutation). In many cases, especially 
with problems characterized by many local optima (graph coloring, travelling salesman, 
network design problems, etc.), traditional optimization techniques fail to find high quality 
solutions. GAs can be considered as an efficient and interesting option [11]. 
GAs [11] are composed of three phases: a phase of creation of an initial population, a phase 
of alteration of this population by applying various genetic operators on its elements, and 
finally a phase of evaluation of this population during a certain number of generations. Each 
generation is supposed to provide new elements better than those of the preceding 
generation. Intuitively, the more larger is the number of generations, the more refined is the 
solution. It is hoped that the last generation will contain a good solution, but this solution is 
not necessarily the optimum. 
We have introduced a simple notation to represent cells and switches, and to encode 
chromosomes and genes. We opted for a non-binary representation of the chromosomes. In 
this representation, the genes (squares) represent the cells, and the integers they contain 
represent the switch to which the cell of row i (gene of the ith position) is assigned. Our 
chromosomes have therefore a length equal to the number of cells in the network n, and the 
maximal value that a gene can take is equal to the maximal number of switches m. A 
chromosome represents the set of cells in the cellular mobile network, and the length is the 
number of cells.    
Crossover is a process by which two chosen string genes are interchanged. The crossover of a 
string pair of length l is performed as follows: a position i is chosen uniformly between 1 
and (l-1), then two new strings are created by exchanging all values between positions (i+1) 
and l of each string of the pair considered. 
Mutation is the process by which a randomly chosen gene in a chromosome is changed. It is 
employed to introduce new information into the population and also to prevent the 
population from becoming saturated with similar chromosomes.  
The next generation of chromosomes is generated from present population by selection and 
reproduction. The selection process is based on the fitness of the present population, such 
that the fitter chromosome contributes more to the reproductive pool; typically this is also 
done probabilistically.  

4. Performance evaluation and numerical results 
We submitted our tabu search approach to a series of tests in order to determine its 
efficiency and sensitivity to different parameters. Thus, we will present a few results, which 
we compare to those provided by other known heuristics. The most important measurement 
criterion is the objective function value f (equation 2). 
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4.1 Experimental settings 
This approach was subjected to a series of tests in order to determine its efficiency and 
sensitivity to different parameters. In the first step, the experiments are executed by 
supposing that Node Bs are arranged on an hexagonal grid whose length and width are 
almost equal. The cost of a link between a node and an RNC is proportional to the distance 
separating both [7]. The call rate γi of a node, Bi, follows a gamma probability distribution 
with variance equal to one. The call duration at any Node B is exponentially distributed 
with parameter equal to one [5]. If a node j has k neighbors, the [0,1] interval is divided into 
k+1 sub-intervals by choosing k random numbers distributed evenly between 0 and 1. At the 
end of the service period in node j, the call could be either transferred to the ith neighbor 
(i=1, …, k) with a handover probability rij equal to the length of the ith  interval, or ended 
with a probability equal to the length of the k+1th interval. To find the call volumes and the 
rates of coherent handovers, the nodes are considered as M/M/1 queues that form a Jackson 
network. The incoming rates αi in Node Bs are obtained by solving the following system: 
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If the incoming rate αi is greater than the service rate, the distribution is rejected and chosen 
over. The handover rate hij is defined by: 

 hij = λi. rij   (10) 
All the RNCs have the same capacity M calculated as follows: 
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where K is uniformly chosen between 10 and 50, which insures a global excess of 10 to 50% 
of the RNCs’ capacity compared to the nodes’ call volume. 

5.1 Comparison with other heuristics  
Genetic algorithm (GA) and simulated annealing (SA) are compared with our tabu search 
solution. In this investigation, a number of Node Bs, varying between 100 and 400, and a 
number of RNCs fluctuating from 5 to 8 are used, meaning that the search space size spans 
from 5100 to 8400. 
The three heuristics consistently find feasible solutions. However, these results inform only 
about the feasibility of obtained results, without demonstrating whether or not these 
solutions are among the best. Figure 7 shows the results obtained for 5 different scenarios 
instances of problems: 5 RNCs and 100 Node Bs, 6 RNCS and 150 Node Bs, 7 RNCs and 200 
Node Bs, and 8 RNCs and 400 Node Bs. For each instance, the results of 12 different cases 
tested show that the evaluation costs represent the average over 100 runs for each algorithm.  
In each of all the considered series of tests, the tabu search yields an improvement in terms 
of f (2) compared with the other two heuristics. For example, with 7 RNCs and 200 Node Bs, 
the tabu search solution costs are 3.3% and 4.6% lower than the results generated by GA and 
SA respectively. Table 2 summarizes the results. Nevertheless, given the initial link, the 
handover and the annual maintenance costs for large-sized cellular mobile networks this 
small improvement, in terms of f (2), represents a large reduction in costs in the order of 
millions of dollars over a five-year period. For example, in a cellular network composed of 
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100 Node Bs, with an initial link and handover cost of $ 500,000 for each cell, an 
improvement of 2% in the cost function represents an approximate saving of $1M over five 
years. In the case of 500 Node Bs, and an improvement of 5% in the cost function, represents 
an approximate saving of $12M over 5 years. 

Evaluation cost comparison
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(c) Scenario composed of 7 RNCs, 200 Node Bs 
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(d) Scenario composed of  8 RNCs, 400 Node Bs 

Figure 7. Comparison between tabu search, genetic algorithm and simulated annealing. 
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 5 RNCs 
100 Node Bs 

6 RNCs 
150 Node Bs 

7 RNCs 
200 Node Bs 

8 RNCs 
400 Node Bs 

Genetic 
algorithm 1.6% 2.9% 3.3% 4.3% 

Simulated 
annealing 2.8% 4.1% 4.6% 6.8% 

Table 2. Tabu search average improvement rates in terms of  f (2). 

6. Conclusion 
In this paper, we proposed a tabu search approach to design large-scale UMTS mobile 
networks and to specifically solve the problem of assigning Node Bs to RNCs in cellular 
mobile networks. Experiments were conducted to measure the quality of solutions provided 
by this algorithm. This approach was compared against genetic algorithm and simulated 
annealing.  
Computational results obtained confirm the efficiency and the effectiveness of the tabu 
search to provide better solutions than genetic algorithm and simulated annealing, 
especially for large-scale cellular mobile networks with a number of Node Bs varying 
between 100 and 400, and a number of RNCs oscillating between 5 and 8, meaning that the 
search space size ranges between 5100 and 8400 and that the average improvement rates are in 
the order of 2% and 7% respectively. This improvement represents a substantial reduction in 
maintenance and operations costs, which, for a 5 year period, amount to millions of dollars.  
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1. Introduction 
A communication network can be illustrated by set of nodes (or switches) and links (or arcs) 
where all nodes are connected by links. The typical communication network structure is 
composed of two levels. The first one is backbone network and the second one is local access 
network (LAN). The backbone network dedicate for delivery of information from source to 
destination (end to end) using its switching nodes. The LAN is typically centralized system 
that allows users to access hosts or local servers. This chapter focuses only on the backbone 
network design considered as distributed network.  
The advent of low cost devices has led to explosive growth in communication networks. The 
topology network design is a part of network planning which finds a topology in order to 
satisfy any constraints. One of the major advantages of distributed network over the 
centralized system is their flexibility to improve system reliability. The reliability of a system 
depends not only on the reliability of its nodes and links, but also on the topology of 
network. A completely connected network has the highest network reliability while the 
simple loop (ring) network has the lowest network reliability. 
Many researchers have studied the designing of the network when considering system 
reliability as a constraint or an objective. The reliable network design problems state as 
source-sink and all-terminal network reliability (also known as overall reliability). The 
problem of optimal topology network design that selects the links connections that either 
maximizes reliability or minimizes cost can formulate as a combinatorial problem. 
This problem is a well known NP-hard problem and very difficult to solve. For such 
problem, many researchers have studied with enumerative-based and heuristic method. Jan 
(1993) developed an algorithm using decomposition based on brand and bound to minimize 
link cost of communication network subject to reliability constraint. Aggarwal et al. (1982) 
employed greedy heuristic approach to maximize reliability given a cost constraint for 
networks with different reliability of links and nodes. Pierre et al. (1995) also used simulated 
annealing to find the optimal design for packet switching networks where considering the 
delay and capacity, but reliability was not. For the network design, Kumar et al. (1995) 
developed a genetic algorithm (GA) considering diameter, average distance, and 
communication network reliability and applied it to four test problems of up to nine nodes. 
Darren & Smith (1998) presented a GA approach for minimum cost network design problem 
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with alternative link reliabilities and all-terminal network reliability constraint. 
Furthermore, Glover et al. (1991) used tabu search (TS) algorithm to choose the topologies of 
network when considering cost and capacity, but not reliability. Another work of TS 
algorithm, Beltran & Skorin-Kapov (1994) used TS algorithm to design reliable networks by 
searching for the least cost spanning two-tree, where the two-tree objective was a coarse 
surrogate for reliability. 
Recently, modern heuristic optimization techniques such as simulated annealing (SA), GA, 
evolutionary programming (EP), TS algorithm, artificial neural network (ANN), particle 
swarm optimization (PSO) and ant colony optimization (ACO) have been paid much 
attentions by many researchers because of their abilities to find an almost global optimal 
solution. Among of them, the TS algorithm expected as one of the advanced search 
technique. The TS algorithm is able to escape from local optimal and fast converge to global 
optimum. However, a conventional TS algorithm might have a problem of reaching the 
global optimum solution in a reasonable computational time when the initial solution is far 
a way from the region where optimum solution exists. 
Nowadays, the personal computer has more high-speed computation. To solve the large-
scale problem, several computers may use for computation at the same time. This method 
called “parallel searches”. On the other hand, the “multiple search” implemented in this 
chapter is executed by only one personal computer. The multiple searches help to find the 
promising region where the global optimum solution exists. This idea applies for 
improvement the performance of a conventional TS algorithm.  
Pothiya et al. (2006) developed the multiple tabu search (MTS) algorithm and applied this 
algorithm to design the optimal fuzzy logic PI controller. After that, MTS applied to solve 
the economic dispatch problem with generator constraint (Pothiya et al., 2008). The MTS is 
the execution of individual TS algorithm simultaneously by only single personal computer. 
The MTS introduces the additional salient mechanisms for improvement of search process, 
i.e. initialization, adaptive searches, multiple searches, replacing and restarting process. The 
feasibility study of the MTS for this chapter demonstrated for solving the topology network 
design when considering both reliability and cost. The optimized results by the MTS 
compared to those obtained by the conventional approaches such as GA, TS and ACO in 
terms of solution quality and computational efficiency. 
The remainders of this chapter organize as follows. Section 2 describes the problem 
formulation, assumptions of system, and reliability calculation. Section 3 presents the 
principle of MTS algorithm for solving the topology network design. Section 4 illustrates the 
examples and simulation results. Finally, Section 5 contains the discussion and conclusion. 

2. Statement of the problem 
Notations 
L   Set of possible link  
ijl   Option of each link 

ijd  Distance between node i  and node j  

N   Set of given node 
n   Number of node 

)( klp  Reliability of link option 
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)( klc  Unit cost of link option 
x  Architecture of network design 

)(xC  Total cost of network design 
)(xR  Reliability of network design 

oR  Minimum network reliability constraint 

2.1 Problem formulation 
In the source-sink and all-terminal reliability network design problem, there are a set of N  
nodes with specified topology, which can be found from real world networks or will be 
interpreted as Euclidean distance between coordinates on a plane. It is noted that this 
distance is not an existing distance. It only represents some cost of connection between two 
nodes regardless of type of connection. The network nodes are assumed to be fully reliable 
or assumed not to fail under any circumstances. There are a set of L  links, which connect all 
nodes in N . In this problem, it is assumed that every possible links are included in L , i.e., a 
fully connected network. Hence, for any ),( ji nn  pair of elements of N  there exists the 
possibility of ijl  element of L  such that ijl  connects in  and jn . In addition, it is assumed 
that a link is bi-directional if ijl  is turned on it lets in  communicate with jn  and vice versa. 
It is also assumed that there is only one link per location. Therefore, all links fail 
independently and repairing link is required if any link fails. The total number of possible 
links in single design is: 

 
2

1−⋅
=

NN
L   (1) 

Generally, one link can possibly have more than two states. Thus a candidate solution, x , to 
this problem then consists of a selected number of links klij =  where k  is the level at which 
those links connect nodes in  and jn . The mathematical formulation for this problem when 
minimizing cost is subject to a minimum network reliability constraint is: 

 Minimize ij

n

i

n
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−

= +=
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1 1
,,)(  (2) 

 Subject to  0RxR ≥)(  (3) 

The cost of a specific architecture x  is given by )(xC  and the reliability of x  is given by 
)(xR . The problem find an x so that 0RxR ≥)( base on the following assumptions: 

1. The locations of all the network nodes are given. 
2. The cost ijc  and the operation probability ijp  of each link ),( ji  are fixed. 
3. Each link is bi-directional. 
4. No redundant link is allowed in the network. 

2.2 Reliability calculation  
The problem of calculating or estimating the reliability of a network is another active area of 
research related to the economic network design problem. There are two main approaches 
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the exact calculation through analytic methods (Ball & Van-Slyke 1977, Jan 1993) and the 
estimation calculation through Monte Carlo simulation (Fishman 1986, Ramirez-Marquez & 
Coit 2005). For the all-terminal network reliability problem, efficient simulation is difficult 
because these methods generally lose efficiency as a network approaches a fully connected 
state. There are also upper and lower bound expressions for network reliability (Shinmori & 
Ishii 1995), however these are too loose to be effective surrogates in the all-terminal design 
process. Furthermore, many bounding procedures and improved efficiency simulations 
depend on the assumption that all arcs have the same reliability, which is relaxed in this 
research. Therefore in this chapter, either the network reliability was calculated exactly 
using a backtracking procedure or a classic Monte Carlo procedure. Due to the 
computationally tractable size, a backtracking algorithm is used to correctly calculate the 
system reliability, )(xR , for the problems in this chapter. The outline of the backtracking 
algorithm is given as follow: 
Step 0: (Initialization). Mark all links as free; create a stack which is initially empty. 
Step 1: (Generate modified cut-set) 

(a) Find a set of free links that together with all inoperative links will form a network-
cut. 
(b) Mark all the links found in 1(a) inoperative and add them to the stack. 
(c) The stack now represents a modified cut-set; add its probability into a cumulative 
sum. 

Step 2: (Backtracking) 
(a) If the stack is empty, end. 
(b) Take a link off the top of the stack. 
(c) If the link is inoperative and it is operative a spanning tree of operative links exists, 
then mark it free and go to 2(a) 
(d) If the link is inoperative and the condition tested in 2(c) does not hold, then mark it 
operative, put it back on the stack and go to Step 1. 
(e) If the link is operative, then mark it free and go to 2(a). 

It should be mentioned that the algorithm above is for all-terminal reliability and needs to 
be modified for use in a source-sink design problem as given below: 
Step 0: (Initialization). Mark all links as free; create a stack that is initially empty. 
Step 1: (Generate modified cut-set) 

(a) Find a set of free links that together with all inoperative links will form a source-sink 
cut. 
(b) Mark all the links found in 1(a) inoperative and add them to the stack. 
(c) The stack now represents a modified cut-set; add its probability to a cumulative 
sum. 

Step 2: (Backtracking) 
(a) If the stack is empty, end. 
(b) Take a link off the top of the stack. 
(c) If the link is inoperative and if when made operative, a path from the source to the 
sink exists, then mark it free and go to 2(a). 
(d) If the link is inoperative and the condition tested in 2(c) does not hold, then mark it 
operative, put it back on the stack and go to Step 1. 
(e) If the link is operative, then mark it free and go to 2(a). 
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For larger networks, Monte Carlo simulation is used to accurately estimate network 
reliability. The network is simulated t  times given the design and the link reliabilities: 
Initialize 0=i , 0=c  
Step 0: While ti <  Repeat. 
Step 1: Randomly generate network. 

(a) 1+= ii  
Step 2: Check to see if the network forms a spanning tree. 

(a) If the network forms a spanning tree then 1+= cc  go to Step 0. 
(b) If the network does not form a spanning tree go to Step 0. 

Step 3: tcxR /)( =  
When the need to simulate a network’s reliability arises, other issues become important. 
One of these issues is whether or not the estimator is biased. The other issue is the variance 
of the estimate. Every referenced Monte Carlo technique is an unbiased estimator where the 
variance of the Monte Carlo method described above is: 

 Var ( )(xR )
t

xRxR ))()(( −
=

1  (4) 

To get a more accurate reliability estimate, t  must be high value. 
Note: Var is the variance of variable. 

3. Multiple tabu search algorithm 
The MTS algorithm is the execution of individual TS algorithm at the same time by a single 
personal computer. Here, the individual TS algorithm and the MTS algorithm are explained. 

3.1 Principle of tabu search 
1) Overview 
In general terms, a conventional TS algorithm is an iterative search that starts from an initial 
feasible solution and attempts to determine a better solution in the manner of a hill-climbing 
algorithm. The TS has a flexible memory to keep the information about the past steps of the 
search. The TS uses the past search to create and exploit the better solutions (Glover 1989, 
Glover 1990). The main two components of TS algorithm are the tabu list (TL) restrictions 
and the aspiration criterion (AC). 
2) Tabu list restrictions 
In order to prevent cycling, repeated search at the same solution, a TL is introduced. The TL 
stores a set of the tabu (prohibition) moves that can not be applied to the current solution. 
The moves stored in TL called tabu restrictions and used for decreasing the possibility of 
cycling because it prevents returning in a certain number of iterations to a solution visited 
recently.  
In this chapter, the size of TL is 3×n  (row× column), n  is a number of neighborhoods 
around current solution. In the TL, the first column is used for storing the moves, the second 
column is the frequency of a move direction, and the last column is the recency (time to keep 
solutions) of a move (Bland & Dawson 1991). 
3) Aspiration criterion 
Another key issue of TS algorithm arises when all moves under consideration have been 
found to be tabued. The tabu status of a move is not absolute, but it can be overruled if 
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certain conditions are met and expressed in the form of AC. If appropriate aspiration 
criterion is satisfied, the move will be accepted in spite of the tabu classification. Roughly 
speaking, AC is designed to override tabu status if a move is ‘good enough’ (Bland & 
Dawson 1991). 
4) Stopping criterion 
There are several possible conditions for stop searching. Here, the stopping search is used if 
any of the following two conditions are satisfied: first, the accuracy of the best solution is 
lower than the expected value, and the second, the maximum allowable number of 
iterations is reached. 
5) General tabu search algorithm 
To solve a combinatorial optimization problem by tabu search, the basic idea is to choose 
randomly a feasible solution and attempt to find a best neighbor to current solution. A move 
to this neighbor is performed if either it does not belong to the TL or, it passes the AC test. 
During these procedures, the best solution is always updated and stored aside until the 
stopping criterion is satisfied. The following notations are used through the description of 
the TS algorithm for a general combinatorial optimization problem: 
 

X  : the set of feasible solutions 
x  : the current solution, Xx∈  

bx  : the best solution reached 
nbx  : the best solution among of trial solutions 

)(xE  : the objective function of solution x  
)(xN  : the set of neighborhood of Xx∈   

TL  : tabu list 
AC  : aspiration criterion 

 

The procedure of TS algorithm is described as follows: 
Step 0: Set TL  as empty and AC  to be zero. 
Step 1: Set iteration counter 0=k . Select an initial solution Xx∈ , and set xxb = . 
Step 2: Generate a set of trial solutions neighborhood of x . Let nbx  as the best trial solution. 
Step 3: If )()( bnb xExE > , go to Step 4, else set the best solution nbb xx =  and go to Step 4. 
Step 4: Perform the tabu test. If nbx  is NOT in the TL , then accept it as a current solution, set 

nbxx = , and update the TL  and AC  and go to Step 6, else go to Step 5. 
Step 5: Perform the AC  test. If satisfied, then override the tabu state, set nbxx = , update the 

AC .  
Step 6: Perform the termination test. If the stopping criterion is satisfied then stop, else set 

1+= kk  and go to Step 2. 

3.2 Multiple tabu search for solving topology network design  
Although the TS algorithm is able to escape from local optimal and fast converge to global 
optimum. It might have a problem with reaching the global optimum solution in a 
reasonable computation time when an initial solution is far away from the region where the 
optimum solution exists. The convergence speed of TS algorithm depends on an initial 
solution. The convergence speed can be improved by introducing a multiple structure into 
the algorithm.  
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The MTS algorithm uses several initial solutions to increase the probability of reaching the 
region where the optimum solution exists. The procedure of the MTS algorithm is depicted 
in Fig. 1, which consists of several independent conventional TS algorithms (TS#1, TS#2,  
 

 
Fig. 1 Procedure of Multiple Tabu Search algorithm 
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..,TS#m). Furthermore, the additional mechanisms namely, initialization, adaptive searches, 
multiple searches, replacing and restarting process help to improve the search process in terms 
of both solution quality and computational time. The additional mechanisms are explained 
as follows: 
1) Initialization 
To improve searching, the MTS algorithm starts to search from several initial solutions 
which are different from the TS algorithm. In fact, the starting with several initial solutions 
has the probability of reaching the optimum solution higher than the single initial solution. 
This mechanism helps MTS algorithm to converge quickly to the global optimum solution. 
In the initialization process, several initial solutions are created randomly for individual TS 
algorithm. In this chapter, the structure of a solution for topology network problem is 
composed of a set of links. Therefore, the initial solutions of individual TS algorithm at 
iteration #0 can be represented as the matrix of 0

iX , mi ,,…1=  where m  is the number of 
multiple TS algorithms. Note that it is very important to create a set of solution satisfying 
the equality and inequality constraints. 
2) Adaptive searches 
The step size is the range of variance at current solution which is the important factor for 
search process. Accordingly, the step size should be chosen appropriately. In general, this 
value is fixed. Low value of the step size can increase the accuracy of solution. But it takes a 
long computational time. On the other hand, high value of the step size is used for 
decreasing the computational time. But the searched result may not reach the global 
optimum. Consequently, the adaptive search mechanism has been developed to adjust 
suitably the step size during the search process. This mechanism helps to increase the 
computational speed and the accuracy of solution. 
3) Multiple searches 
Nowadays, the personal microcomputer has high speed computation. To solve the large-
scale problem, several computers may be used at the same time. This method is called 
parallel searches. For multiple searches, they are executed by only one personal microcomputer. 
The multiple searches help to find the promising region where the global optimum solution 
exists. 
The MTS algorithm uses the multiple searches mechanism to enhance its capacity. The 
multiple searches mechanism is executed by using only a personal microcomputer. Each 
step of searching for finding the better solution is used in the procedure of TS algorithm 
which is given in section 3.1 (5). The sequence of execution starts from TS#1 to TS#m. Fig. 2 
illustrates the sequence of execution for finding better solutions. 
 

TS#1 TS#2 TS#m-1 TS#m
 

Fig. 2 Sequence of execution 
4) Replacing 
After the search process satisfies with the condition for replacing, all independent TS 
algorithms are stopped. The condition for replacing depends on the size of problem. The 
experiment can be found the appropriate value. The replacing mechanism is used for 
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comparison and exchanging the solutions which are found by these TS. Then, the replacing 
mechanism generates the best initial solutions for the next search. Like the crossover of GA, 
the MTS algorithm performs with replacing mechanism for improvement the solution. Here, 
the replacing is set to apply to each individual TS every 30 iterations. As a result, new 
solutions are generated for the next iteration.  
5) Restarting process 
When the search is stroke on the local solution for a long time and the procedure of TS 
algorithm can not escape from the local solution. The restarting process is applied to keep 
searching and finding a new solution. The restarting mechanism is applied when the search 
is stroke on the local solution for 20 iterations and the procedure of TS algorithm can not 
escape from local solution. The procedure of restarting mechanism is almost the same as the 
initialization mechanism.  

4. Test problems and results 
Three test problems were studied and each exhibits a different aspect of the MTS approach. 
These four link types, shown in Table 1 were used for all test problems. To examine the 
performance of the proposed MTS method, it is then compared the results with those of GA, 
TS and ACO. The simulation results shown in this chapter are simulated using MatLab® 
program on a Pentium 4, 2.66 GHz 512 DRAM personal computer. 
 

Connection Type Reliability Cost ($)/Unit Distance 
0 (not connected) 0.00 0 

1 0.85 8 
2 0.90 10 
3 0.95 14 

Table 1 Link Unit Costs and Corresponding Reliabilities 

4.1 Application test problems 
1) Test Problem 1: Five nodes network 
A communication network has five nodes with multiple levels as show in Fig. 3. The 
problem is based on Jan (1993) but expanded by changing the links from a simple on/off 
state to one of four possible states using link costs as distances and using the unit costs and 
reliabilities shown in Table 1. Since this problem has 4=k  levels its search space size is 

57604814 245 ,,/)( =× . This problem was considered at six different system reliability 
constraints and the backtracking algorithm is employed to calculate )(xR  exactly. The cost 
matrix of links is given as follow: 
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Fig. 3 Five nodes communication network system 
2) Test Problem 2: Source-Sink network 
This problem shows that the flexibility of the approach by considering economic design of 
18 links source-sink network as shown in Fig. 4. This problem is taken from the literature 
(Jan 1993) and has 101096 ×.  possible architectures, thus precluding enumeration to identify 
the optimal design. The distance matrix for this problem appears in Table 2. This problem 
was considered at six different system reliability constraints and uses the backtracking 
algorithm to calculate the exact value of )(xR . 
 

1 9
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79l

 
Fig. 4 Source-Sink network (Source node is 1 and Sink node is 9) 
 

 2 3 4 5 6 7 8 9 
1 58 63 60 63 58 - - - 
2  42 - - - 60 - - 
3   20 - - 42 - 63 
4    20 - - - 60 
5     42 - 42 63 
6      - 60 - 
7       - 58 
8        58 

Table 2 Distance matrix for Source-Sink network 
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3) Test Problem 3: 19 Districts in Bangkok, Thailand 
To demonstrate the applicability of this work on a realistic application, the network of 19 
districts in Bangkok is therefore applied for an example of scaled-up problem. This 19 node 
problem was constructed by selecting districts in Bangkok as seen in Fig. 5 and computing 
the Euclidean distances between them using their coordinates as shown in Table 3 and using 
the four links choices from Table 1. The search space of this problem is 102109598 ×. . Besides 
the scale-up issue, the difference between this problem and the other design problems is that 
this problem illustrates the flexibility of the MTS by reversing the constraint and the 
objective function. This problem was considered at six different system reliability 
constraints and uses the Monte Carlo simulation is used to accurately estimate network 
reliability. 
 

 
 
Fig. 5 Network of 19 districts in Bangkok, Thailand 

4.2 Simulation results 
Four methods, which are MTS, GA, TS and ACO, are employed to examine three test 
problems with six different system reliability constraints. To perform 30 trials, the 
simulation results in terms of maximum, average and minimum cost, the standard 
deviation, the average computational time, and percentage of get near optimum solution for 
test problem 1, 2 and 3 are presented in Table 4, 5 and 6, respectively. Obviously, the 
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proposed MTS approach always provided better solution than other methods, thus resulting 
in the higher quality solution. 
In order to demonstrate the efficiency of the proposed MTS method, the distribution 
outlines of the best solution of each trial are considered. Fig. 6 and 7 demonstrate the 
distribution outlines of best solution of each trail for test problem 1 and 2, respectively. Most 
of the costs obtained by the proposed MTS method were lower than those of the compared 
methods, that the efficiency of the proposed MTS method is superior to other methods. 
 

 LKS PKK NWW RIT BGN NGC BGT PYT KKM KGC ASD PSN LTY SRW SKW HAM PKG LKG 

DNM 8.10 19.40 27.88 17.50 12.80 45.41 29.92 20.30 30.20 25.90 36.59 48.62 36.61 38.90 40.47 31.90 38.00 66.06 

LKS  11.30 19.78 9.40 4.70 45.28 21.82 12.20 22.10 17.80 28.49 40.52 28.51 30.80 32.37 23.80 29.90 41.75 

PKK  - 8.48 20.70 16.00 62.01 25.80 25.58 26.08 29.10 39.79 44.50 32.49 32.18 43.67 45.49 49.37 49.75 

NWW   - 29.18 24.48 70.49 17.32 17.10 17.60 19.35 25.10 36.02 24.01 23.70 28.98 30.80 34.68 54.27 

RIT    - 14.10 35.88 31.22 21.60 31.50 8.40 20.10 49.92 37.91 30.00 26.00 14.20 20.30 32.35 

BGN     - 52.96 17.12 7.50 17.40 25.48 23.79 35.82 23.81 34.69 27.67 29.49 33.37 52.96 

NGC      - 56.80 47.18 57.08 27.48 39.18 65.74 55.88 50.08 43.06 33.48 39.58 20.65 

BGT       - 9.62 5.32 28.97 17.62 18.70 11.96 17.76 12.92 23.32 18.62 38.21 

PYT        - 9.90 19.35 8.00 28.32 16.31 16.00 11.88 13.70 17.58 37.17 

KKM         - 20.90 9.20 16.27 6.41 6.10 7.60 14.90 13.30 32.89 

KGC          - 11.70 38.26 28.40 22.60 12.10 6.00 12.10 23.95 

ASD           - 26.56 16.70 10.90 3.88 5.70 9.58 29.17 

PSN            - 9.86 15.66 24.96 36.76 30.66 50.25 

LTY             - 5.80 15.10 26.90 20.80 40.39 

SRW              - 9.30 21.10 15.00 34.59 

SKW               - 11.80 5.70 25.29 

HAM                - 6.10 25.69 

PKG                 - 19.59 
 

DNM Donmuang  LKS Laksi  PKK Pakkret  
NWW Ngamwongwan  RIT Ram-intra BGN Bangken  
NGC Nongchok  BGT Bangplad PYT Paholyothin 
KKM Krungkasem  KGC Klongchan ASD Asok Dindeang 
PSN Pasicharoen  LTY Latya  SRW Surawong 
SKM Sukhumwit  HAM Huamark PKG Phrakanong 
LKG Ladkrabang 
Table 3 Distance matrix of 19 districts in Bangkok, Thailand 
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Reliability Optimal 
Cost Configuration Algorithm Max. 

Cost 
Average 

Cost 
Min. 
Cost 

Standard 
Deviation

% Get 
Optimal 

CPU 
Time 

0.999 5498 3323323333 

GA 
TSA 
ACO 
MTS 

5498 
5498 
5498 
5498 

5498 
5498 
5498 
5498 

5498 
5498 
5498 
5498 

0.00000 
0.00000 
0.00000 
0.00000 

100 
100 
100 
100 

12.49 
9.93 
7.11 
3.15 

0.995 4250 3303222313 

GA 
TSA 
ACO 
MTS 

4250 
4250 
4250 
4250 

4250 
4250 
4250 
4250 

4250 
4250 
4250 
4250 

0.00000 
0.00000 
0.00000 
0.00000 

100 
100 
100 
100 

47.21 
43.65 
35.50 
12.11 

0.990 3638 3203312303 

GA 
TSA 
ACO 
MTS 

3900 
3886 
3686 
3638 

3760 
3700 
3654 
3638 

3638 
3638 
3638 
3638 

88.05423 
68.02699 
21.00489 
0.00000 

13 
17 
50 
100 

57.12 
55.53 
44.89 
10.24 

0.950 2184 3003300303 

GA 
TSA 
ACO 
MTS 

2692 
2622 
2444 
2184 

2481 
2305 
2193 
2184 

2184 
2184 
2184 
2184 

121.65421 
98.014345 
47.469288 

0.00000 

56 
80 
97 
100 

57.35 
31.52 
22.11 
6.53 

0.900 1904 3003200203 

GA 
TSA 
ACO 
MTS 

2402 
2124 
1904 
1904 

1982 
1937 
1904 
1904 

1904 
1904 
1904 
1904 

126.28258 
87.234497 

0.00000 
0.00000 

43 
93 
100 
100 

47.55 
17.51 
14.27 
2.36 

0.850 1724 2003300102 

GA 
TSA 
ACO 
MTS 

1764 
1736 
1732 
1724 

1734 
1726 
1727 
1724 

1724 
1724 
1724 
1724 

10.061878 
4.290594 
3.835706 
0.00000 

90 
100 
100 
100 

21.12 
1536. 
8.11 
1.10 

Table 4 Summary results of five nodes problem (performed 30 trails) 

Reliability Optimal
Cost Configuration Algorithm Max. 

Cost 
Average

Cost 
Min. 
Cost 

Standard 
Deviation

% Get 
Optimal 

CPU 
Time 

0.999 6008 033300000001013330

GA 
TSA 
ACO 
MTS 

6008 
6008 
6008 
6008 

6008 
6008 
6008 
6008 

6008 
6008 
6008 
6008 

0.00000 
0.00000 
0.00000 
0.00000 

100 
100 
100 
100 

63.41 
55.48 
26.42 
15.23 

0.995 4464 022200000000003330

GA 
TSA 
ACO 
MTS 

5382 
4970 
4596 
4464 

4795 
4681 
4506 
4464 

4464 
4464 
4464 
4464 

232.843107
200.417828
56.766673 
0.00000 

13 
36 
63 
100 

112.42 
105.20 
50.87 
10.24 

0.990 4074 013100000000001330

GA 
TSA 
ACO 
MTS 

5212 
4952 
4086 
4074 

4190 
4189 
4078 
4074 

4074 
4074 
4074 
4074 

265.212310
251.683618
5.881590 
0.00000 

76 
80 
100 
100 

72.66 
69.75 
42.27 
18.42 

0.950 2826 002100000000000330

GA 
TSA 
ACO 
MTS 

3446 
3112 
3248 
2826 

2980 
2922 
2900 
2826 

2826 
2826 
2826 
2826 

164.221423
147.749415
130.371018

0.00000 

30 
53 
70 
100 

106.43 
93.21 
72.68 
22.56 

0.900 2328 011000000000001300

GA 
TSA 
ACO 
MTS 

2648 
2530 
2394 
2328 

2386 
2374 
2337 
2328 

2328 
2328 
2328 
2328 

75.218902 
47.981001 
22.816509 
0.00000 

57 
60 
87 
100 

90.23 
79.92 
49.98 
21.23 

0.850 1990 002000001000000220

GA 
TSA 
ACO 
MTS 

2312 
2335 
2180 
1990 

2074 
2104 
2008 
1990 

1990 
1990 
1990 
1990 

97.273386 
105.07909 
70.477535 
0.00000 

50 
48 
93 
100 

65.98 
63.02 
61.39 
25.14 

Table 5 Summary results of source-sink nodes problem (performed 30 trails) 
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Reliability Algorithm Max. Cost 
(฿) 

Average Cost
(฿) 

Min.Cost 
(฿) 

Standard 
Deviation 

0.999 

GA 
TSA 
ACO 
MTS 

10,364,282 
10,361,728 
10,358,095 
10,343,501 

10,361,136 
10,359,303 
10,357,185 
10,331,632 

10,359,058 
10,356,430 
10,356,121 
10,324,514 

1522.41 
1305.12 
567.75 
315.54 

0.995 

GA 
TSA 
ACO 
MTS 

8,274,131 
8,272,093 
8,269,192 
8,257,863 

8,271,620 
8,270,157 
8,268,466 
8,251,491 

8,269,961 
8,267,863 
8,267,616 
8,245,361 

1215.39 
1041.90 
453.25 
251.62 

0.990 

GA 
TSA 
ACO 
MTS 

7,022,953 
7,021,223 
7,018,761 
6,899,623 

7,020,822 
7,019,579 
7,018,144 
6,898,631 

7,019,414 
7,017,633 
7,017,423 
6,894,144 

1031.60 
884.35 
384.71 
160.55 

0.950 

GA 
TSA 
ACO 
MTS 

4,975,827 
4,974,601 
4,972,856 
4,954,615 

4,974,316 
4,973,436 
4,972,419 
4,950,241 

4,973,319 
4,972,057 
4,971,908 
4,942,416 

730.90 
626.56 
272.57 
121.19 

0.900 

GA 
TSA 
ACO 
MTS 

4,443,038 
4,441,944 
4,440,586 
4,425,619 

4,441,690 
4,440,904 
4,439,996 
4,418,629 

4,440,799 
4,439,672 
4,439,540 
4,412,612 

652.54 
559.47 
253.39 
110.82 

0.850 

GA 
TSA 
ACO 
MTS 

4,021,989 
4,020,998 
4,019,988 
3,892,512 

4,020,768 
4,020,056 
4,019,234 
3,889,415 

4,019,962 
4,018,942 
4,018,822 
3,867,642 

622.54 
590.79 
280.32 
135.46 

Note: 1 $US = 35 ฿ 
 

Table 6. Summary results of 19 districts in Bangkok, Thailand (performed 30 trails) 

 
 

Fig. 6 Distribution of cost for test problem 1 ( 99000 .=R ) 
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Fig. 7. Distribution of cost for test problem 2 ( 95000 .=R ) 

5. Conclusion and discussion 
In this chapter, the MTS method has been applied to solve the topology network design 
problem with considering both economics and reliability. The MTS algorithm shows 
superior features such as high-quality solution, stable convergence characteristic, and good 
computation efficiency. The studied results confirm that the proposed MTS are indeed 
capable of obtaining higher quality solution efficiently, convergence characteristic and 
computation efficiency in comparison with GA, TS and ASO methods. 
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Hybrid Approaches Tabu Learning Algorithm 
Based Neural Network 

Junfei Qiao, Jian Ye and Honggui Han 
 Beijing University of Technology 

China 

1. Introduction    
Tabu search is a global search algorithm which is popular in recent years [F. Glover, 1989, 
1990, 1997]. The main principle of tabu search is that it has some memory of the states that 
has already been investigated and it does not revisit those states. It considers the set of all 
possible neighbor states and takes the best one, but it will also take the best move in the 
neighborhood which might be worse than the current move. The tabu search focuses greatly 
on expanding the global search area and avoiding the search of the same area. It can always 
get much better global solutions. The tabu search uses a tabu list to memorize the visited 
states and keep from recurrent search. Aspiration criterion is set to activate the “tabued 
state” in the tabu list around which some good global states may be found [D. Cvijovic, 
1995]. 
In the past decade, there has been a growing interest in applying neural network to many 
areas of science and engineering, such as pattern identification and image management 
[Jianming Lu, 2007], control[Jian-Xin Xu, 2007] and optimize[Z. S. H. Chan, 2005],  
communication [Kung S Y, et al. 1998] and so on. Basically, neural network is the computing 
system characterized by the ability to learn from examples rather than having to be 
programmed in a conventional way as used in control engineering [K.J. Astrom, B, 1989]. 
The broad use of neural network in many areas derived from its ability of approximating 
nonlinear functions. In theory, it has been proved that a three-layered neural network can 
approximate unknown functions to any degree of desired accuracy [K. Funahashi.1989; and 
K. Hornik, 1989]. 
This chapter is focused on the tabu learning algorithm based on neural network in which an 
unknown function is approximated. The input of the network is given by the values of the 
function variables and the output is the estimation of the function. In mathematical terms, 
the objective is to find appropriate values for the weights of the net which approximate the 
function best.  
Gradient-based algorithms, especially the back propagation (BP) algorithm [L.M. 
Salchenberger, 1992] [P. Werbos, 1993] and its revised version [R. Parisi, 1996; and G. Zhou, 
1998], are well known as a type of supervised learning for multilayered neural networks. 
The method of gradient descent is that a maximal "downhill" movement will eventually 
reach the minimum of the function surface over its parameter space by moving to the 
direction of the negative gradient.  
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However, this method has several inevitable drawbacks. First, it is prone to getting trapped 
in local minima of the error surface. Second, the training performance is sensitive to the 
choice of the learning rate and initial values of weights. For these reasons, many researches 
have been done to overcome these drawbacks especially the local convergence [Y. Izui, 
1990 ; and S. Ma,1998].  
Recently, some researches were done in the tabu learning algorithm [Junfei Qiao, et al. 
2006]. In this chapter, we utilize the tabu search in the NN learning process to help the 
gradient technique “jump out of” the local minima and get a great improvement on the 
gradient technique. In order to test the ability of the tabu search to improve the NN 
learning, we introduce the most basic NN learning algorithm, BP algorithm, as the NN 
learning algorithm. The tabu search can also be combined with other improved learning 
algorithm.  
The remainder of this chapter is organized as follows. Section 2 first describes the typical 
artificial neural network including the architecture and the learning algorithm. Then the 
target function used in this paper approximating the nonlinear function is introduced. In 
section 3, the tabu-based neural network learning algorithm, TBBP, is described. Section 4 
illustrates the experiment and the result. In this section, both of the TBBP and BP are tested 
to approximate 6 different nonlinear functions. Eventually, section 5 gives the conclusion.  

2. Neural network and target function  
2.1 Neural network  
We use the most employed architecture of NN in this section: a multilayer feed-forward 
network with a single hidden layer. The schematic representation of the neural network is 
showed in Fig. 1.  
 

 
Fig. 1. The structure of the three-layered feed forward ANN 

So the NN is presented as ),( WN , where N is the set of nodes and W is the set of weights. 
There are 3 parts in N : IN , input nodes; HN , hidden nodes; ON ,output nodes. If there are 

n variables in the nonlinear function that we want to approximate, nN I = .The neural 
network has l hidden neurons with a bias term in each hidden neuron. In the output layer, 
there are m nodes. To approximate the nonlinear function, there only has one single node in 
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the output layer as the approximated value of the function. In Fig.1, ijw connects the i -th 

node in the input layer and the j -th node in the hidden layer. jkw  connects the j -th node 

in the hidden layer and the k -th node in the output layer.  
Each node i  in the input layer has a signal iu  as the input of the hidden layer. Each node j  
in the hidden layer receives a signal  )( jIn  according to  

 ∑
=

+=
n

i
ijij ujIn

1

)( ωθ  (1) 

The most popular transform function in the hidden layer is the standard sigmoid function 
)1/()( += xx eexf , which is different from the linear function in both the input layer and 

the output layer. The output of the hidden node is ))(( jInf . The output of the NN is  

 ∑
=

+=
m

j
jkkk jInfy

1
))((ωθ  (2) 

Where lθ and mθ are the bias terms of the hidden layer and the output layer.  

2.2 Target function  
The process of determining the values of the weight parameters of the NN on the basis of a 
given data set is called supervised learning or training. The data set should contain a 
representative and sufficient number of input-target relations to allow an appropriate 
representation of the complex functional mapping of the problem. In the process of training 
the net, the purpose is to search the values of the weights that minimize the error across the 
training set. Once the optimization has been performed and the weights have been got, the 
NN is ready to approximate the function. The error function used in the optimization 
problem is called the target function.  
The target function used in this paper is sum square error (sse) )(wE , which is: 

 ∑
=

−=
m

q
qq YTwE

1

2)(
2
1)(  (3) 

Where ],[ 21 mkq yyyyY = is the q -th output of the NN and ],[ 21 mkq ttttT = is the 

q -th target value. In Fig.1, ],[ 21 niq uuuuu =  is the q -th input training data of the 

training data { }{ } { } { }{ }nnqq TuTuTuTu ,,,,, 2211 . M is the number of training data.  
The gradient descent method searches for the global optimum of the network weights. Each 
iteration t consists of two steps. First, partial derivatives wE ∂∂ are computed for each 
weight in the net. This can be exactly done by starting the computation at the output node 
k , and then successively computing the derivatives for the weights from jkw to ijw  (the 
gradient information is successively moved from the output layer back towards the input 
layer). In the second step, weights are modified according to the expression:  
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 )()()()1( twtEtwtw ∂∂−=+ α  (4) 

Where theα is the learning rate. The error is computed for the new weights, t is increased in 
one unit and a new iteration begins.  
In (3), W is the weight vector of the NN including the weights from the input to the hidden 
layer, the weights from the hidden to output layer, and the bias factor of the hidden and 
output nodes. W is represented as: 
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)(wE can be treated as a nonlinear function ofW for the same training data. Because the 
transform functions in the neural network is continuous, )(wE is in a continuous 
multidimensional space ofW . There are many concaves in this continuous space. The 
learning algorithm is to find the states at the bottom of the concaves which are the local 
optimal solutions of the function )(wE .  
The traditional learning algorithms such as BP which is based on the gradient technique 
plunge into the local optimization inevitably.  

3. The tabu based neural network learning algorithm  
3.1 The tabu search in the NN learning  
The tabu search (TS) which can be regarded as an iterative descent method is a global search 
algorithm. In the tabu search, the tabu list and the aspiration criterion are the most 
important factors for the tabu search to implement the memory and keep from the recurrent 
search. Tabu list (TL) is used to keep from recurrent search and the aspiration criterion (AC) 
is used to restart the search in the area in which there may be some superior solutions which 
can be found in the former chapters.  
The simple Tabu Search method is mainly based on a random search. In the neural network 
learning, we use the weight vectorW to compare to be the tabu object and mainly research 
about the weights. Neighbourhoods are randomly drawn points from uniform distribution. 
The neighborhood is a restricted region for each weight in the current weight. Hundreds of 
weights are randomly generated in this region and the best one is chosen. These weights are 
examined. The best solution in the neighborhood replaces the initial ones and the process is 
repeated. The weights in the tabu list represent the states which have been searched. The 
tabu list is generated by adding the last solution to the beginning of the list and discarding 
the oldest solution from it. If the new generated weight is not in the Tabu list (TL), the 
search goes on and this weight is added to the Tabu list (TL). To be rejected, all the weights 
of a new solution would need to be within a tabu area for any of the solutions in the tabu list 
(TL). The AC is used to activate the states that are tabued but around which there are some 
superior solutions. If there is one weight in the TL but it satisfies the AC, the complete test is 
also applied to this “tabu” weight.  
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3.2 The tabu based neural network Learning algorithm (TBBP)  
The TBBP divides the learning algorithm into two steps, the superficial search (SS) and the 
deep search (DS). The superficial search mainly finds weights which seem to be big 
probability of being the “good global solution” in large numbers of neighbour solutions. The 
deep search trains these “good global solutions” to the end and gets the finial weights used 
to approximate the function. 
The location of the original state has a great effect on the performance of algorithm. The 
original weight 0W is randomly generated. If 0W is trained directly with BP from the original 

state to the end, it can only get a local optimal solution which is greatly based on the original 
state 0W . From these different 0W , only some random local optimal solutions are reached. 

The SS is implemented to filtrate the initial solutions and pick out some good solutions for 
the deep search. In addition, there is such a kind of weight nWWW 00201, which are in the 

same concave of the )(WE space. If the weights nWWW 00201, are directly searched to the 

end, the same concave are searched n times and only the same local optimal solution is got. 
Lots of time is wasted during the recurrent search. The TBBP uses the SS to keep from 
recurrent search in the same concave.  
The superficial search trains the original weight 0W to a state '

0
W which has a depth but is 

not at the bottom of the concave. '
0

W is defined to be the superficial state. TBBP put these 

superficial states into the tabu list as the tabu object. If '
0

W is in the tabu list, it presents that 
'

0
W is in a searched concave and TBBP don’t go on to search deeply, otherwise '

0
W is 

considered to be in a new concave and should be deeply searched.  
Whether the concave has been searched or not is very important to avoid the recurrent 
search. The superficial state '

0
W which has been deeply searched is in the TL. If a new 

generated superficial state ( '
iW ) is in the tabu area (TA) of a tabu object ( '

)( jt
W ) in the TL, 

TBBP consider '
i

W to be in a concave which has been deeply searched with a biggish 

probability. Then '
i

W is given up and the next superficial state will be tested.  

There may be some '
i

W which are in the TL (corresponding to '
)( jt

W ) but satisfy  

 )()1()()()1()( '
)(

''
)(

'
jtijti WEACWorEWEACWE ⋅−>⋅−<  (6) 

where )( 1
iWE is the sum of error evaluated at the superficial state '

i
W  . 

TBBP uses (6) as the aspiration criterion (AC) to activate '
i

W which is tabued and continue to 

train it deeply. If the “tabued” superficial state, '
i

W , in the tabu area of '
)( jtW but fulfils (6), 

TBBP consider that '
i

W jump out from the concave in which '
)( jtW is with a biggish 

probability.  
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When the SS have picked out the proper weights, the TBBP trains the NN from these 
weights. This is called the deep search. The DS trains the NN by using the back propagation 
algorithm.  

3.3 The important parameters in TBBP  
3.3.1 The tabu area 
The probability of finding weights that they are exactly identical is zero because the weights 
are real values. TBBP uses tabu area (TA) to relax the strict comparison between the new 
weight and the weights in the tabu list.  
The value of TA is very important to keep from recurrent search. If TA is too big, the 
algorithm may tabu some superior states which are in the concave that don’t have been 
search before and the search area is decreased. Some good global solutions maybe lost. If TA 
is set to be too small, some solutions in the same concave are searched deeply and the 
recurrent search TBBP can’t be avoided effectively.  
In the experiment, many values were tested. In this paper, TA is set in two different values, 
0.03 and 0.01, to illustrate how to choose the TA. 100 neighbor solutions '

0 jW  

)1002,1( =j are generated in the neighborhood of the same superficial weight '
0W . The 

size of the neighborhood is set to be the TA. TBBP deeply search the 100 neighbor solutions 
and get the corresponding deep state ''

0 jW  . The )( ''
0 jWE  jsse0 are compared to 

)( ''
0WE 0sse .  

Fig.2 shows the different values of D after training 10000 epochs and 100000 epochs when 
03.0=TA  and 01.0=TA .  

 000 )( ssessesseD j −=  (7) 

In Fig.2, whether the TA is set to be 0.03 or 0.01, all the D are within 03.0± after training 
100000 epochs. Some deviations are big when set TA to be 0.03 after training 10000 epochs. 
If 01.0=TA , many states are considered to be in the different concaves but actually they are 
in the same concave. Therefore, lots of time is wasted and TBBP can’t avoid recurrent search 
effectively.  
According to this experiment, it is obvious that 03.0=TA is better. To be tabued, all the 
values in the new weight vector should be within this range for any of the tabu objects in the 
TL.          

3.3.2 The depth of the superficially search (DSS)  
The DSS is the most important parameter in TBBP. If the SS doesn’t taken place or the DSS is 
not deep enough, recurrent search can’t be avoided in the global area. If the superficial 
search is too deep, the neighbor solutions can hardly jump out of the original concave and 
the search area isn’t extended adequately.  
BP algorithm can be simply described as in (4). We set  

 )()( twtEgk ∂∂=  (8) 

where kg is the current gradient. 
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Fig. 2. The different deviations of jsse0  from 0sse  .  

During the training, kg may increase in some periods, but there is the trend that kg  
decrease when the search depth is increased during the whole training process. Therefore, 
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TBBP cease the superficial search according to the gradient g . When ggk = , the 
superficial search stops and the current weight of the NN is set to be the superficial state.  

The deep search (DS) is carried out with the 100 neighbor solutions ( '
ijW ) which are 

generated in the neighborhood of the superficial states '
iW . Train '

ijW deeply and get the 

deep states ''
ijW  . )( ''

ijWE  ( ijsse ) are compared to )( ''
iWE  ( isse ) where ''

iW is deeply 

trained from the original superficial state '
iW .  

The Fig.3 and Fig.4 show the different deviations of ijsse from isse . 

 iiij ssessesseD )( −=  (9) 

In the experiment, g is set in three different levers, 0.01, 0.05 and 0.1. If DSS is set to be to 

small ( 01.0<g ), the algorithm can’t jump out of the local minima effectively and some 

superior solutions may be lost. If DSS is set to be too big ( 1.0>g ), the recurrent search 

can’t be avoided and lots of time is wasted. The deviation is the greatest when 05.0=g .  

TBBP set DSS to be 05.0=g . It considers that the search area are extended most widely 
from the original superficial state when DSS=0.05. Meanwhile, the recurrent search can be 
kept from most effectively when DSS=0.05. 
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Fig. 3. The different deviations of jsse0 from 0sse when g  is set to be too big 
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Fig.4. The different deviations of jsse0 from 0sse when g  is set to be too small 

3.4 The Basic Step of TBBP 
In this section, we give the detailed description of TBBP. It mainly consists of seven steps as 
follows:  
(1) Initialization.  
          This step generates an original weight vector iW which is described in (5) randomly.  
(2) Superficial Search.  

i. The initial weight iW is trained with BP algorithm.  

ii. The superficial state '
iW and )( '

iWE are got.  

iii. The '
iW is tested to decide whether the deep search is implemented or not. If '

iW is 
tabued and doesn’t satisfy AC, go to Step (1) to generate the next initial weight; 
otherwise, go to Step (3) and add it into the Tabu List. 

(3) Deeply search the superficial state '
iW . 

i. Deeply search the '
iW and get the corresponding deep state ''

iW .  

ii. Evaluate )( ''
iWE  ( isse ) and set it to be the best weight in this neighborhood. 

''
)( iibest WW = .  

(4) Generate a neighbor solution '
ijW around the superficial state '

iW randomly and evaluate 

)( '
ijWE .  

(5) Test the superficial state '
ijW in the neighbourhood of '

iW  .  
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         If '
iW is in the TL and doesn’t satisfy the AC, go to Step (4) to generate the next '

ijW ;  

         otherwise, go to Step (6) to search '
ijW deeply.  

(6) Deeply search '
ijW . 

i. Train '
ijW with BP algorithm and get ''

ijW .  

ii. If )()( )(
''

ibestij WEWE < , set ''
)( ijibest WW = . 

iii. If '
ijW have been generated, go to Step (1) to get another original weight iW ; 

otherwise, go to Step (4) to generate the next '
ijW .  

iv. Go to Step (7) if the maximal num of the neighborhood is reached.  
(7) Get the weight generated by TBBP.  
       Compare all the )( )(ibestWE and get the best one as the solution of TBBP.  

4. Experimental evaluation  
In this section, we first introduce our experiments and then give the results.  

4.1 Experiments 
The TBBP and BP algorithm both are written in C and all the programs are complied in 
VC++ 6.0. All the figures (including the Figures in Section 3) are drawn by Matlab 6.0 using 
the data generated by the program.  
The important parameters of TBBP such as the DSS and TA are discussed in Section 3. In 
this subsection, the experiments are performed using the value selected in Section 3.  
In order to test the ability of TBBP to approximate the nonlinear function, we choose 6 
nonlinear objective functions to test. They are  

 21 xxy +=  (a) 

 21xxy =  (b) 

 121 += xxy  (c) 

 3
2

2
1 xxy −=  (d) 

 2
1

3
1 xxy −=  (e) 

 λβαβαβα +−+−+−= )arctan()arctan()arctan( 333222111 xxxy  (f) 

Where )arctan()arctan()arctan( 332211 βαβαβαλ −−−−−−= . 
Because TBBP is designed to test the superior effect of tabu search used in NN learning, a 
simple 3-layered feed forward neural network which is described in Fig.1 is chosen for all 
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the 6 nonlinear functions. There are six nodes in the hidden layer. All the nets have only one 
output node whose output is severed as the approximating function value.  
The training data of function (a)(b)(c)(d)(e) are all generated randomly from ]1,1[−∈ix . The 

training data of function (f) is generated from ]200,0[∈ix .  
In order to test the TBBP’s ability of forecasting the nonlinear function in the unknown 
areas, the interpolation and extrapolation data are set to be tested. The interpolation data are 
generated randomly in the same range of the training data. The extrapolation data are 
generated outside the range of the training data. It is ]1,2[ −−∈ix or ]2,1[∈ix for function 

(a)(b)(c)(d)(e), and ]400,200[∈ix for function (f).  
In TBBP, 200 superficial states are tested for each function and 100 neighbor solutions are 
generated in the neighborhood of each superficial state. In BP, We set the momentum to be 
0.9 and train the neural network 50000 iterations.  
In order to show how greatly the tabu search works to avoid recurrent search, counters are 
set to record the times the tabu take place.  

4.2 Experimental results 
For all the 6 nonlinear functions, the best sum square error ( sse ) generated in both TBBP 
and BP are shown in Table1.  
 

 1y  2y  3y  4y  5y  6y  

TBBP 7.41E-05 7.65E-04 4.29E-02 2.82E-03 8.91E-04 5.41E+01 Training 
samples 

BP 2.18E-02 2.46E-02 1.12E-01 1.07E-01 1.78E-01 4.39E+02 

TBBP 3.42E-03 9.82E-03 1.90E-01 3.58E-01 8.12E-02 6.28E+02 
A 

BP 9.48E-01 3.28E-01 4.57E+00 2.07E+00 3.77E+00 9.27E+03 

TBBP 6.71E-01 5.34E-01 4.21E+01 1.85E+01 4.33E+01 3.42E+04 
B 

BP 3.75E+01 6.71E+01 1.92E+02 4.09E+01 1.70E+02 9.85E+05 

Table 1. The comparison of sum square error (sse) between the two algorithms 

Results in Table 1 present that the sse generated by TBBP are obvious smaller than the BP’s. 
It illustrates that the TBBP can approximate the function in all the 3 data including training 
data, interpolation data and extrapolation data.  
The advantage of the approximation in the extrapolation data of TBBP is smaller than the 
corresponding one in the interpolation data. This is because the interpolation data are 
generated in the same range of training data. But the extrapolation data is outside the range 
of the training data.  
The sse of TBBP is not very small, Especially in extrapolation data for function (c) (d) (e) (f). 
Why is the sse of the TBBP not smaller enough (maybe bigger than the sse of GA)? TBBP 
also uses the BP algorithm as the learning strategy. Actually, we only use tabu search in BP 
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to test its ability in NN learning. We can also corporate tabu search with other methods such 
as GA and compare the result with the GA algorithm.  
Table 2 shows the times the tabu take place in every 100 neighbor searches of each 
superficial state. In the table, max times, min times and the mean times the tabu take place 
are given. From Table 2, we can conclude that the tabu search have played an important role 
in the recurrent search. Because neighbor solutions are generated randomly, there is no rule 
of the data in the Table 2.  
 

 (a) (b) (c) (d) (e) (f) 

min 15 18 23 7 20 14 

max 41 43 39 28 32 44 

mean 29 31 32 17 26 22 

Table 2. Times the tabu take place in every 100 neighbor solutions of each superficial state 
 

 
  y2                                                                                y3 

 
y5                                                                                y6 

Fig. 5. The comparison of two algorithms in forecasting the interpolation data for different 
functions. ‘+’ represent BP and ‘.’ represent TBBP 
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Since the ability of forecasting the function in the non-training data is the most important 
thing, Fig. 5 is provided to illustrate the different values forecasted by TBBP and BP in the 
interpolation data for function (b)(c)(e)(f). X axis represents the true value for the 
interpolation data, Y axis represents the value forecasted by the NN. The line denotes the 
destination values.  

)(WE  is smaller when the point is closer to the line. In Fig.5, the point forecasted by TBBP 
is much closer than those forecasted by BP. Consequently the TBBP can approximate the 
nonlinear function much more accurately.  

5. Conclusions 
In this paper, we propose an approach, TBBP, to solve the local convergence of the gradient 
method. The tabu search can jump out of the local minima, expand the search area and 
avoid the recurrent search. By using the tabu search in the NN learning, TBBP shows a great 
improvement of jumping out from the local minimal. It can also approximate the nonlinear 
function in unknown area. Experiment results show that:  
1) TBBP can jump out of the local minimal to extend the search in the global space;  
2) Recurrent search can be kept from effectively and lots of time is saved.  
This chapter shows the efficiency of integrating the tabu search into the neural network 
learning. It also gives us a clue that the tabu search is feasible to cooperate with other NN 
learning algorithms (not only BP).  
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