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Preface 
 

The purpose of this book is to provide an overview of basic image fusion techniques 
and an introduction to image fusion applications in variant fields. It is anticipated that 
this book will be useful for research scientists to capture recent developments and to 
spark new ideas within the image fusion domain. 

Due to its wide applications in remote sensing, medical imaging, and machine vision, 
image fusion is an active area of research and one that combines multiple imaging 
modalities into one image to provide more comprehensive information. It is expected that 
the fused image contains more meaningful information but less distortions or artifacts. 

Classical fusion methods include PCA, image pyramids, and wavelet transform. Yet, 
while the fused image is usually a grayscale image that is good for automatic target 
recognition, color image fusion, however, is sometimes useful for special applications 
involving human users such as surveillance applications. Most evaluation methods for 
image fusion are based on particular applications, and general evaluation metrics for 
image fusion are highly desired. 

This book emphasizes both basic concepts and advanced applications of image fusion. 
There are 12 chapters in this book. The first chapter gives a survey of image fusion 
techniques. A wavelet-based image fusion is then introduced in Chapter 2, while color 
image fusions are presented in next two chapters. A 3D fusion is proposed in Chapter 
5. The following chapters are the exhibitions of application-orientated image fusions, 
which cover the areas of medical applications, remote sensing and GIS, material 
analysis, face detection, and plant water stress analysis. 

The editor would like to sincerely acknowledge the contributions from all chapter 
authors and their positive interactions to continuously improve the quality of this 
book. Special thanks are given to Davor Vidic and other InTech staff for their editorial 
assistance in publishing this book. 

 
Yufeng Zheng 

Alcorn State University 
USA 
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Survey of Multispectral Image Fusion 
Techniques in Remote Sensing Applications 

Dong Jiang, Dafang Zhuang, Yaohuan Huang and Jinying Fu 
Data Center for Resources and Environmental Sciences,  

State Key Lab of Resources and Environmental Information System,  
Institute of Geographical Sciences and Natural Resources Research,  

Chinese Academy of Sciences, Beijing,  
China 

1. Introduction 

1.1 Definition of image fusion 
With the development of multiple types of biosensors, chemical sensors, and remote 
sensors on board satellites, more and more data have become available for scientific 
researches. As the volume of data grows, so does the need to combine data gathered from 
different sources to extract the most useful information. Different terms such as data 
interpretation, combined analysis, data integrating have been used. Since early 1990’s, 
“Data fusion” has been adopt and widely used. The definition of data fusion/image 
fusion varies. For example: 
- Data fusion is a process dealing with data and information from multiple sources to 

achieve refined/improved information for decision making (Hall 1992)[1]. 
- Image fusion is the combination of two or more different images to form a new image by using a 

certain algorithm (Genderen and Pohl 1994 )[2]. 
- Image fusion is the process of combining information from two or more images of a scene into a 

single composite image that is more informative and is more suitable for visual perception or 
computer processing. (Guest editorial of Information Fusion, 2007)[3]. 

- Image fusion is a process of combining images, obtained by sensors of different wavelengths 
simultaneously viewing of the same scene, to form a composite image. The composite image is 
formed to improve image content and to make it easier for the user to detect, recognize, and 
identify targets and increase his situational awareness. 2010.  
(http://www.hcltech.com/aerospace-and-defense/enhanced-vision-system/). 

Generally speaking, in data fusion the information of a specific scene acquired by two or 
more sensors at the same time or separate times is combined to generate an interpretation of 
the scene not obtainable from a single sensor [4]. Image fusion is a component of data fusion 
when data type is strict to image format (Figure 1). Image fusion is an effective way for 
optimum utilization of large volumes of image from multiple sources. Multiple image 
fusion seeks to combine information from multiple sources to achieve inferences that are not 
feasible from a single sensor or source. It is the aim of image fusion to integrate different 
data in order to obtain more information than can be derived from each of the single sensor 
data alone (`1+1=3’)[4].  
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Fig. 1. Illustration of relationship of data fusion and image fusion 

The literature on data fusion in computer vision, machine intelligence and medical imaging 
is substantial, but will not be discussed here. This chapter focused on multi-sensor data 
fusion in satellite remote sensing area. The fusion of information from sensors with different 
physical characteristics enhances the understanding of our surroundings and provides the 
basis for planning, decision-making, and control of autonomous and intelligent machines 
[1].  

1.2 Advance of image fusion 
In the past decades it has been applied to different fields such as pattern recognition, 
visual enhancement, object detection and area surveillance [4].In 1997, Hall and Llinas 
gave a general introduction to multi-sensor data fusion [1]. Another in-depth review 
paper on multiple sensors data fusion techniques was published in 1998 [4]. This paper 
explained the concepts, methods and applications of image fusion as a contribution to 
multi-sensor integration oriented data processing. Since then, image fusion has received 
increasing attention. Further scientific papers on image fusion have been published with 
an emphasis on improving fusion quality and finding more application areas. As a case in 
point, Simone et al. describe three typical applications of data fusion in remote sensing, 
such as obtaining elevation maps from synthetic aperture radar (SAR) interferometers, the 
fusion of multi-sensor and multi-temporal images, and the fusion of multi-frequency, 
multi-polarization and multi-resolution SAR images [5]. Vijayaraj provided the concepts 
of image fusion in remote sensing applications [6]. Quite a few survey papers have been 
published recently, providing overviews of the history, developments, and the current 
state of the art of image fusion in the image-based application fields [7-9], but recent 
development of multi-sensor data fusion in remote sensing fields has not been discussed 
in detail. The objectives of this paper are to present an overview of new advances in 
multi-sensor satellite image fusion, focused on its main application fields in remote 
sensing. 

 

Satellite 
image fusion 

Data fusion

Image fusion
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Data source Objective Authors Time 

SPOT HRV & ERS  SAR Automatic 
registration 

Olivier Thepaut, Kidiyo Kpalma, 
Joseph Ronsin [10] 

1994 

Hyperspectral image & SAR 
image 

Automatic target 
cueing 

Tamar Peli, Mon Young, Robert 
Knox, Ken Ellis, Fredrick 

Bennet[11] 
1999 

Multifrequency,  
multipolarization  SAR  images

Land use 
classification 

G. Simone, A. Farina, F.C. 
Morabito, S.B. Serpico, L. 

Bruzzone[5] 
2001 

Landsat ETM+ Pan band  & 
CBERS-1 multiple spectral data

Methods 
comparison 

Marcia L.S. Aguena, Nelson D.A. 
Mascarenhas[12] 

2006 

Landsat ETM+ & MODIS Urban sprawl 
monitoring

Ying Lei, Dong Jiang, and Xiaohuan 
Yang[13]

2007 

AVIRIS and LIDAR Coastal mapping Ahmed F. Elaksher[14] 2008 

Table 1. Examples of application of image fusion 

1.3 Categorization of image fusion techniques 
Image fusion can be performed roughly at four different stages: signal level, pixel level, 
feature level, and decision level. Figure 2 illustrates of the concept of the four different 
fusion levels [15].  
 

 
Fig. 2. An overview of categorization of the fusion algorithms [15]. 
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1. Signal level fusion. In signal-based fusion, signals from different sensors are combined 
to create a new signal with a better signal-to noise ratio than the original signals.  

2. Pixel level fusion. Pixel-based fusion is performed on a pixel-by-pixel basis. It generates 
a fused image in which information associated with each pixel is determined from a set 
of pixels in source images to improve the performance of image processing tasks such 
as segmentation  

3. Feature level fusion. Feature-based fusion at feature level requires an extraction of 
objects recognized in the various data sources. It requires the extraction of salient 
features which are depending on their environment such as pixel intensities, edges or 
textures. These similar features from input images are fused.  

4. Decision-level fusion consists of merging information at a higher level of abstraction, 
combines the results from multiple algorithms to yield a final fused decision. Input 
images are processed individually for information extraction. The obtained information 
is then combined applying decision rules to reinforce common interpretation. 

2. Advance in image fusion techniques 

During the past two decades, several fusion techniques have been proposed. Most of these 
techniques are based on the compromise between the desired spatial enhancement and the 
spectral consistency. Among the hundreds of variations of image fusion techniques, the 
widely used methods include, but are not limited to, intensity-hue-saturation (IHS), high-
pass filtering, principal component analysis (PCA), different arithmetic combination(e.g. 
Brovey transform), multi-resolution analysis-based methods (e.g. pyramid algorithm, 
wavelet transform), and Artificial Neural Networks (ANNs), etc. The chapter will provide a 
general introduction to those selected methods with emphases on new advances in the 
remote sensing field. 

2.1 Traditional fusion algorithms 
The PCA transform converts inter-correlated multi-spectral (MS) bands into a new set of 
uncorrelated components. To do this approach first we must get the principle components 
of the MS image bands. After that, the first principle component which contains the most 
information of the image is substituted by the panchromatic image. Finally the inverse 
principal component transform is done to get the new RGB (Red, Green, and Blue) bands of 
multi-spectral image from the principle components.  
The intensity-hue-saturation (HIS) fusion converts a color MS image from the RGB space 
into the IHS color space. The HIS components can be defined as follows: 

 I = ( R+ G+ B)/3  (1) 

 H= (B-R)/3(I-R), S=1-R/I, when R= Minimum (R, G, B)  (2) 

 H= (R-G)/3(I-G), S=1-G/I, when G= Minimum (R, G, B) (3) 

 H= (G-B)/3(I-B), S=1-B/I, when B= Minimum (R, G, B) (4) 

Were I,H,S stand for intensity, hue and saturation components respectively; R, G, B mean 
Red, Green, and Blue bands of multi-spectral image. 
Because the intensity (I) band resembles a panchromatic (PAN) image, it is replaced by a 
high-resolution PAN image in the fusion. A reverse IHS transform is then performed on 
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the PAN together with the hue (H) and saturation (S) bands, resulting in an IHS fused 
image.  
Different arithmetic combinations have been developed for image fusion. The Brovey 
transform, Synthetic Variable Ratio (SVR), and Ratio Enhancement (RE) techniques are some 
successful examples [9]. The basic procedure of the Brovey transform first multiplies each 
MS band by the high resolution PAN band, and then divides each product by the sum of the 
MS bands. The algorithm is shown in equation (5) . 

 DNfused = DNpan× DNb1 / (DNb1+ DNb2+ DNb3) (5) 

Where DNfused means the digital number(DN) of the resulting fused image; DNb1, DNb2 and 
DNb3 stand for pixel values of three bands of multiple spectral image; DNpan stand for pixel 
values of high resolution Pan band.  
The SVR and RE techniques are similar, but involve more sophisticated calculations for the 
MS sum for better fusion quality. For example (Fig.3 ), Spot 5 Pan band data with spatial 
resolution of 2.5m of Yanqing city, Beijing China, in 2005 was fused with multiple spectral 
bands of Landsat  TM data (spatial resolution:30m) in 2007. A simple Brovey transformation 
fusion method was used and the 3rd, 4th, 7th bands of TM were selected for calculation. The 
building areas remained unchanged from 2005-2007 were grey-purple, meanwhile, the 
newly established buildings were highlighted (lime color in Figure 3) in the composed 
image and could be easily detected.  
 

 
Fig. 3. An example of Brovey transform based image fusion 

Traditional fusion algorithms mentioned above have been widely used for relatively simple 
and time efficient fusion schemes. However, several problems must be considered before 
their application: (1) These fusion algorithms generate a fused image from a set of pixels in 
the various sources. These pixel-level fusion methods are very sensitive to registration 
accuracy, so that co-registration of input images at sub-pixel level is required; (2) One of the 
main limitations of HIS and Brovey transform is that the number of input multiple spectral 
bands should be equal or less than three at a time; (3) These image fusion methods are often 
successful at improves the spatial resolution, however, they tend to distort the original 
spectral signatures to some extent [16,17]. More recently new techniques such as the wavelet 

New 
buildings 

Old 
buildings 
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transform seem to reduce the color distortion problem and to keep the statistical parameters 
invariable. 

2.2 Multi-resolution analysis-based methods  
Multi-resolution or multi-scale methods, such as pyramid transformation, have been 
adopted for data fusion since the early 1980s [18]. The Pyramid-based image fusion 
methods, including Laplacian pyramid transform, were all developed from Gaussian 
pyramid transform, have been modified and widely used [19,20].  
In 1989, Mallat put all the methods of wavelet construction into the framework of functional 
analysis and described the fast wavelet transform algorithm and general method of 
constructing wavelet orthonormal basis. On the basis, wavelet transform can be really 
applied to image decomposition and reconstruction [21-23]. Wavelet transforms provide a 
framework in which an image is decomposed, with each level corresponding to a coarser 
resolution band. For example, in the case of fusing a MS image with a high-resolution PAN 
image with wavelet fusion, the Pan image is first decomposed into a set of low-resolution 
Pan images with corresponding wavelet coefficients (spatial details) for each level. 
Individual bands of the MS image then replace the low-resolution Pan at the resolution level 
of the original MS image. The high resolution spatial detail is injected into each MS band by 
performing a reverse wavelet transform on each MS band together with the corresponding 
wavelet coefficients (Figure 4).  
 

 
Fig. 4. Generic flowchart of wavelet-based image fusion 

In the wavelet-based fusion schemes, detail information is extracted from the PAN image 
using wavelet transforms and injected into the MS image. Distortion of the spectral 
information is minimized compared to the standard methods [24]. For example, CBERS 
multiple spectral image (Figure 5, a) with spatial resolution of 19.2 m of Yiwu City, Zhejiang 
Province, China, in 2007 was fused with CBERS-HR PAN image(Figure 5, b) with spatial 
resolution of 2.4 m. Buildings and liner objects (roads,etc.) could be easily identified from 
fused images(c). 
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(a) CBERS multiple spectral image             (b) CBERS-HR PAN image 

 

 
(c) Fused image 

Fig. 5. Example of wavelet-based image fusion 

In order to achieve optimum fusion results, various wavelet-based fusion schemes had been 
tested by many researchers. Among these schemes several new concepts/algorithms were 
presented and discussed. Candes provided a method for fusing SAR and visible MS images 
using the Curvelet transformation. The method was proven to be more efficient for 
detecting edge information and denoising than wavelet transformation [25]. Curvelet-based 
image fusion has been used to merge a Landsat ETM+ panchromatic and multiple-spectral 
image. The proposed method simultaneously provides richer information in the spatial and 
spectral domains [26]. Donoho et al. presented a flexible multi-resolution, local, and 
directional image expansion using contour segments, the Contourlet transform, to solve the 
problem that wavelet transform could not efficiently represent the singularity of 
linear/curve in image processing [27,28]. Contourlet transform provides flexible number of 
directions and captures the intrinsic geometrical structure of images.  
In general, as a typical feature level fusion method, wavelet-based fusion could evidently 
perform better than convenient methods in terms of minimizing color distortion and 
denoising effects. It has been one of the most popular fusion methods in remote sensing in 
recent years, and has been standard module in many commercial image processing soft 
wares, such as ENVI, PCI, ERDAS. Problems and limitations associated with them include: 
(1) Its computational complexity compared to the standard methods; (2) Spectral content of 
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small objects often lost in the fused images; (3) It often requires the user to determine 
appropriate values for certain parameters (such as thresholds). The development of more 
sophisticated wavelet-based fusion algorithm (such as Ridgelet, Curvelet, and Contourlet 
transformation) could improve the performance results, but these new schemes may cause 
greater complexity in the computation and setting of parameters. 

2.3 Artificial neural network based fusion method 
Artificial neural networks (ANNs) have proven to be a more powerful and self-adaptive 
method of pattern recognition as compared to traditional linear and simple nonlinear 
analyses [29,30]. The ANN-based method employs a nonlinear response function that 
iterates many times in a special network structure in order to learn the complex functional 
relationship between input and output training data. The general schematic diagram of the 
ANN-based image fusion method can be seen in Figure 6.  
 

 
Fig. 6. General schematic diagram of the ANN-based image fusion method. 

The input layer has several neurons, which represent the feature factors extracted and 
normalized from image A and image B. The function of each neuron is a sigmoid function 
given by: 

   
(6) 

In Figure 6, the hidden layer has several neurons and the output layer has one neuron (or 
more neuron). The ith neuron of the input layer connects with the jth neuron of the 
hidden layer by weight Wij, and weight between the jth neuron of the hidden layer and 
the tth neuron of output layer is Vjt (in this case t = 1). The weighting function is used to 
simulate and recognize the response relationship between features of fused image and 
corresponding feature from original images (image A and image B). The ANN model is 
given as follows: 
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(7)

 
In equation (7), Y=pixel value of fused image exported from the neural network model, q = 
number of nodes hidden (q~8 here), Vj=weight between jth hidden node and output node 
(in this case, there is only one output node), γ=threshold of the output node, Hj=exported 
values from the jth hidden node: 

  

(8) 

Where Wij=weight between ith input node and the jth hidden node, ai=values of the ith 
input factor, n=number of nodes of input (n~5 here), θj=threshold of the jth hidden node. 
As the first step of ANN-based data fusion, two registered images are decomposed into 
several blocks with size of M and N (Figure 6). Then, features of the corresponding blocks in 
the two original images are extracted, and the normalized feature vector incident to neural 
networks can be constructed [31]. The features used here to evaluate the fusion effect are 
normally spatial frequency, visibility, and edge. The next step is to select some vector 
samples to train neural networks. An ANN is a universal function approximator that 
directly adapts to any nonlinear function defined by a representative set of training data. 
Once trained, the ANN model can remember a functional relationship and be used for 
further calculations. For these reasons, the ANN concept has been adopted to develop 
strongly nonlinear models for multiple sensors data fusion. Thomas et al. discussed the 
optimal fusion method of TV and infrared images using artificial neural networks [32]. After 
that, many neural network models have been proposed for image fusion such as BP, SOFM, 
and ARTMAP neural networks. BP algorithm has been mostly used. However, the 
convergence of BP networks is slow and the global minima of the error space may not be 
always achieved [33]. As an unsupervised network, SOFM network clusters input sample 
through competitive learning. But the number of output neurons should be set before 
constructing neural networks model [34]. RBF neural network can approximate objective 
function at any precise level if enough hidden units are provided. The advantages of RBF 
network training include no iteration, few training parameters, high training speed, simply 
process and memory functions [35]. Hong explored the way that using RBF neural networks 
combined with nearest neighbor clustering method to cluster, and membership weighting is 
used to fuse. Experiments show this method can obtain the better effect of cluster fusion 
with proper width parameter [36].  
Gail et al. used Adaptive Resonance Theory (ART) neural networks to form a new 
framework for self-organizing information fusion. The ARTMAP neural network can act as 
a self-organizing expert system to derive hierarchical knowledge structures from 
inconsistent training data [37]. ARTMAP information fusion resolves apparent 
contradictions in input pixel labels by assigning output classes to levels in a knowledge 
hierarchy [38]. Rong et al. presented a feature-level image fusion method based on 
segmentation region and neural networks. The results indicated that this combined fusion 
scheme was more efficient than that of traditional methods [39]. 
The ANN-based fusion method exploits the pattern recognition capabilities of artificial 
neural networks, and meanwhile, the learning capability of neural networks makes it 
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feasible to customize the image fusion process. Many of applications indicated that the 
ANN-based fusion methods had more advantages than traditional statistical methods, 
especially when input multiple sensor data were incomplete or with much noises. It is often 
served as an efficient decision level fusion tools for its self learning characters, especially in 
land use/land cover classification. In addition, the multiple inputs − multiple outputs 
framework make it to be a possible approach to fuse high dimension data, such as long-term 
time-series data or hyper-spectral data. 

2.4 Dempster-Shafer evidence theory based fusion method 
Dempster-Shafer decision theory is considered a generalized Bayesian theory, used when 
the data contributing to the determination of the analysis of the images is subject to 
uncertainty. It allows distributing support for proposition not only to a proposition itself but 
also to the union of propositions that include it. Huadong Wu et.al. presented a system 
framework that manages information overlap and resolves conflicts, and the system 
provides eneralizable architectural support that facilitates sensor fusion [40]. 
Compared with Bayesian theory, the Dempster-Shafer theory of evidence feels closer to our 
human perception and reasoning processes. Its capability to assign uncertainty or ignorance 
to propositions is a powerful tool for dealing with a large range of problems that otherwise 
would seem intractable [40]. The Dempster-Shafer theory of evidence has been applied on 
image fusion using SPOT/HRV image and NOAA/AVHRR series. The results show 
unambiguously the major improvement brought by such a data fusion, and the performance 
of the proposed method [41]. H. Borotschnig et.al. compared three frameworks for 
information fusion and view-planning using different uncertainty calculi: probability 
theory, possibility theory and Dempster-Shafer theory of evidence[42]. The results indicated 
that Dempster-Shafer decision theory based sensor fusion method will achieve much higher 
performance improvement, and it provides estimates of imprecision and uncertainty of the 
information derived from different sources 

2.5 Multiple algorithm fusion 
As a coin has two sides, each fusion method has its own set of advantages and limitations. The 
combination of several different fusion schemes has been approved to be the useful strategy 
which may achieve better quality of results [16,24]. As a case in point, quite a few researchers 
have focused on incorporating the traditional IHS method into wavelet transforms, since the 
IHS fusion method performs well spatially while the wavelet methods perform well spectrally 
[24,41]. However, selection and arrangement of those candidate fusion schemes are quite 
arbitrary and often depends upon the user’s experience. Optimal combining strategy for 
different fusion algorithms, in another word, ‘algorithm fusion’ strategy, is thus urgent 
needed. Further investigations are necessary for the following aspects: 1)Design of a general 
framework for combination of different fusion approaches; 2) Development of new 
approaches which can combine aspects of pixel/feature/decision level image fusion; 
3)Establishment of automatic quality assessment method for evaluation of fusion results. 

3. Applications of image fusion  

Remote sensing techniques have proven to be powerful tools for the monitoring of the 
Earth’s surface and atmosphere on a global, regional, and even local scale, by providing 
important coverage, mapping and classification of land cover features such as vegetation, 
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soil, water and forests [5] The volume of remote sensing images continues to grow at an 
enormous rate due to advances in sensor technology for both high spatial and temporal 
resolution systems. Consequently, an increasing quantity of image data from 
airborne/satellite sensors have been available, including multi-resolution images, multi-
temporal images, multi-frequency/spectral bands images and multi-polarization image. The 
goal of multiple sensor data fusion is to integrate complementary and redundant 
information to provide a composite image which could be used to better understanding of 
the entire scene. It has been widely used in many fields of remote sensing, such as object 
identification, classification, and change detection. The following paragraphs describe the 
recent achievements of image fusion in more detail. 

3.1 Object identification 
The feature enhancement capability of image fusion is visually apparent in VIR/VIR 
combinations that often results in images that are superior to the original data. In order to 
maximize the amount of information extracted from satellite image data useful products can 
be found in fused images [4]. A Dempster-Shafer fusion method for urban building 
detection was presented in 2004. First and last pulse of LIDAR data and multi-spectral aerial 
imagery were used. Apart from buildings, the classes ‘tree’, ‘grass land’, and ‘bare soil’ are 
also distinguished by a classification method based on the Dempster-Shafer theory of data 
fusion. Identification of linear objects such as roads could also benefit from image fusion 
techniques. An integrated system for automatic road mapping from high-resolution multi-
spectral satellite imagery by information fusion was discussed by Xiaoying et al. in 2005 [43]. 
Andrea presents a solution to enhance the spatial resolution of MS images with high-
resolution PAN data. The proposed method exploits the undecimated discrete wavelet 
transform, and the vector multi-scale Kalman filter, which is used to model the injection 
process of wavelet details. Fusion simulations on spatially degraded data and fusion tests at  
 

 
Fig. 7. NDVI profile for different crop types. 
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the full scale reveal that an accurate and reliable PAN-sharpening is achieved by the 
proposed method [44]. A case study, which extract crop field using high spatial resolution 
image and images with high time repetitiveness, was shown as follows. 
Identification of crop types from satellite imagery is a challenging task. Here we present an 
automatic approach for planting areas extracting in mixed planting regions around Beijing 
city using MODIS data and Landsat TM data. Firstly, planting areas were distinguished 
with non-crop areas from Landsat TM image using traditional supervised classifier. Then, 
time series NDVI derived from MODIS data were used for indentifying different types of 
crops. Because different crop has different growth stage, maximum or minimum value of 
crop’s NDVI is not same and it appears in different date.  
After investigating the planting structure of main crops and analyzing the NDVI value of 
different crop from the middle of March to the middle of November 2002 in Beijing, planting 
area of winter wheat, spring maize, summer maize and bean in Beijing has been extracted. 
 

 
Fig. 8. Spatial distribution of main crops of Beijing in 2002 

3.2 Classification 
Classification is one of the key tasks of remote sensing applications. The classification accuracy 
of remote sensing images is improved when multiple source image data are introduced to the 
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processing [4]. Images from microwave and optical sensors offer complementary information 
that helps in discriminating the different classes. As discussed in the work of Wang et al., a 
multi-sensor decision level image fusion algorithm based on fuzzy theory are used for 
classification of each sensor image, and the classification results are fused by the fusion rule. 
Interesting result was achieved mainly for the high speed classification and efficient fusion of 
complementary information [45]. Land-use/land-cover classification had been improved using 
data fusion techniques such as ANN and the Dempster-Shafer theory of evidence. The 
experimental results show that the excellent performance of classification as compared to 
existing classification techniques [46, 47]. Image fusion methods will lead to strong advances in 
land use/land cover classifications by use of the complementary of the data presenting either 
high spatial resolution or high time repetitiveness. 
For example,  Indian P5  Panchromatic image(Figure 9 b) with spatial resolution of 2.18 m of 
Yiwu City, Southeast China, in 2007 was fused with multiple spectral bands of China-Brazil 
CBERS data (spatial resolution: 19.2m) (Figure 9 a)in 2007. Brovey transformation fusion 
method was used.  
 

         
(a) CBERS multiple spectral image                                         (b)  P5 PAN image  

 

 
(c)  Fused image 

Fig. 9. Result of image fusion: CBERS MS and P5 PAN 
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(a) Land use classification based on           (b) Land use classification based on 

    CBERS multiple spectral image                    fused image 

Fig. 10. Land use classification of Yiwu city,2007 

Results indicated that the accuracy of residential areas of Yiwu city derived from fused 
image is much higher than result derived from  CBERS multiple spectral image(Table 2).   
 

Data sources
Residential and build-up areas

（km2） 
Accuracy
（%） 

CBERS 86 82 
P5 + CBERS 67 92 

Statistical data 73 - 

Table 2. Comparison of land use classification results 

3.3 Change detection 
Change detection is the process of identifying differences in the state of an object or 
phenomenon by observing it at different times [48]. Change detection is an important process 
in monitoring and managing natural resources and urban development because it provides 
quantitative analysis of the spatial distribution of the population of interest [49]. Image fusion 
for change detection takes advantage of the different configurations of the platforms carrying 
the sensors. The combination of these temporal images in same place enhances information on 
changes that might have occurred in the area observed. Sensor image data with low temporal 
resolution and high spatial resolution can be fused with high temporal resolution data to 
enhance the changing information of certain ground objects. Madhavan et al. presented a 
decision level fusion system that automatically performs fusion of information from multi-
spectral, multi-resolution, and multi-temporal high-resolution airborne data for a change-
detection analysis. Changes are automatically detected in buildings, building structures, roofs, 
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roof color, industrial structures, smaller vehicles, and vegetation [50]. Two examples of 
Change detection using image fusion method are shown as follows. 
1. Change detection using Landsat ETM+ and MODIS data 
Recent study indicated that urban expansion could be efficiently monitored using satellite 
images with multi-temporal and multi-spatial resolution. For example,  Landsat ETM+ 
Panchromatic image(Figure 4 a) with spatial resolution of 10 m of Chongqing City, 
Southwest China, in 2000 was fused with daily-received multiple spectral bands of MODIS 
data (spatial resolution: 250m) (Figure 4 b)in 2006. Brovey transformation fusion method 
was used. The building areas remained unchanged from 2000 to 2006 were in grey-pink. 
Meanwhile, the newly established buildings were in dark red color in the composed image 
(Figure 5) and could be easily identified.  
 

 
a) ETM image, 2000                                   b) MODIS image, 2006 

Fig. 4. Satellite images of Chongqing City 
 

 
Fig. 5. Fusion result of multiple sources images of Chongqing City 
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2. Change detection using former land-cover map and multiple spectral images 
In the study area, Qingpu district of Shanghai City,China, two kinds of data were fused for 
automatic urban sprawl monitoring, which include land cover map, multiple spectral image 
of Environment Satellites1(HJ-1). The land cover map of 2005 was used as prior knowledge 
for hyperspace analysis and segment. HJ-1 image of September 22, 2009 were geometric and 
radiometric corrected. HJ-1 images consisted of four spectral bands, which are three visible 
bands and a near infra-red (NIR) band. 
Two data layers were overlapped and spectral DN value of the five kinds of land cover 
types were extracted. The results in Figure 3 show that spectral DN value of the five land 
cover types most clusters in relevant three-dimensional ellipsoid spaces. Outliers were 
considered pixels with higher probability of changed area. Based on three-dimensional 
feature space analysis, the map of urban expansion could be achieved. 
 

 

 
Fig. 6. Three-dimensional scatter plots and feature space of five kinds of land cover types 
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In recent years, object-oriented processing techniques are becoming more popular, 
compared to traditional pixel-based image analysis, object-oriented change information is 
necessary in decision support systems and uncertainty management strategies. An in-depth 
paper presented by Ruvimbo et al. introduced the concept and applications of object-
oriented change detection for urban areas [49]. In general, due to the extensive statistical and 
derived information available with the object-oriented approach, a number of change 
images can be presented depending on research objectives. In land use and land cover 
analysis; this level of precision is valuable as analysis at the object level enables linkage with 
other GIS databases or derived socio-economic attributes.  

3.4 Maneuvering target tracking 
Maneuvering target tracking is a fundamental task in intelligent vehicle research. With the 
development of sensor techniques and signal/image processing methods, automatic 
maneuvering targets tracking can be conducted operationally. Meanwhile, multi-sensor 
fusion is found to be a powerful tool to improve tracking efficiency. The tracking of objects 
using distributed multiple sensors is an important field of work in the application areas of 
autonomous robotics, military applications, and mobile systems [51].  
The numbers of the papers focused on the problem of fusion between radar and image 
sensors in targets tracking have appeared in recent years [52,53]. Fusion of radar data and 
infrared images could improve the positioning accuracy and narrow down the image 
working area [54]. Vahdati-khajeh addressed the multi-target tracking problem for 
maneuvering targets in cluttered environments. The multiple scan joint probabilistic data 
association (MJPDA) algorithm was used for the sake of overcoming the problem of clutter 
points and targets which have joint observation [55]. In order to overcome the defects of the 
current statistical model on non-maneuvering target tracking, Chen et al. presented a novel 
multi-sensor data fusion algorithm for tracking the large-scale maneuvering target. The 
fuzzy adaptive Kalman filtering algorithm with maneuvering detection was used for large-
scale maneuvering target which extracts feature data from Kalman filtering processes to 
estimate the magnitude and time of maneuvering. The simulation results showed that the 
tracking system with active and passive radar has higher precision than those with a single 
sensor for large-scale problems [52].  

4. Discussion and conclusions 

Multi-sensor image fusion seeks to combine information from different images to obtain 
more inferences than can be derived from a single sensor. It is widely recognized as an 
efficient tool for improving overall performance in image based application. The chapter 
provides a state-of-art of multi-sensor image fusion in the field of remote sensing. Below are 
some emerging challenges and recommendations.  
1. Improvements of fusion algorithms.  
Among the hundreds of variations of image fusion techniques, methods which had be 
widely used including IHS, PCA, Brovey transform, wavelet transform, and Artificial 
Neural Network (ANN). For methods like HIS, PCA and Brovey transform, which have 
lower complexity and faster processing time, the most significant problem is color distortion 
[16]. Wavelet-based schemes perform better than those methods in terms of minimizing 
color distortion. The development of more sophisticated wavelet-based fusion algorithm 
(such as Ridgelet, Curvelet, and Contourlet transformation) could evidently improve 
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performance result, but they often cause greater complexity in computation and parameters 
setting. Another challenge on existing fusion techniques will be the ability for processing 
hyper-spectral satellite sensor data. Artificial neural network seem to be one possible 
approach to handle the high dimension nature of hyper-spectral satellite sensor data.  
2. Establishment of an automatic quality assessment scheme. 
Automatic quality assessment is highly desirable to evaluate the possible benefits of fusion, 
to determine an optimal setting of parameters for a certain fusion scheme, as well as to 
compare results obtained with different algorithms [34]. Mathematical methods were used 
to judge the quality of merged imagery in respect to their improvement of spatial resolution 
while preserving the spectral content of the data. Statistical indices, such as cross entropy, 
mean square error, signal-to-noise ratio, have been used for evaluation purpose. While 
recently a few image fusion quality measures have been proposed, analytical studies of 
these measures have been lacking. The work of Yin et al. focused on one popular mutual 
information-based quality measure and weighted averaging image fusion [56]. Jiying 
presented a new metric based on image phase congruency to assess the performance of the 
image fusion algorithm [57]. However, in general, no automatic solution has been achieved 
to consistently produce high quality fusion for different data sets [58]. It is expected that the 
result of fusing data from multiple independent sensors will offer the potential for better 
performance than can be achieved by either sensor, and will reduce vulnerability to sensor 
specific countermeasures and deployment factors. We expect that future research will 
address new performance assessment criteria and automatic quality assessment methods 
[59]. 
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1. Introduction  

Image fusion can synthesize many images from different sensors into a picture which can meet 
specific application by using a mathematical model. It can effectively combine the advantages 
from different images and improve the analysis ability (Blum et al., 2005). In recent years, the 
image fusion in automatic target recognition, computer vision, remote sensing, robots, medical 
image processing and military fields has a very wide range of applications. 
In many of the image fusion technology, image fusion based on multi-resolution analysis 
has become the focus of research and hotspot now. At present, the image fusion base on 
multi-resolution method can be divided into three kinds(Hu et al., 2008): the first kind is 
based on the pyramid decomposition (such as Laplace pyramid, ratio low-pass pyramid, 
contrast pyramid, gradient pyramid, etc.). The second type is based on wavelet 
decomposition, such as discrete wavelet transform(Li &Wu, 2003), wavelet and wavelet 
packet framework(Wang, 2004), multi-wavelet transform(Zhang et al., 2005), integer wavelet 
transform(Wang et al., 2008), FILWT (Li&Zhu, 2007), the dual tree complex wavelet 
transform(Yang et al., 2007), etc. The third type is new multiresolution methods, such as 
image fusion based on finite ridgelet transform(Liu et al., 2007), curvelet transform(Filippo 
et al., 2007) and contourlet transform(Li et al., 2008; Yang & Jiao, 2008) . 
In the multi-resolution fusion process, the choices of rules and operators is crucial and it will 
affects the quality of fusion image. However, the existing multiresolution image fusion 
research and experiment are basically only for two images and the model is only suitable for 2 
image fusion. It cannot be generalized to many images (two above ) fusion. Although in the 
multiresolution image fusion methods, the existing simple fusion rules model can be extended 
to the fusion which has more than two image. Such as average accurate measurement, pixel 
absolute value choose big quasi measurement and based on region characteristics (such as 
regional energy, entropy, variance, average gradient, contrast and markov distance etc) choice 
of large prospective measurement, etc, but the result is very limited. 
Therefore, this paper, a novel fusion algorithm of multiple images based on fast integer 
lifting wavelet transform is proposed. The algorithm may consider both of the result and 
speed of the fusion with tools of lifting wavelet. Also, according to the image promotion 
wavelet transformation different sub-bands characteristics, two kinds of new high and low 
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frequency fusion strategy are proposed respectively. The result of experiment shows that 
this algorithm is not only suitable for rebalanced source image fusion, and can achieve good 
fusion result and faster fusion speed.  

2. Integer lifting wavelet transform 

Sweldens from Bell Labs proposed a method which does not depend on the Fourier 
transform of ascension wavelet construction in the mid 1990's, it not only inherited the time-
frequency localization features of traditional wavelet but also has some other 
advantages(Li&Zhu, 2007; Lin, 2005)  

2.1 The basic principle of integer lifting wavelet transform 
In spatial domain, the realization process of lifting wavelet transform mainly divided into 
three steps:  
Step 1. Split. Which produce a simple lazy wavelet and it make a original signal 0 ,ns into 

two smaller each intersection Wavelet subset 0
,l ks and 0

,l kd according to the parity of 
split, 

 0 0
0 , , ,( ) ( , )n l k l ksplit s s d  (1) 

Where the “ ( )split  ”means Split operator. 
Step 2. Calculate. The process of calculation mainly means dual lifting. The adjacent even 

number sequence can be used to predict the odd sequence because of the 
dependence between the data, 

 1 1
, , ,( )i i i

l k l k l kd d predict s    (2) 

Step 3. Update. The update is further improving properties of original process  
of ascension. The basic idea is to find a better son data ,

i
l ks . Make it retain some of 

the scale character of original subsets 0
,l ks . The expression of the process of update 

is: 

 1 1
, , ,( )i i i

l k l k l kd d predict s    (3) 

Where the “ ( )update  ”means Update operators.  
After the finite layer of ascension, even sequences represent wavelet decomposition of low-
frequency even after the ascending sequence represents wavelet decomposition low-
frequency and odd sequence represents the high coefficients of low-frequency do the same 
operation can be get to the next level transformation. Ascension wavelet transform inverter 
change just put the above steps in turn. 

2.2 Biorthogonal symmetric 9/7 wavelet decomposition of integer ascension 
Any limited long wavelet filters can be decomposed by factor its corresponding 
mechanism of promoting realization. This paper used for image fusion of ascension 
wavelet transforms using image processing use most (9/7) filter. If the input signal 
recorded as  ks s k Z  .Then the corresponding implementation method for 
ascension(Lin, 2005): 
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Where  

1.586134342   , 0.0529801185    

0.8829110762  , 0.4435068522   

1.149604398K   

ls and ld respectively means the low frequency and high frequency components of the 
wavelet decomposition. Wavelet decomposition of the low and high component inverter 
change just pour push back. 
For image promotion wavelet transform method usually adopts the ranks of image is 
hierarchically, first did them ascension decomposition of matrix transformation, again to 
results obtained by columns are ascending decomposition transform, after a layer 
decomposes available source image smooth characteristics respectively reflect the low-
frequency sub image and reflect brightness mutation and details of the three 
characteristics in horizontal and vertical direction (in) and diagonal high-frequency sub 
image. Compared with the traditional based on convolution computation of wavelet 
transform compared, adopting lifting scheme can wavelet transform the calculation 
average halved, in two-dimensional image data processing, can reduce about 3/4 
computation (Li&Zhu, 2007; Lin, 2005). Figure 1 (Top) shows a two dimensional example 
of visible light image for integer lifting wavelet decomposition with depth 2 and with 
depth 3.  

3. Image fusion based on integer lifting wavelet transform 

Assume 1 2, , , nI I I are already registration source image, F is fusion image, J is ascension 
wavelet decomposition layers; Suppose , , ,1 2, , ,J I J I J InC C C and ,J FC  respectively are source 
image 1 2, , , nI I I and the low-frequency sub-image in J of F ,Soppose 

, , ,1 2, , ,j I j I j InD D D   and ,j FD  respectively are 1 2, , , nI I I and F In decomposed 
scale (1 )j j J   on the direction of high-frequency sub image of  , 1,2,3   respectively 
denote vertical, HPOS and diagonal position. 
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Fig. 1. (Top) Two-dimensional integer lifting wavelet decomposition of visible light image 
with depth 2. (Bottom) Two-dimensional integer lifting wavelet decomposition of visible 
light image with depth 3. 

3.1 The fusion rules of the low frequency area 
First, suppose the ABS of the Low-frequency coefficients of 1 2, , , nI I I  are 

, , ,1 2, , ,J I J I J InC C C , normalize for: 

 , , ,
1

( , ) ( , ) ( , ) ( 1,2, , )
n

J I i J I i J I i
i

NC x y C x y C x y i n


    (5) 

Then defining a matching degree ( , )JMNC x y : 

 
     , ,1 ,2 , ,1 ,2 , ,

( , )

max ( , ) min ( , )

J

J I J Ii ni n i i

MNC x y

NC x y NC x y


 


 (6) 
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Finaly, determine fusion operators. Defining a threshold T  (Usually in 0.5 ~ 1 ), if 
( , )JMNC x y T , then 

 , ,
1

( , ) ( , )
n

J F I J I
i

i iC x y p C x y


   (7) 

Where, the complete computational algorithm of weighting coefficient ( 1,2, , )I ip i n  is 

detailed in Table 1. 
 

 If there have a ,J IkC satisfy: 

  , ,1 ,2 , ,
( , ) max ( , )J I J Ii nk iC x y C x y





 

  then 1Ikp  . 

 Else 
  Let 0 ( 1,2, , and )I ip i n i k   . 

Table 1. The algorithm of computation on weighting coefficient I ip  

If ( , )JMNC x y T , then 

 
, ,

1

( , ) ( , )
n

J F I J I
i

i iC x y q C x y


   (8) 

Where, I iq  is the new weighting coefficient defined as:  

 
,( , ) ( , )I J Ii iq x y NC x y ,  ( 1,2, , )i n   (9) 

By above knowable, while the ABS of the low-frequency coefficients have large 
differences，then choose the coefficient absolute value larger as the fusion of pixels; while 
the  ABS of the low-frequency coefficients have rarely differences，adopt WA-Weighted 
Average determine fusion of low-frequency coefficients. So the low-frequency fusion rules 
may, according to the characteristics of the image itself dynamically select the weighted 
average method and the pixel of absolute value chosen 51, thus namely suitable for low 
frequence part complementary stronger image, and suitable for low frequence part more 
similar, complementary poor image. 

3.2 The fusion rules of the high frequency area 
First, we can compute respectively the local average value variance 

, ( 1,2, , ; 1,2,3; 1 )j I iMSE i n j J      of image ( 1,2, , )iI i n   in decomposition 

scale j and in direction  : 

 
, ,

1 1

2
,

1 1
( , ) [ (

2
1

, ) ( , )]
2

M N

j I j I
m n

j I

i i

i

M
MSE x y D x m

M N
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y n m x y
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Where, M、N indicate the local area respectively the rows and columns number (General 
took for odd); , ( , )j Iim x y indicate iI local area to should the average value of a pixel, 

 
,

,
1 1

( , )

1 1 1
( , )

2 2

j I

M N

j I
m n

i

i

m x y

M N
D x m y n

M N





 

 
    

 
 (11) 

By the reason of ,j I iMSE  can describe the local area grayscale value variations and 

dispersion degree. It fully represented parties upward of local significant, and it can reflect 
the detail of the image and the peripheral information. Mean variance is bigger, the local 
area grayscale value more change, grey value more scattered. So, this image of local area 
chooses mean variance as active measure for high frequency components of the fusion. 
Then, we can normalize the mean variance ,j I iMSE  of the source image in decomposition 

scale j and in direction   to be: 

 
,

,

,
1

( , )
( , )

( , )

j I

nj I

j I
i

i
i

i

MSE x y
NMSE x y

MSE x y












,  1 ; 1,2,3; 1,2, ,j J i n      (12) 

Then, a matching degrees is defined as given below.  

 
     , ,1 ,2 , ,1,2 , ,

( , )

max ( , ) min ( , )

j

j I j Ii ni n i i

MNMSE x y

NMSE x y NMSE x y



 








 (13) 

At last, a matching degree threshold  is defined that its value usually from 0.5 to 12.  If 
( , )jMNMSE x y  , then 

 , ,
1

( , ) ( , )
n

j F I j I
i

i iD x y p D x y 



   (14) 

Where, the complete computational algorithm of weighting coefficient ( 1,2, , )I ip i n   is 

detailed in Table 2. 
 

 If the corresponding mean variance ,j I kMSE of a high coefficients ,j IkD is satisfied 

 with: 

 
 

 , ,1,2 , ,
( , ) max ( , )j I j Ii nk iMSE x y MSE x y 





 

  then 1Ikp  . 

 Else 
  Let 0 ( 1,2, , and )I ip i n i k    . 

Table 2. The algorithm of computation on weighting coefficient I ip  
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Namely select with current processing pixels (x, y) as the center of local area the mean 
variance biggest image of wavelet coefficients as fusion image and the corresponding 
wavelet coefficients. 
If ( , )jMNMSE x y  , then 

 
, ,

1

( , ) ( , )
n

j F I j I
i

i iD x y q D x y 



   (15) 

Where, I iq  is the new weighting coefficient defined as:  

 
,( , ) ( , ) ( 1,2, , )I j Ii iq x y NMSE x y i n     (16) 

Above fusion rules indicate, while the high frequency component of source image have 
large difference in local mean variance in the corresponding decomposition layers and the 
corresponding on the direction, the corresponding decomposition layers and the 
corresponding on the direction of local mean variance large difference, that one of the 
source image contains rich details information, and other source image containing less 
detailed information, then use local mean variance choose big fusion rules. And in other 
hands, while the high frequency component of source image have less difference in local 
mean variance in the corresponding decomposition layers and the corresponding on the 
direction, it explained that the high coefficients contain rich details information, when using 
the weighted average fusion operators determine after fusion of wavelet coefficients. This 
can be clearly retention of image significantly signal details, can avoid again missing 
information, reduce the noise again at the same time ensure the consistency of the fused 
image. 

3.3 The image fusion scheme 
The fusion framework using integer lifting wavelet transform is shown in Fig.2. The 
approach to image fusion in ILWT (integer lifting wavelet transform) domain is as follows. 
Step 1. First, separately two-dimensional integer lifting wavelet decomposition to the 

source image 1 2, , , nI I I which have registration already. 
Step 2. Adopt the rules of selection and weighted average low-frequency fusion in section 

3.1 for the low-frequency decomposition coefficient; the corresponding low-
frequency fused images are obtained by using (7) and (9). 

Step 3. For the vertical and horizontal and diagonal three orientations of high-frequency 
decomposition coefficient, go for high frequency component by using (14) and (15) 
in section 3.2. 

Step 4. Finally, determine the Scale coefficients ,J FC and the coefficients 

, (1 ; 1,2,3)j FD j J     for each wavelet of the fused image. By IILWT (inverter 
integer lifting wavelet transform), we can get the ultimate fusion image. 

4. Experimental study and analysis 

In order to verify the algorithm the effect and the performance, we focus more on three 
pieces of the image fusion simulation experiment. At the same time, also with the other two 
traditional wavelet images fusion algorithms of results were compared. In this algorithm, 
the source image on three-layer integer ascension wavelet decomposition, take a Form with 
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Fig. 2. The fusion framework using integer lifting wavelet transform 

size of 3×3 in local region; the fusion when matching degree threshold of high frequency 
part and the low frequency part are separately took to be 0.75 and 0.65. In order to 
facilitate comparison, here the other two traditional wavelet image fusion algorithms are 
recorded as: wavelet fusion algorithm I and wavelet fusion algorithm II. Including, 
wavelet fusion algorithm of I high and low frequency component used respectively to 
local variance choose big norms and weighted average of low-frequency fusion rule, and 
the wavelet fusion algorithm of high and low frequency component II respectively by 
means of absolute value choose big norms and take an average of low-frequency fusion 
rules。In addition, the fusion algorithm of wavelet II and algorithm II, choose sym type 4 
as multi-scale wavelet image decomposition and reconstruction tool, but wavelet 
decomposition layers and the local window size of the region and the algorithm are 
consistent. 
Figure 3 gives more focused on three pictures of image fusion result. Figure 3 (a) and (b), (c) 
respectively, focusing on the left, middle and the right target for fusion source image, its 
image size are 512 x 512, and with precise registration. Figure 3 (a) from left of target clearer, 
figure 3 (b) closer to the middle goal on the relatively clear, figure 3 (c) on the right target 
clearer. Fusion purpose is to get a picture on the left, and right among both imaging of fused 
image is very clear. Figure 3 (d) and (e), (f) in order to take advantage of this paper fusion 
algorithm, wavelet and wavelet I fusion algorithm fusion algorithm II income of fused 
image. From the fusion results can see, three algorithms can get quite satisfactory visual 
effect, as far as possible to eliminate the source image focusing of the difference, raises the 
fused image of overall clarity. But by comparing it was evident that this algorithm can 
income of fused image is best effect, the fused images in all goals are the most clearly. In 
order to better compare three algorithm is superior, figure 2 shows three algorithm of fused 
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image left, income from middle and right to local area of large PIC。Among them, the 
figure 4 (a) and (d), (g) respectively derived from the algorithm income of fused image left, 
and right among local regions; Figure 4 (b), (e), (h) respectively from fusion algorithm I 
income fused images, left, and right among the local area; Figure 4 (c), (f), (I) respectively 
from fusion algorithm respectively from II income fused images, left, and right among the 
local area. By figure 4 can see, this algorithm can income of fused image left, center and local 
area are very clear right and other details are well reserve. For example, figure 4 (a) the rings 
and the cord (dotted line box labeled part) was obviously reservation; Figure 4 (d) of saw 
tooth and background passage clearly visible; Figure 4 (g) the edge of the ball was the most 
obvious, the most clear, the details to double eliminate the most clean。Relative to 
character, the algorithm of wavelet fusion algorithm I income of fusion result commercial 
and wavelet fusion algorithm II income of fusion result worst, such as figure 4 (c) of the 
rings and the cord almost invisible, figure 4 (f) the zigzag and background line and figure 4 
(I), the ball is not too clear. 
Subjective visual evaluation can be given fusion result intuitive contrast, but are 
susceptible to personal experience and visual psychology factors, so need and objective 
evaluation standard combining comprehensive evaluation. Here we use the information 
entropy (IE), average gradient (AG) and SD as objective performance evaluation 
standard(Blum et al., 2005), is presented in table 3 the above image fusion result the 
objective performance evaluation results. From table 3 shows an objective evaluation 
index data can see: relative wavelet fusion algorithm, this algorithm can I and II obtained 
relatively good objective evaluation index and faster fusion. From figure 1 of the fusion 
results can see, relative to other two kinds of wavelet fusion method, this chapter 
algorithm of fused image edge details of income is more significant. In order to more 
intuitive to assess the algorithm can well reserve the detail information source image 
edge, Laplace operator selects the edge extraction of fused image in figure 3, and the edge 
extraction of fused image is shown in Fig.5. Obviously the algorithm fusion image edges 
detail information richer, more conducive to image segmentation, identification further 
treatment. 

5. Conclusion  

Based on the analysis of the existing multi-resolution fusion method, based on most current 
fusion effect good multi-resolution fusion model is only suitable for two images fusion, 
unable to better suit many images fusion of the problem, this paper proposes an integer 
ascension based on wavelet transform many images fusion algorithm. For many, blurring 
the amplitude image fusion experimental simulation and the experimental results were 
compared and analyzed. Experimental results show that the algorithm not only suitable for 
real-time rebalanced source image fusion, and can obtain rapid visual effect is better, details, 
and more abundant of fused image. In addition, can put the image fusion effect the objective 
evaluation index is introduced to this paper matching degree of the threshold of adaptive 
selection process, the matching degree of the threshold of optimal choice problem is 
transformed into an optimal problem, so using intelligent optimization algorithm (such as 
immune genetic algorithm, cloning algorithm and the particle swarm optimization 
algorithm, etc) to realize the matching degree of the threshold of optimal choice, it needs to 
be further research.  
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(a)The image focused on the left           (b)The image focused on the center 

           
(c)The image focused on the right          (d)Fused image using the proposed menthod 

           
(e) Fused image using algorithm I            (f) Fused image using algorithm II 

    based on wavelet transform                    based on wavelet transform 

Fig. 3. Multi-focus Source image and fusion results 
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(a)The image taken from         (b)The image taken from       (c) The image taken from 

the left of Fig.3(d)                the left of Fig.3(e)               the left of Fig.3(f) 

        
(d) The image taken from        (e) The image taken from         (f) The image taken from 

the center of Fig.3(d)                the center of Fig.3 (e)               the center of Fig.3(f) 

       
(g) The image taken from         (h) The image taken from       (i) The image taken from 

 the right of Fig.3(d)              the righ of Fig.3(e)              the right of Fig.3(f) 

Fig. 4. Zoom-in of image fusion results 
 

Fused image 
Objective evaluation index 

Fusion time consuming /S 
Entropy Average gradient Standard deviation 

Fig.3(d) 7.1869 22.9037 58.1062 1.819 
Fig.3(e) 7.1043 20.4479 56.8517 2.358 
Fig.3(f) 7.0795 19.0536 55.9841 2.137 

Table 3. Performance comparison of difference fusion schemes Multi-focus image 
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(g) The image taken from         (h) The image taken from       (i) The image taken from 

 the right of Fig.3(d)              the righ of Fig.3(e)              the right of Fig.3(f) 

Fig. 5. Edge extraction from image fusion results 
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1. Introduction 

Multispectral images usually present complimentary information such as visual-band 
imagery and infrared imagery (near infrared or long wave infrared). There are strong 
evidences that the fused multispectral imagery (in gray scales) increases the reliability of 
interpretation (Rogers & Wood, 1990; Essock et al., 2001) and thus good for machine analysis 
(computer vision); whereas the colorized multispectral imagery improves observer 
performance and reaction times (Toet et al. 1997; Varga, 1999; Waxman et al., 1996) and thus 
good for visual analysis (human vision).  
Imagine a nighttime navigation task that may be executed by an aircraft equipped with a 
multispectral imaging system. Analyzing the synthesized (fused or colorized) multisensory 
image will be more informative and more efficient than simultaneously monitoring 
multispectral images such as visual-band imagery (e.g., image intensified, II), near infrared 
(NIR) imagery, and infrared (IR) imagery, which may be displayed either on several split 
panels on a big screen or on several small screens. The focus of this chapter is how to 
synthesize a color presentation of multispectral images in order to enhance night vision. It is 
anticipated that the successful applications of night vision colorization techniques will lead to 
improved performance of remote sensing, nighttime navigation, target detection, and 
situational awareness. This colorization approaches mentioned here involve two main 
techniques, image fusion and colorization, which are briefly reviewed as follows, respectively. 
Image fusion combines multiple-source imagery by integrating complementary data in order 
to enhance the information apparent in the respective source images, as well as to increase 
the reliability of interpretation. This results in more accurate data (Keys et al., 1990) and 
increased utility (Rogers & Wood, 1990; Essock et al., 1999). In addition, it has been reported 
that fused data provides far more robust aspects of operational performance such as 
increased confidence, reduced ambiguity, improved reliability and improved classification 
(Rogers & Wood, 1990; Essock et al., 2001). A general framework of image fusion can be 
found in Reference (Pohl & Genderen, 1998). The discussions of image fusion here are 
limited to pixel-level fusion. 
Two commonly used fusion methods are the discrete wavelet transform (DWT) (Pu & Ni, 
2000; Nunez et al., 1999) and various pyramids (such as Laplacian, contrast, gradient, and 
morphological pyramids) (Jahard et al., 1997; Ajazzi et al., 1998), which both are multiscale 
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fusion methods. Recently, an advanced wavelet transform (aDWT) method (Zheng et al., 
2004) has been proposed, which incorporates principal component analysis (PCA) and 
morphological processing into a regular DWT fusion algorithm. The aDWT method can 
produce a better fused image in comparison with pyramid methods and regular DWT 
methods. Image fusion is a necessary step for the following color fusion and colorization 
methods. 
On the other hand, a night vision colorization technique can produce colorized imagery with a 
naturalistic and stable color appearance by processing multispectral night-vision imagery. 
Although appropriately false-colored imagery is often helpful for human observers in 
improving their performance on scene classification, and reaction time tasks (Essock et al., 
1999; Waxman et al., 1996), inappropriate color mappings can also be detrimental to human 
performance (Toet & IJspeert, 2001; Varga, 1999). A possible reason is lack of physical color 
constancy (Varga, 1999). Another drawback with false coloring is that observers need 
specific training with each of the unnatural false color schemes so that they can correctly 
and quickly recognize objects; whereas with colorized nighttime imagery rendered with 
natural colors, users should be able to readily recognize and identify objects. 
Toet (2003) proposed a night vision (NV) colorization method that transfers the natural 
color characteristics of daylight imagery into multispectral NV images. Essentially, Toet’s 
natural color-mapping method matches the statistical properties (i.e., mean and standard 
deviation) of the NV imagery to that of a natural daylight color image (manually selected 
as the “target” color distribution). However, this color-mapping method colorizes the 
image regardless of scene content, and thus the accuracy of the coloring is very much 
dependent on how well the target and source images are matched. Specifically, Toet’s 
method weights the local regions of the source image by the “global” color statistics of the 
target image, and thus will yield less naturalistic results (e.g., biased colors) for images 
containing regions that differ significantly in their colored content. Another concern of 
Toet’s “global-coloring” method is that the scene matching between the source and target is 
performed manually. To address the aforementioned bias problem in global coloring, 
Zheng et al. (2005; 2008) presented a “local coloring” method that can colorize the NV 
images more like daylight imagery. The local-coloring method will render the 
multispectral images with natural colors segment by segment (i.e., “segmentation-
based”), and also provide automatic association between the source and target images 
(i.e., avoiding the manual scene-matching in global coloring). This local coloring method 
is also referred to as “segmentation-based” colorization in contrast with “channel-based” 
color fusion introduced later. 
In this chapter, we will discuss and explore how to enhance human night vision by 
presenting a color image with a set of multispectral images. Certainly, a color presentation 
of multispectral night vision images can provide a better visual result for human users. 
We would prefer the color images resembling natural daylight pictures that we are used 
to; meanwhile the coloring process shall be efficient enough ideally for real time 
applications. A segmentation-based colorization procedure is first reviewed, and a 
channel-based color fusion is then introduced. The remainder of this chapter is organized 
as follows. The multispectral image preprocessing, registration and fusion are described 
in Section 2. Next, the segmentation-based colorization method is completely discussed in 
Section 3. Then, a new channel-based color fusion method is introduced in Section 4. The 
experiments and discussions are given in Section 5. Conclusions are finally drawn in 
Section 6.  
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2. Multispectral image preprocessing 

The multispectral images that we acquired include visible (RGB color) images, image 
intensified (II, enhanced visible) images, near infrared (NIR; spectral range: 0.9~1.7 μm) 
images, and long-wave infrared (LWIR; spectral range: 7.5~13 μm) images. Before 
performing multispectral colorization, image preprocessing, image registration, and image 
fusion are required. 

2.1 Standard preprocessing  
Standard image preprocessing such as denoising, normalization and enhancement can favorite 
the following processes, i.e., image registration, fusion, and colorization. The noise in digital 
images may be caused by imperfection of imaging sensors, scene contents in FOV (field of 
view, extremely cold or hot objects for infrared imaging), environment (atmosphere) 
disturbance, or poor illumination (for visible band imaging). Noise can be reduced 
according to the nature of the noise sources that depends on a particular application. For 
example, pepper-and-salt noise can be removed by a median filter; periodic noise may be 
reduced by a designed frequency filter in Fourier transformed domain; and a random noise 
can be suppressed by a Gaussian filter or a nonlinear diffusion filter. 
Night-vision images (NIR and LWIR) were acquired under different background and 
conditions, which may cause images to have different background (brightness) and contrast 
(dynamic range). We employed a general image normalization (also called contrast stretching) 
to standardize all multispectral images. 

 Max Min
0 Min Min

Max Min

( )N
L L

I L
I I

-
= - +

-
I I  (1) 

where IN is the normalized image, I0 is the original image; IMin and IMax are the maximum 
and minimum pixel values in I0, respectively; LMin and LMax are the expected maximum and 
minimum pixel values in IN, which normally equal 0 and 1, respectively. After image 
normalization, IN Î [0, 1]. 
The image contrasts of near infrared (NIR) images are significantly affected by illumination 
conditions. Nonlinear enhancement like histogram equalization or histogram matching 
usually increases noises while enhancing a NIR image. A linear enhancement such as 
piecewise contrast stretching is preferred. Eq. (1) is still applicable but just applied within each 
piece of intensity interval. For example, given [IMin, IMax] = [0, 0.8], and [LMin, LMax] = [0, 1.0], 
after piecewise contrast stretching, the pixels within [0, 0.8] will be linearly scaled to [0, 1.0], 
while those pixels originally within (0.8, 1.0] are unchanged. To simply writing, this 
transform can be notated as [0,1.0]

[0,0.8]S  thereafter. 

2.2 Image registration 
Image registration is a required preprocess by image fusion and image colorization. In 
general, image registration aligns multiple images by performing affine transformations that 
allows translation, rotation, and scaling. Similarity metrics are used to decide the optimized 
transformation parameters. Normalized mutual information (NMI) turns out to be the robust 
metric for noisy and multi-modality image registration (Hill & Batchelor, 2001). The 
computation complexity increases with the number of degrees of freedom. For 2D image 
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registration, Fourier-Mellin transform (FMT, Chen et al., 1994) is much faster than NMI-
based registration, but FMT is sensitive to noise. For multispectral night-vision image 
registration, we utilize two registration algorithms, i.e., use the FMT method for translation 
registration, and then use the NMI-based method for scaling and rotation registration.  
We used the FMT method only accounting for translation alignment although it can be 
alternated for scaling and rotation (but not reliable). The image alignment by scaling and 
rotation is accomplished with affine transforms using NMI metric. The image transforming 
parameters can be estimated by maximizing the NMI value. Calculation of NMI and 
interpolation of transforming (e.g., fractional scaling) are quite time consuming. However, 
the searching spaces of parameters (for scaling and rotation) are small because two cameras 
are sitting on the same fixture by turns and aiming at the same target. This expedites the 
registration process on the other hand.  
Different FOV of multispectral images is another challenge for image registration. For 
example, FLIR SC620 camera (used in our experiments) is a two-band imaging device with a 
LWIR camera (640×480 pixels; FOV: 24˚) and a built-in visible camera (2048×1536 pixels; FOV: 
32˚). Before registration with LWIR image cropping the visible image is desired. To find the 
matched block (region) of LWIR on the visible image, (i) scan the visible image block by block 
with step movement 5~10 pixels (Left to Right, Top to Bottom), where the block image is of 
size (960×720, estimated according to view angles); (ii) compute the NMI between the 
scanning block (on the visible image) and LWIR; (iii) select the scanning block (region) with 
maximal NMI as the matched block for the following registration. The framework of general 
image registration was documented elsewhere (Brown, 1992), and the details of our proposed 
course-to-fine registration method will be discussed in a separate paper. 

2.3 Image fusion 
Image fusion is a necessary step for the color fusion discussed in this chapter. Image fusion 
serves to combine multiple-source imagery using advanced image processing techniques. 
Laplacian pyramid and DWT-based fusion methods are briefly reviewed, while the details 
of image fusion were documented elsewhere (Zheng et al., 2005). 
The Laplacian pyramid was first introduced as a model for binocular fusion in human stereo 
vision (Burt & Adelson, 1985), where the implementation used a Laplacian pyramid and a 
maximum selection rule at each point of the pyramid transform.  Essentially, the procedure 
involves a set of band-pass copies of an image is referred to as the Laplacian pyramid due to 
its similarity to a Laplacian operator. Each level of the Laplacian pyramid is recursively 
constructed from its lower level by applying the following four basic steps: blurring (low-
pass filtering); sub-sampling (reduce size); interpolation (expand); and differencing (to 
subtract two images pixel by pixel) (Burt & Adelson, 1983). In the Laplacian pyramid, the 
lowest level of the pyramid is constructed from the original image. 
The regular DWT method is a multi-scale analysis method. In a regular DWT fusion process, 
DWT coefficients from two input images are fused pixel-by-pixel by choosing the average of 
the approximation coefficients (i.e., the low-pass filtered image) at the highest transform scale; 
and the larger absolute value of the detail coefficients (i.e., the high-pass filtered images) at 
each transform scale. Then, an inverse DWT is performed to obtain a fused image. At each 
DWT scale of a particular image, the DWT coefficients of a 2D image consist of four parts: 
approximation, horizontal detail, vertical detail, and diagonal detail. In the advanced DWT 
(aDWT) method (Zheng et al., 2004), we apply PCA (principle component analysis) to the 
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two input images’ approximation coefficients at the highest transform scale. That is, we fuse 
them using the principal eigenvector (corresponding to the larger eigenvalue) derived from 
the two original images, as described in Eq. (2) below:  

 1 2 1 2( ) /( )F A BC a C a C a a= ⋅ + ⋅ +  (2) 

where CA and CB are approximation coefficients (image matrices) transformed from input 
images A and B. CF represents the fused coefficients; a1 and a2 are the elements (scalars) of 
the principal eigenvector, which are computed by analyzing the original input images. Note 
that the denominator in Eq. (2) is used for normalization so that the fused image has the 
same energy distribution as the original input images. 
For the detail coefficients (the other three quarters of the coefficients) at each transform 
scale, the larger absolute values are selected, followed by neighborhood morphological 
processing, which serves to verify the selected pixels using a “filling” and “cleaning” 
operation (i.e., the operation fills or removes isolated pixels locally). Such an operation 
(similar to smoothing) can increase the consistency of coefficient selection thereby reducing 
the distortion in the fused image. 

3. Segmentation-based colorization 

In segmentation-based colorization (i.e., local coloring) method, multispectral night vision 
imagery is rendered segment-by-segment with the statistical color properties of natural scenes 
by using the color mapping technique. Eventually, the colorized images resemble daylight 
pictures. The main steps of segmentation-based colorization are given below: (1) A false-color 
image (source image) is first formed by assigning multispectral (two or three band) images to 
three RGB channels. The false-colored images usually have an unnatural color appearance. (2) 
Then, the false-colored image is segmented using the features of color properties, the 
techniques of nonlinear diffusion, clustering, and region merging. A set of “clusters” are 
formed by analyzing the histograms of the three components of the diffused image in lαβ 
color space. Those clusters are merged to “segments” if their similarity values in lαβ space 
are greater than a preset threshold. (3) The averaged mean, standard deviation, and 
histogram of a large sample of natural color images are used as the target color properties for 
each color scheme. The target color schemes are grouped by their contents and colors such as 
plants, mountain, roads, sky, water, buildings, people, etc. (4) The association between the 
source region segments and target color schemes is carried out automatically utilizing a 
classification algorithm such as the nearest neighbor paradigm. (5) The color mapping 
procedures (statistic-matching and histogram-matching) are carried out to render natural 
colors onto the false-colored image segment by segment. (6) The mapped image is then 
transformed back to the RGB space. (7) Finally, the mapped image is transformed into HSV 
(Hue-Saturation-Value) space and the “value” component of the mapped image is replaced 
with the “fused NV image” (a grayscale image). Note that this fused image replacement is 
necessary to allow the colorized image to have a proper and consistent contrast. 

3.1 Color space transform 
In this subsection, the RGB to LMS (long-wave, medium-wave and short-wave) transform is 
discussed first. Then, an lαβ space is introduced from which the resulting data 
representation is compact and symmetrical, and provides a higher decorrelation than the 
second order. The reason for the color space transform is to decorrelate three color 
components (i.e., l, α and β) so that the manipulation (such as statistic matching and 
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histogram matching) on each color component can be performed independently. Inverse 
transforms (lαβ space to the LMS and LMS to RGB) are needed to complete the proposed 
segmentation-based colorization, which are given elsewhere (Zheng & Essock, 2008). 
The actual conversion (matrix) from RGB tristimulus to device-independent XYZ tristimulus 
values depends on the characteristics of the display being used. Fairchild (1998) suggested a 
“general” device-independent conversion (while non-priori knowledge about the display 
device) that maps white in the chromaticity diagram to white in the RGB space and vice versa.  
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The XYZ values can be converted to the LMS space using the following equation 
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A logarithmic transform is employed here to reduce the data skew that existed in the above 
color space: 

 L = log L,    M = log M,     S = log S. (5) 

Ruderman et al. (1998) presented a color space, named lαβ (Luminance-Alpha-Beta), which 
can decorrelate the three axes in the LMS space: 
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The three axes can be considered as an achromatic direction (l), a yellow-blue opponent 
direction (α), and a red-green opponent direction (β). The lαβ space has the characteristics of 
compact, symmetrical and decorrelation, which highly facilitate the subsequent process of 
color-mapping (see Section 3.4).  

3.2 Image segmentation 
The nonlinear diffusion procedure has proven to be equivalent to an adaptive smoothing 
process (Barash & Comaniciu, 2004). The diffusion is applied to the false-colored NV image 
here to obtain a smooth image, which significantly facilitates the subsequent segmentation 
process. The clustering process is performed separately on each color component in the lαβ 
color space to form a set of “clusters”. The region merging process is used to merge the 
fragmental clusters into meaningful “segments” (based on a similarity metric defined in 3D 
lαβ color space) that will be used for the color-mapping process.  

3.2.1 Adaptive smoothing with nonlinear diffusion 
Nonlinear diffusion methods have been proven as powerful methods in the denoising and 
smoothing of image intensities while retaining and enhancing edges. Barash and Comaniciu 
(2004) have proven that nonlinear diffusion is equivalent to adaptive smoothing and 
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bilateral filtering is obtained from an extended nonlinear diffusion. Nonlinear diffusion 
filtering was first introduced by Perona and Malik (1990). Basically, diffusion is a PDE 
(partial differential equation) method that involves two operators, smoothing and gradient, 
in 2D image space. The diffusion process smoothes the regions with lower gradients and 
stops the smoothing at region boundaries with higher gradients. Nonlinear diffusion means 
the smoothing operation depends on the region gradient distribution. For color image 
diffusion, three RGB components of a false-colored NV image are filtered separately (one by 
one). The number of colors in the diffused image will be significantly reduced and will 
benefit the subsequent image segmentation procedures – clustering and merging. 

3.2.2 Image segmentation with clustering and region merging 
The diffused false-colored image is transformed into the lαβ color space. Each component (l, 
α or β) of the diffused image is clustered in the lαβ space by individually analyzing its 
histogram. Specifically, for each intensity component (image) l, α or β, (i) normalize the 
intensity onto [0,1]; (ii) bin the normalized intensity to a certain number of levels NBin and 
perform the histogram analysis; (iii) with the histogram, locate local extreme values (i.e., 
peaks and valleys) and form a stepwise mapping function using the peaks and valleys; (iv) 
complete the clustering utilizing the stepwise mapping function. 
The local extremes (peaks or valleys) are easily located by examining the crossover points of 
the first derivatives of histograms. Furthermore, “peaks” and “valleys” are expected to be 
interleaved (e.g., valley-peak-valley-…-peak-valley); otherwise, a new valley value can be 
calculated with the midpoint of two neighboring peaks. In addition, two-end boundaries are 
considered two special valleys. In summary, all intensities between two valleys in a histogram 
are squeezed in their peak intensity and the two end points in the histogram are treated as 
valleys (rather than peaks). If there are n peaks in a histogram, then an n-step mapping 
function is formed. If there are two or more valley values (including the special valley at the 
left end) at the left side of the leftmost peak, then use the special (extreme) valley intensity. 
Clustering is done by separately analyzing three components (l, α & β) of the false-colored 
image, which may result in inconsistent clusters in the sense of colors. Region merging is 
necessary to incorporate the fragmental “clusters” into meaningful “segments” in the sense 
of colors, which will improve the color consistency in a colorized image. If two clusters are 
similar (i.e., Qw(x,y) > TQ (a predefined threshold)), these two clusters will be merged. 
Qw(x,y) is a similarity metric between two clusters, x and y, which is defined in the lαβ  color 
space as follows: 
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where wk is a given weight for each color component. Qk(x,y) is formulated below:  
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where x  and xs  are the mean and the standard deviation of cluster x in a particular 
component, respectively. Similar definitions are applied to cluster y. The sizes (i.e., areas) of 
two clusters (x and y) are usually unequal. Notice that Qk(x,y) is computed with regard to 
the diffused false-color image. 
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3.3 Automatic segment recognition 
A nearest neighbor (NN) paradigm (Keysers et al., 2002) is demonstrated to classify the 
segments obtained from the preceding procedure (described in Section 3.2). To use the NN 
algorithm, a distance measure between two segments is needed. The similarity metric 
Qw(x,y) (as defined in Eqs. (7)) between two segments, x and y, is used as the distance 
measure. Thus, the closer two segments in lαβ space, the larger their similarity.  
Similar to a training process, a look up table (LUT) has to be built under supervision to 
classify a given segment (sj) into a known color group (Ci), i.e., Ci = T(sj), (i ≤ j), where sj is a 
feature vector that distinguishingly describes each segment; Ci stands for a known color 
scheme (e.g., sky, clouds, plants, water, ground, roads, etc.); and T is a classification function 
(i.e., a trained classifier). We use segment color statistics (e.g., mean and deviation of each 
channel) as features (of six statistical variables). The statistical features (sj) are computed 
using the diffused false-color images and the color mapping process is carried out between a 
false-color segment and a daylight color scheme. The reason for using the diffused false-
color images here is because the diffused images are less sensitive to noise. In a training 
stage, a set of multispectral NV images are analyzed and segmented such that a sequence of 
feature vectors, {sj} can be computed and the LUT (mapping) between {sj} and {Ci} can be 
manually set up upon the experimental results. In a classifying (testing) stage, all Qw(xk, sj) 
values (for j = 1, 2, 3, …) are calculated, where xk means the current classified segment and sj 
represents one of the existing segments from the training stage. Certainly, xk is automatically 
classified into the color group of the largest Qw (similarity). For example, if Qw(x1, s5) is the 
maximum, then the segment of x1 will be colorized using the color scheme T(s5) that is the 
color used to render the segment of s5 in the training stage. 

3.4 Color mapping 
3.4.1 Statistic matching 
A “statistic matching” is used to transfer the color characteristics from natural daylight 
imagery to false color night-vision imagery, which is formulated as: 
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,            for k = { l, α, β }, (8) 

where IC is the colored image, IS is the source (false-color) image in lαβ space; μ denotes the 
mean and σ denotes the standard deviation; the subscripts ‘S’ and ‘T’ refer to the source and 
target images, respectively; and the superscript ‘k’ is one of the color components: { l, α, β}.  
After this transformation, the pixels comprising the multispectral source image have means 
and standard deviations that conform to the target daylight color image in lαβ space. The 
color-mapped image is transformed back to the RGB space through the inverse transforms 
(lαβ space to the LMS, exponential transform from LMS to LMS, and LMS to RGB, refer to 
Eqs. (3-6)) (Zheng & Essock, 2008). 

3.4.2 Histogram matching 
Histogram matching (also referred to as histogram specification) is usually used to enhance an 
image when histogram equalization fails (Gonzalez & Woods, 2002). Given the shape of the 
histogram that we want the enhanced image to have, histogram matching can generate a 
processed image that has the specified histogram. In particular, by specifying the histogram 
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of a target image (with daylight natural colors), a source image (with false colors) resembles 
the target image in terms of histogram distribution after histogram matching. Similar to 
statistic matching, histogram matching also serves for color mapping and is performed 
component-by-component in lαβ space. Histogram matching and statistic matching can be 
applied separately or jointly. 

4. Channel-based color fusion 

The segmentation-based colorization described in Section 3 can usually produce colorized 
night-vision images closely resembling natural daylight pictures. However, this segmentation-
based coloring procedure involves many processes and heavy computations such as histogram 
analysis, color space transform, image segmentation, and pattern classification. It will be a 
grand challenge for real time applications. Therefore, we propose a fast color fusion method, 
termed as channel-based color fusion, which is efficient enough ideally for real time applications. 
Notice that the term of “color fusion” means combing multispectral images into a color-
version image with the purpose of resembling natural scenes. Relative to “night vision 
colorization”, color fusion trades the realism of colors with speed. On the other hand, false 
coloring techniques have no intention of resembling natural color scenery. 
The general framework of channel-based color fusion is as follows, (i) prepare for color 
fusion, preprocessing (denoising, normalization and enhancement) and image registration; 
(ii) form a color fusion image by properly assigning multispectral images to red, green, and 
blue channels; (iii) then fuse multispectral images (gray fusion) using aDWT algorithm (see 
Section 2.3); and (iv) replace the value component of color fusion in HSV color space with the 
gray-fusion image, and finally transform back to RGB space.  
In night vision imaging, there may be two or several bands of images available, for example, 
visible (RGB), image intensified (II), near infrared (NIR), medium wave infrared (MWIR), 
long wave infrared (LWIR, also called thermal). The discussions of following subsections 
focus on how to form a channel-wise color fusion with the available multispectral images. 

4.1 Color fusion with two-band images 
Upon the available images and common applications, we will discuss two-band color fusion 
of (II Å  LWIR), (NIR Å  LWIR), (RGB Å  LWIR), and (RGB Å  NIR), although other 
combinations of two bands may be possible in some applications. The symbol ‘ Å ’ denotes 
the fusion of multiband images. 

4.1.1 Color fusion of (II Å  LWIR) 
Suppose a color fusion image (FC) consists of three color planes, FR, FG, FB, the color fusion of 
II and LWIR images are formed by using the following expressions, 

 FR = [0,0.7]
[0,1.0]S (ILWIR), (9a) 

 FG = [0.2,1]
[0.1,I_Gmax]S (III), (9b) 

 FB = [0.1,0.75]
[0,1.0]S ([1.0- ILWIR] • III), (9c) 

 VF = Fus(III, ILWIR); (9d) 
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where [0.2,1]
[0.1,I_Gmax]S  denotes piecewise contrast stretching defined in Eq. (1) and I_Gmax = 

min([ II II3m s+ ],0.8), µ and σ are the mean and standard deviation of an II image; [1.0- ILWIR] 

is to invert LWIR image; symbol ‘•’ means element-by-element multiplication; VF is the 
value component of FC in HSV space, Fus() means image fusion operation using aDWT 
algorithm. Although the limits given in contrast stretching are obtained empirically 
according to the night vision images that we had, it is viable to formulate the expressions 
and automate the fusion based upon a set of conditions (imaging devices, imaging time, and 
application location). Notice the transform parameters in Eqs. (9) were applied to all color 
fusions in our experiments. 

4.1.2 Color fusion of (NIR Å  LWIR) 
A color fusion of NIR and LWIR is formulated by, 

 FR = [0.2,0.9]
[0,1.0]S (ILWIR), (10a) 

 FG = [0.2,1]
[0.1,I_Gmax]S (INIR), (10b) 

 FB = [0.1,0.7]
[0,1.0]S ([1.0- ILWIR] • INIR); (10c) 

 VF = Fus(INIR, ILWIR); (10d) 

where I_Gmax = min([ NIR NIR2m s+ ],0.8), min() is an operation to get the minimal number. 

Other notes are the same as that in Eqs. (9). 

4.1.3 Color fusion of (RGB Å  LWIR) 
Two-band color fusion of RGB and LWIR is described as follows, 

 FR = [0,I_Rmax]
[0,1.0]S (max[ILWIR, IRed]), (11a) 

 FG = IGreen, (11b) 

 FB = IBlue; (11c) 

where IRed, IGreen and IBlue are the three channel images of a RGB image; I_Rmax = 
min([ Red Red8m s+ ],0.6), min() is an operation to get the minimal number; max[ILWIR, IRed] is to 

take the maximal pixel values between ILWIR and IRed. In fact, this color fusion only modifies the 
red channel in a RGB image, where the piecewise contrast stretching in Eq. (11a) is to keep a 
good color balance and contrast. No image fusion is used because the RGB images captured at 
night time are usually very noisy. Of course, no HSV transform is performed. 

4.1.4 Color fusion of (RGB Å  NIR) 
The color fusion of RGB and NIR is defined as, 

 FR = IRed, (12a) 
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 FG = [0,I_Gmax]
[0,1.0]S (max[INIR, IGreen]), (12b) 

 FB = IBlue; (12c) 

where I_Gmax = min([ Green Green6m s+ ],0.6). Other notes are the same as that in Eqs. (11). This 

color fusion actually modifies the green channel in a RGB image. No image fusion and no 
HSV transform are performed. The color fusion of (RGB Å  NIR) is not used as often as the 
fusion of (RGB Å  LWIR). 

4.2 Color fusion with three-band images 
Due to the available image databases, we only discuss one application of three-band color 
fusions, (RGB Å  NIR Å  LWIR). A color fusion of RGB, NIR and LWIR can be described  
as, 

 FR = [0,0.6]
[0,1.0]S (ILWIR), (13a) 

 FG = [0.1,0.9]
[0.1,I_Gmax]S (INIR), (13b) 

 FB = [0.2,1]
[0,I_Bmax]S (IBlue); (13c) 

 VF = Fus(INIR, ILWIR); (13d) 

where I_Gmax = min([ NIR NIR2.5m s+ ],0.8), I_Bmax = min([ Blue Blue3m s+ ],0.85), IBlue is the blue 

channel image of a RGB image. The other two channels (red and green) are not used for the 
color fusion. 

5. Experimental results and discussions 

Two sets of multispectral images were used in our experiments, which were taken at night 
time and referred as to “NV-set 1” and “NV-set 2”. In NV-set 1, three pairs of multispectral 
images (as shown Figs. 1-3), image intensified (II) and long wave infrared (LWIR), were 
analyzed by using the aDWT fusion algorithm and segmentation-based colorization (also 
referred as to “local coloring”) algorithm as described in Section 3. The results of 
segmentation-based colorization are illustrated in Figs. 1-3. Note that there was no post-
processing imposed on the resulted fusion and colorization images.  
The two input images and the fused images used in the coloring process are shown in Figs.  
1-3a, Figs. 1-3b and Figs. 1-3c, respectively. The image resolutions are given in figure captions. 
Two input images in NV-set 1 were preregistered. The false colored images (not shown in Figs. 
1-3) were obtained by assigning image intensified (II) images to blue channels, infrared (IR) 
images to red channels, and providing averaged II and IR images to green channels. The 
rationale of forming a false-color image is to assign a long-wavelength NV image to the red 
channel and to assign a short-wavelength NV image to the blue channel. The number of false 
colors were reduced with the nonlinear diffusion algorithm with AOS (additive operator 
splitting for fast computation) implementation that facilitated the subsequent segmentation. 
The segmentation was done in lαβ space through clustering and  
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         (a)    (b)          (c) 

     
(d)        (e)              (f) 

Fig. 1. Segmentation-based colorization with Sample #1 (531×401 pixels) in NV-set 1: (a) and 
(b) are II and LWIR images; (c) Fused image by aDWT; (d) is the segmented image from a 
false-colored image (not shown), where 16 segments were merged from 36 clusters; (e) is the 
colored image, where six auto-classified color schemes (sky, clouds, plants, water, ground 
and others) were mapped by jointly using histogram-matching and statistic-matching; (f) 
Channel-based color fusion of (IIÅ LWIR). 
 

     
(a)     (b)                        (c) 

     
(d)     (e)                        (f) 

Fig. 2. Segmentation-based colorization with Sample #2 (360×270 pixels) in NV-set 1: (a) and 
(b) are II and LWIR images; (c) Fused image by aDWT; (d) is the segmented image of 12 
segments merged from 21 clusters; (e) is the colored image with five auto-classified color 
schemes (plants, roads, ground, building and others); (f) Channel-based color fusion of 
(IIÅ LWIR). 
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(a)     (b)                        (c) 

     
(d)     (e)                        (f) 

Fig. 3. Segmentation-based colorization with Sample #3 (360×270 pixels) in NV-set 1: (a) and 
(b) are II and LWIR images; (c) Fused image by aDWT; (d) is the segmented image of 14 
segments merged from 28 clusters; (e) is the colored image with three auto-classified color 
schemes (plants, smoke and others); (f) Channel-based color fusion of (IIÅ LWIR). 

merging operations (the clustered images are not shown in Figs. 1-3). The parameter values 
used in clustering and merging are NBin = [24 24 24], wk = [0.25 0.35 0.40] and TQ = 0.90. To 
emphasize two chromatic channels (due to more distinguishable among segments) in lαβ 
space, relatively larger weights were assigned in wk. With the segment map as shown in 
Figs. 1-3d, the histogram-matching and statistic-matching were performed segment by 
segment in lαβ space. The source region segments were automatically recognized and 
associated with proper target color schemes (after the training process is done). The finally 
colored images by segmentation-based colorization are shown in Figs. 1-3e. From a visual 
examination, the colored images appear very natural, realistic, and colorful. The comparable 
colorization results by using global coloring algorithm are presented in Reference (Zheng & 
Essock, 2008). This segmentation-based coloring process is fully automatic and well 
adaptive to different types of multispectral images.  
Two-band channel-based color fusion (described in Eqs. (9)) was applied to the II and LWIR 
images (shown in Figs. 1-3a, b), and the results are illustrated in Figs. 1-3f. The color fusion 
results are very good especially in representing vegetation. Compared to the segmentation-
based colorization results, the channel-based color fusion seems less realistic such as the sky 
and roads shown in Figs. 1-2f. However, the processes of channel-based color fusion 
eliminate the needs of segmentation and classification, and also reduced the color 
transforms. The processing speed of is much faster than that of segmentation-based 
colorization. 
In NV-set 2, four pairs of multispectral images (as shown Figs. 4-7), color RGB, near infrared 
(NIR) and long wave infrared (LWIR), were analyzed by using the channel-based color 
fusion algorithm as described in Section 4. The results of channel-based color fusion are 
presented in Figs. 4-8. 
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The three-band input images used in the color fusion process are shown in Figs. 4-7a, b and 
c, respectively. The image resolutions are given in figure captions. The RGB images and 
LWIR images were taken by a FLIR SC620 two-in-one camera, which has LWIR camera (of 
640×480 pixel original resolution and 7.5~13 μm spectral range) and an integrated visible-
band digital camera (2048×1536 pixel original resolution). The NIR images were taken by a 
FLIR SC6000 camera (640×512 pixel original resolution and 0.9~1.7 μm spectral range). Two 
cameras (SC620 and SC6000) were sat on the same fixture by turns and aimed at the same 
direction. The images were captured during sunset time and dusk time in fall season. Of 
course, image registration as described in Section 2.2 was applied to the three band images 
shown in Figs. 4-7, where manual alignments were employed to the RGB images shown in 
Figs. 6-7a since those visible images are so dark and noisy. To better present the RGB 
images, contrast and brightness adjustments (as described in figure captions) were applied. 
Notice that piecewise contrast stretching (Eq. (1)) was used for NIR enhancements. The 
fused images using aDWT algorithm was shown in Figs. 4-7d. Two-band channel-based 
color fusion (Eqs. (10)) was applied to the NIR and LWIR images (shown in Figs. 4-7b, c), 
and the results are illustrated in Figs. 4-7e; while three-band color fusion (Eqs. (13)) of 
(RGB Å NIRÅ LWIR) are shown in Figs. 4-7f. Relative to gray-fusion (Figs. 4-7d), the images 
shown in two-band color fusion (Figs. 4-7e) resemble natural colors, which makes scene 
classification much easier. In the color-fusion images, the trees and grasses can be easily 
distinguished from grounds (parking lots) and sky. The car and person are easily identified 
in Figs. 6-7e. In Fig. 6e, the water area (between ground and trees, shown in cyan color) is 
clearly noticeable, but it is hard to realize the water area in the gray-fusion image (Fig. 6d). 
There is some improvement in three-band color fusion of (RGB Å NIRÅ LWIR) in Figs. 4-5f 
when the light condition is good. For example, the tree, sky and ground shown in Figs. 4-5f 
are represented in more realistic colors than that in Figs. 4-5e. However, there is no 
significant difference between two-band and three-band color fusions as shown in Figs. 6-7 
because the RGB images were taken at poor lighting condition.  
The two-band channel-based color fusion of (RGB Å LWIR) as defined in Eq. (11) is 
demonstrated in Fig. 8a-c; while the color fusion of (RGB Å NIR) as defined in Eq. (12) is 
illustrated in Fig. 8d-f. No additional brightness or contrast adjustments were applied to 
these color-fusion images. In Fig. 8, the top-row images appear reddish, while the bottom-
row images show greenish. These color-fusion images (under poor illumination) are not 
very realistic but have better representations and visibilities than the original RGB images 
(Figs. 4-6a). No color fusions of (RGBLWIR) or (RGBNIR) using the images shown in 
Fig. 7 are presented here due to the poor quality of RGB image (Fig. 7a). 
The segmentation-based colorization demonstrated here took two-band multispectral 
images (II and LWIR) as inputs. Actually, this segmentation-based colorization procedure 
can accept two or three input images (e.g., II, NIR, LWIR). If there are more than three bands 
of images available (e.g., II, NIR, MWIR, LWIR), we may choose the low-light intensified 
(visual band) image and two bands of IR images. As far how to choose two bands of IR 
images, we may use the image fusion algorithm as a screening process. The two selected IR 
images for colorization should be the two images that can produce the most (maximum) 
informative fused image among all possible fusions.  For example, given three IR images, 
IR1, IR2, IR3, the two chosen images for colorization, IC1, IC2, should satisfy the following 
equation: Fus(IC1, IC2) = max{Fus(IR1, IR2), Fus(IR1, IR3), Fus(IR2, IR3)}, where Fus stands for 
the fusion process and max means selecting the fusion of maximum information. 
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            (a)                                  (b)                                   (c) 

     
                       (d)                                  (e)                                   (f) 

Fig. 4. Channel-based color fusion with Sample #1 (Case# AT008 – sunset time; 640×480 
pixels) in NV-set 2: (a) Color RGB image (contrast increased by 10%); (b) NIR image; (c) 
LWIR image; (d) Fused image of (b) & (c) by aDWT algorithm; (e) Channel-based color 
fusion of (NIRÅ LWIR); (f) Channel-based color fusion of (RGBÅ NIRÅ LWIR). 
 

     
                       (a)                              (b)                                   (c) 

     
                      (d)                   (e)                                   (f) 

Fig. 5. Channel-based color fusion with Sample #2 (Case# AT010 – after sunset; 640×480 
pixels) in NV-set 2: (a) Color RGB image (brightness and contrast both increased by 10%); 
(b) NIR image; (c) LWIR image; (d) Fused image of (b) & (c) by aDWT algorithm; (e) 
Channel-based color fusion of (NIRÅ LWIR); (f) Channel-based color fusion of 
(RGB Å NIRÅ LWIR). 
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                        (a)                   (b)                                  (c) 

     
                       (d)                   (e)                                  (f) 

Fig. 6. Channel-based color fusion with Sample #3 (Case# AT012 – dusk time; 640×480 
pixels) in NV-set 2: (a) Color RGB image (brightness and contrast both increased by 10%); 
(b) NIR image; (c) LWIR image; (d) Fused image of (b) & (c) by aDWT algorithm; (e) 
Channel-based color fusion of (NIRÅ LWIR); (f) Channel-based color fusion of 
(RGB Å NIRÅ LWIR). 
 

     
                      (a)                   (b)                                   (c) 

     
                     (d)                   (e)                                   (f) 

Fig. 7. Channel-based color fusion with Sample #4 (Case# AT013 – dusk time; 640×480 
pixels) in NV-set 2: (a) Color RGB image (brightness and contrast both increased by 10%); 
(b) NIR image; (c) LWIR image; (d) Fused image of (b) & (c) by aDWT algorithm; (e) 
Channel-based color fusion of (NIRÅ LWIR); (f) Channel-based color fusion of 
(RGB Å NIRÅ LWIR). 
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                          (a)                   (b)                                       (c) 

     
                          (d)                    (e)                                       (f) 

Fig. 8. Two-band channel-based color fusion: (a-c) Color fusion of (RGBÅ LWIR); (d-f) Color 
fusion of (RGBÅ NIR). Original images are shown in Figs. 4-6a, b, and c. 
 

We exhibited the channel-based color fusion with possible combinations of two-band and 
three-band multispectral images. The processing speed of channel-based fusion is much 
faster than segmentation-based colorization, while the colors in channel-based fusion are 
less natural than the colors in segmentation-based colorization. Parameter settings in 
channel-based color fusion (Eqs. (9-13)) may be varied with different bands of images and 
with image capturing time and season, which can be conducted and stored before a field 
application. 

6. Conclusions 

In this chapter, a set of color fusion and colorization approaches are presented to enhance 
night vision for human users, which can be performed automatically and adaptively 
regardless of the image contents. Experimental results with multispectral imagery showed 
that the colored images contain clear information, and realistic colors. Specifically, the 
segmentation-based colorization (local-coloring) procedure is based on image segmentation, 
pattern recognition, and color mapping, which produces more colorful and more realistic 
colorized night-vision images. On the other hand, the channel-based color fusion procedure 
generates very impressive color-fusion images using linear transforms and channel 
assignments, which can be implemented very efficiently for real-time applications. The 
synthesized multispectral imagery with proposed colorizing approaches will eventually 
lead to improved performance of remote sensing, nighttime navigation, and situational 
awareness. 
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1. Introduction 

In 2001, with the nonlinear lαβ space (Ruderman et al., 1998), Reinhard et al. (Reinhard et 
al., 2001) introduced a method to transfer colors between two color images. The goal of their 
work was to make a synthetic image take on another image’s look and feel. Applying 
Reinhard’s statistical color transfer strategy, Toet (Toet, 2003) subsequently developed a 
color-transfer-based image fusion algorithm. With an appropriate daylight color image as 
the target image, the method can produce a natural appearing “daytime-like” color fused 
image and significantly improve observer performance. Therefore, the Toet’s approach has 
received considerable attention in recent years (Li & Wang, 2007b; Li et al., 2010a; Li et al., 
2010b; Li et al., 2005; Tsagaris & Anastassopoulos, 2005; Toet & Hogervorst, 2008; Toet & 
Hogervorst, 2009; Wang et al., 2007; Zheng & Essock, 2008). 
Although Toet’s work implies that Reinhard’s lαβ color transfer method can be successfully 
applied to image fusion, it is difficult to develop a fast color image fusion algorithm based on 
this color transfer technique. The main reason is that it is restricted to the nonlinear lαβ space 
(See Appendix A). This color space is logarithmic, the transformation between RGB and lαβ 
spaces must be transmitted through LMS and logLMS spaces. This therefore increases the 
system’s storage requirements and computational time. On the other hand, since the dynamic 
range of the achromatic component in lαβ space is very different from that of a normal 
grayscale image, it becomes inconvenient to enhance the luminance contrast of the final color 
fused image in lαβ space by using conventional methods, such as directly using a high contrast 
grayscale fused image to replace the luminance component of the color fused image.  
To eliminate the limitations mentioned above, we (Li et al., 2010a) employed YCBCR space to 
implement Reinhard’s color transfer scheme and applied the YCBCR color transfer technique 
to the fusion of infrared and visible images. Through a series of mathematical derivation 
and proof, we (Li et al., 2010b) further presented a fast color-transfer-based image fusion 
algorithm. Our experiments demonstrate the performance of the fast color-transfer-based 
image fusion method is superior to other related color image fusion methods, including the 
Toet’s approach. 
The rest of this chapter is organized as follows. Section 2 reviews Reinhard’s lαβ color 
transfer method. Section 3 outlines our YCBCR color transfer method. Section 4 describes two 
basic image fusion methods based on the YCBCR color transfer technique. Section 5 
introduces our fast color-transfer-based image fusion method. Experimental results and 
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associated discussions are provided in Section 6. Finally, in Section 7, conclusions are drawn 
and future works are suggested. 

2. lαβ color transfer method 

Studies by Reinhard et al. (Reinhard et al., 2001) have found that straightforward color 
statistics can capture some important subjective notions of style and appearance in images. 
Their work shows how to transfer them from one image to another to copy some of the 
atmosphere and mood of a good picture. With the pixel data represented in lαβ space, 
Reinhard et al. transfer color statistics from the target image to the source image by applying 
a linear map to each axis separately:  

 for* ( )( ) , , ,s t s s s t lq q q qq s s q m m q a b= - + =  (1) 

where the indexes ‘s’ and ‘t’ refer to the source and target images respectively. q  denotes an 

individual color component of an image in lαβ space. ( , )s s
q qm s  and ( , )t t

q qm s  are the means 

and standard deviations of the source and target images, respectively, both over the channel 
q . Following this step, the resulting source image data is converted back to RGB space for 
display. After the transform described in (1), the first and second order statistics of color 
distribution of the source image conform to those of the target color image. This color 
statistics match procedure is quite simple but can successfully transfer one image’s color 
characteristics to anther.  

3. YCBCR color transfer method 

Instead of using the nonlinear lαβ space, our proposed YCBCR color transfer method (Li et 
al., 2010a) transfers the color distribution of the target image to the source image in the 
linear YCBCR color space. The forward and backward YCBCR transformations (Neelamani et 
al., 2006; Skodras et al., 2001) are achieved by means of (2) and (3), respectively. 
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where Y denote the luminance, CB and CR are two chromatic channels, which correspond to 
the color difference model (Poynton, 2003; Jack, 2001). As shown in (4), CB and CR stand for 
blue and red color difference channels, respectively. 
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Since the YCBCR transformation is linear, its computational complexity is far lower than that 
of the lαβ conversion. Let N be the number of the columns and rows of the input RGB 
image. The lαβ transformation requires a total of 22N2 additions, 34N2 multiplications, 3N2 
logarithm and 3N2 exponential computations. In contrast, the YCBCR transformation avoids 
the logarithm and exponential operations. From (2) and (3), we can observe that only 10N2 
additions and 13N2 multiplications are required for its implementation. Obviously, the 
simplicity of the YCBCR transformation enables a more efficient implementation of color 
transfer between images. Like the Reinhard’s scheme, the result’s quality of the YCBCR color 
transfer method also depends on the images’ similarity in composition. 
The YCBCR transformation can be extended into a general formalism defined in (5) and (6). 
For color transfer, using color spaces conforming to this general YCBCR space framework, 
such as YUV space (Pratt, 2001), can produce same recoloring results as using YCBCR space. 
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 (6) 

where x, y, z, c1, c2 and c3 are constants, and x, y and z are nonzero. This fact can be proved 
by the following proposition. 

Proposition 1: Let * * *[ , , ]Ts s sR G B   and * * *[ , , ]Ts s sR G B  be the recolored source images obtained by 

the B RYC C    and YCBCR based color transfer methods, respectively. Suppose the two cases 

use the same target image, then for a fixed source image, 

 * * * * * *[ , , ] [ , , ]T T
s s s s s sR G B R G B=   (7) 

Proof: See Appendix B. 
The B RYC C    transformation specified in (5) and (6) can be regarded as an extension of the 
YCBCR transformation. If x = y = z = 1, and c1 = c2 = c3 = 0, then the B RYC C    transformation 
becomes equivalent to the YCBCR transformation. If x = 1, y =0.872, z = 1.23, and 
 c1 = c2 = c3 = 0, then the B RYC C    transformation is equivalent to the YUV transformation as 
follows. 
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4. Basic fusion method based on YCBCR color transfer technique 

With the YCBCR color transfer method, it is very easy to develop color image fusion methods 
for merging infrared and visible images. We introduced two basic fusion approaches, one 
named StaCT (Standard Color-Transfer-Based Fusion Method), the other called CECT 
(Contrast Enhanced Version of Color-Transfer-Based Fusion Method) (Li et al., 2010b). 
These two basic fusion methods have to produce a source false color fused image, we 
employed the NRL (Naval Research Laboratory) scheme (Scribner et al., 1998; McDanie et 
al., 1998) to generate the source color fused image. The NRL algorithm is very simple and 
fast, and greatly useful for developing fast image fusion method. 

4.1 StaCT method 
The StaCT method uses the YCBCR color transfer method to directly recolor the source false 
color fused image, its whole steps are as follows. 
1. Construct the source false color fused image [Rf, Gf, Bf]T by using the NRL scheme: 

 [ , , ] [ , , ]T T
f f fR G B IR Vis Vis=  (10) 

where IR and Vis represent the input infrared and visible images, respectively. 
2. Convert the image [Rf, Gf, Bf]T to YCBCR space and produce the source YCBCR 

components T
s B,s R,s[Y ,C ,C ] : 
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3. Stretch the source YCBCR components to make their statistics match the color statistics 
of the target daylight color image: 
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 (12) 

where Yc, CB,c and CR,c are the three color components of the final color fused image [Rc, Gc, 
Bc]T in YCBCR space. The indexes ‘s’ and ‘t’ stand for the source and target images, 
respectively. ( , )s s

q qm s  and ( , )t t
q qm s , where B RY,C ,Cq= , are the means and standard 

deviations of the source and target images, respectively, both over the channel q . 
4. Transform the result back into RGB representation and get the final color fused image 

[Rc, Gc, Bc]T: 
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The Toet’s algorithm (Toet, 2003) produces the color fused imagery by using lαβ space. The 
main difference between the StaCT method and the Toet’s method lies in the color space 
conversion of images. As explained above, the linear YCBCR transformation has lower 
computational complexity in comparison with the nonlinear lαβ transformation. Hence, the 
StaCT method offers a more efficient and simpler way to produce a color fused image 
compared to the Toet’s method. 

4.2 CECT method 
The luminance contrast reduction issue, as described by Toet (Toet, 2003), may arise when 
the contrast of an image detail varies strongly among the different bands. In some 
conditions a detail may be represented with opposite contrast in different spectral bands. 
The combination of the individual image bands into a single color image may therefore 
significantly reduce the luminance contrast of an image detail. As a result, a detail that is 
noticeable in the individual image bands may be much less visible in the final color 
representation, due to the lack of luminance contrast. An appropriate grayscale fused image 
obtained by combining the individual sensor images can preserve all relevant contrast 
details of the individual bands. Hence, we can enhance the luminance contrast of the final 
color fused image by replacing the luminance component of the source false color fused 
image with the grayscale fused image. Based on this strategy, we proposed the CECT 
method (Li et al., 2010b). Its whole steps to perform are the following. 
1. Construct the source false color fused image [Rf, Gf, Bf]T by using the NRL scheme given 

in (10). 
2. Convert the image [Rf, Gf, Bf]T to YCBCR space as in (11). 
3. Replace the luminance component Yf by the grayscale fused image F, which as well as 

the CB,f and CR,f components are directly used as the source YCBCR components: 

 , , , ,[ , , ] [ , , ]T T
s B s R s B f R fY C C F C C=  (14) 

4. Stretch the source YCBCR components to make their statistics match the color statistics 
of the target daylight color image as shown in (12). 

5. Transform the result back into RGB representation as in (13). 
The color spaces conforming to the B RYC C    framework defined in (5) and (6) can also be 

used in the CECT method. When the constant x is positive, using any form of B RYC C    space 

can yield the same color fused image as in YCBCR space. This result can be proved by the 
following proposition. 
Proposition 2: Let [ , , ]Tc c cR G B   and [ , , ]Tc c cR G B  be the color fused images obtained by the 

B RC CY   and YCBCR based CECT methods, respectively. Suppose the two cases use the same 

grayscale fusion method and target image. In addition, assume x defined in the B RC CY   

transform is positive, then for a fixed pair of input images,  

 [ , , ] [ , , ]T T
c c c c c cR G B R G B=   (15) 

 
The proof of this proposition is similar to the one of Proposition 1. Hence, we do not prove it 
here. 
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The achromatic component in lαβ space cannot be used directly for the luminance 
replacement process because its dynamic range is very different from that of the grayscale 
fused image. Therefore, Toet (Toet, 2003) suggested using HSV (Hue, Saturation, and Value) 
color space, in which the value component (V) has the same amplitude range as the 
grayscale fused image, to address this problem. The final high contrast color fused image is 
constructed by converting the recolored fused image into HSV space, replacing the value 
component by the high contrast grayscale fused image and then transforming back to RGB 
space. One can see that three color spaces (RGB, lαβ and HSV) are employed and four color 
space transformations (RGB to lαβ, lαβ to RGB, RGB to HSV, and HSV to RGB) are needed 
in the above manner. This is not an efficient way relative to the CECT method. Taking 
advantage of the linear YCBCR space, the CECT method only uses two color spaces (RGB 
and YCBCR) and requires two color space conversions (RGB to YCBCR and YCBCR to RGB) 
during the whole procedure to obtain the high contrast output image. 

5. Fast fusion method based on YCBCR color transfer technique 

For real-time image fusion system, faster methods are always desirable. We proposed a fast 
algorithm by mathematically optimizing the CECT approach’s architecture, which is named 
AOCT (Architecture-Optimized Version of Color-Transfer-Based Fusion Method) (Li et al., 
2010b). Fig. 1 illustrates the fusion architecture of the AOCT approach, and its whole steps 
are as follows. 
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Fig. 1. Fusion architecture of the AOCT method 

1. Use [F, Vis－IR, IR－Vis]T to form the source YCBCR components: 

 ,

,

s

B s

R s

Y F
C Vis IR
C IR Vis

-

-

é ù é ù
ê ú ê ú
ê ú ê ú=ê ú ê ú
ê ú ê ú
ê ú ë ûë û

 (16) 

Steps 2 and 3 are the same as the steps 4 and 5 of the CECT method. Thus, 
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2. Perform color statistics matching as in (12). 
3. Perform the inverse YCBCR transform to obtain the final color fused image as in (13). 
We have demonstrated that the AOCT method has the same performance as the CECT 
method (Li et al., 2010b). The PA (Pixel Averaging) and MR (Multiresolution) fusion 
schemes are adopted to produce the grayscale fused image in the AOCT method. The AOCT 
approach using the PA grayscale fusion algorithm is named P-AOCT. The AOCT approach 
using the MR grayscale fusion algorithm is called M-AOCT.  
Similar to the CECT approach, the AOCT method also allows us to choose other color spaces 

conforming to the B RYC C    framework in (5) and (6). When the constants x, y and z are 

positive, using any form of B RYC C    space can produce the same color fusion result as in 

YCBCR space. This conclusion can be proved by the following proposition. 
Proposition 3: Let [ , , ]Tc c cR G B   and [ , , ]Tc c cR G B  be the color fused images obtained by the 

B RYC C    based and YCBCR based AOCT methods, respectively. Suppose the two cases use the 

same grayscale fusion method and target image. In addition, assume the constants x, y and z 
defined in the B RYC C    transformation are positive, then for a fixed pair of input images,  

 [ , , ] [ , , ]T T
c c c c c cR G B R G B=   (17) 

Proof: See Appendix C. 
In contrast, the construction process of the source chromatic components (CB,s and CR,s) in 
the AOCT method is quite simpler than that in the CECT method. After performing the 
YCBCR transform and replacing the luminance component in the CECT method (by inserting 
(10) and (11) in (14)), we arrive at 

 , ,

, ,

0.1687 0.3313 0.5
0.5 0.4187 0.0813

s

B s B f

R s R f

Y F F
C C IR Vis Vis
C IR Vis VisC

é ùé ù é ùê úê ú ê úê úê ú ê ú= = - - +ê úê ú ê úê úê ú ê ú- -ê úê ú ë ûë û ë û

 (18) 

Let N be the number of the columns and rows of the input images. According to (18), the 
CECT method requires 4N2 additions and 6N2 multiplications to obtain the source chromatic 
components. The AOCT method skips the YCBCR forward transformation and directly uses 
the simple difference signals of the input images (that is, Vis－IR and IR－Vis) to form the 
source chromatic components. Equation (16) states that the AOCT method only requires 2N2 
additions in the construction process. Therefore, the AOCT method is faster and easier to 
implement compared to the CECT method. 
The following strategies can help the AOCT method to be implemented in an extremely fast 
and memory efficient way. 
1. The PA fusion method can be expressed as 

 0.5( )F IR Vis+=  (19) 

We have proved that the source luminance component sY  can be directly achieved by the 

following solution when the P-AOCT method is adopted (Li et al., 2010b). 

 sY IR Vis+=  (20) 
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2. From (16), we deduce 

 , , ( )R s B sC C Vis IR=- =- -  (21) 

From this by applying the mean and standard deviation properties, we can derive that 

 
R B

R B

C C
s s
C C
s s

m m

s s

=-

=
 (22) 

Equations (21) and (22) imply that, after computing ,B sC , BC
sm , and BC

ss , there is no need to 

recalculate ,R sC , RC
sm , and RC

ss . A more efficient way is to obtain them directly from the 

negative polarity ,B sC , the negative polarity BC
sm , and BC

ss , respectively. 

3. From (12), we can see that only six target color statistical parameters ( Y
tm , BC

tm , RC
tm , 

Y
ts , BC

ts  and RC
ts ) are required in color statistics matching process. Hence, in practice, 

there is no real need to store target images. A system that is equipped with a look-up 
table of color statistical parameters for different types of backgrounds is sufficient to 
enable users to adjust the color to their specific needs. 

6. Experimental results 

6.1 Color transfer between landscape photographs 
 

    

    

    
Fig. 2. Color transfer between landscape photographs. Left: the different source images. 
Second column: the corresponding target images. Third column: the results of the lαβ color 
transfer method. Right: the results of the YCBCR color transfer method. Top to bottom: trees, 
sunset, and mountains image pairs. (All the source and target images courtesy of © Ian 
Britton - FreeFoto.com.) 

To demonstrate the potential of the YCBCR color transfer method, we applied it to some 
landscape photographs of scenes, including trees, sunset, and mountains. The lαβ color 
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transfer scheme (Reinhard et al., 2001) was selected to serve as a comparison. The source 
image of each scene is shown in the left column of Fig. 2. The second left column represents 
their respective target images. Note that each source image contains similar composition as 
the corresponding target image. The third and right columns illustrate the results of 
applying the lαβ and YCBCR color transfer methods respectively to the source image at the 
left column with the corresponding image in the second column as the target. lαβ space 
works very well on the task of recoloring these natural color photographs. This provides 
some validation for Reinhard et al.’s work (Reinhard et al., 2001). The images produced by 
using YCBCR space look a little lighter than in lαβ space, but the results are also pleasing and 
reasonable. This indicates that the YCBCR color transfer method can be applied to many 
image types. 

6.2 Comparison among different color image fusion methods 
Fig. 3. show some examples of color image fusion methods related to color transfer 
technique, inculding the NRL (Scribner et al., 1998; McDanie et al., 1998), Toet’s (Toet, 2003), 
improved Toet’s, StaCT, P-AOCT, M-AOCT schemes. The CECT approach has the same 
fusion performance as the AOCT method (Li et al., 2010b), thus, we do not discuss the CECT 
approach in our experiments.  
 

 
(a)  (b)  (c)  (d) 

 
(e)  (f)  (g)  (h)  (i) 

Fig. 3. Fusion results of applying different color image fusion methods to the UN Camp 
images of a nighttime scene representing a building, a path, heather, and a person walking 
along the fence. (a) The input 3-5 μm midwave infrared image. (b) The input visible image. 
(c) The target image. (d) The result of the NRL method. (e)-(i) are the results of the Toet’s 
method, the improved Toet’s method, the StaCT method, the P-AOCT method and the M-
AOCT method respectively, all with (c) as the target image. (The target image courtesy of 
Alexander Toet.) 

As described above, the Toet’s method (Toet, 2003) produces a color fused image by using 
the lαβ color transfer approach to recolor a source false color fused image. In his study, 
the source false color fused image is generated by mapping the infrared image and the 
visible image respectively to the green and blue channels of an RGB image, the  
red channel is set to zero or black. Similar to the Toet approach, the improved Toet’s 
method also employs lαβ space to perform color transfer, the difference is that  
the improved Toet’s method uses the NRL scheme to yield the source false color fused 
image.  
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In this study, we employ a discrete wavelet transform based fusion scheme (Li et al., 2007a) 
to achieve the grayscale fused image in the M-AOCT method, and use a 4-level wavelet 
transform with ‘5-3’ biorthogonal filters (Cohen et al., 1992; Daubechies, 1992) to implement 
the MR decompositions of the input images. The approximation images at the highest level 
(low resolution) are combined by taking the average of them. The detail images at each high 
frequency band of each decomposition level are fused by a weighted average fusion rule 
based on the local amplitude ratio. This weighted average fusion rule can achieve a fused 
image with less ‘ringing’ artifacts compared to the widely used maximum selection fusion 
rule (Zhang & Blum, 1999; Piella, 2003). 
The original registered infrared (3-5 μm) and visible test images are supplied by Toet at 
TNO Human Factors and available online at www.imagefusion.org. Since the 
corresponding daylight color photographs are not available for these images, we adopt an 
arbitrary color image as target. 
Fig. 3 corresponds to a nighttime scene, which represents a building, a path, heather, and a 
person walking along the fence. The input infrared (3-5 μm) and visible images are shown 
in Fig. 3(a) and (b), respectively. Fig. 3(c) shows an arbitrary daytime color image with 
similar color distribution as the source scene. Fig. 3(d) shows the false color fused image 
constructed by the NRL method. Most salient features from the inputs are clearly visible in 
this image, but the color appearance is rather unnatural. Fig. 3(e) shows the fusion result 
obtained by the Toet’s method with Fig. 3(c) as target. The image has a comparatively 
natural color appearance. But the color characteristics are just roughly close to those of the 
target image. It doesn’t preserve the trees’ green colors in the target image very well. Note 
that some heather appears yellow. Moreover, there emerges excessive saturation 
phenomenon in the resulting color fused image, and thus produces a glaring white, which 
severely hides some salient detail information contained in the input images, such as the 
textures of the road. In addition, some image details, such as the poles of the fence and the 
outlines of the building, are represented with low contrast in Fig. 3(e). Fig. 3(f) shows the 
fused image produced by the improved Toet’s method with Fig. 3(c) as target. The image 
takes the target image’s color characteristics and has high contrast, but the excessive 
saturation phenomenon doesn’t disappear, some salient details, such as the textures of the 
road, are hiden by the glaring white. Fig. 3(g) shows the fused image generated by the 
StaCT method with Fig. 3(c) as target. The image does not only gain the natural color 
appearance of the target image, but contains most salient information from the input 
images, moreover, avoids the excessive saturation phenomenon. Fig. 3(h) shows the fused 
image produced by the P-AOCT method with Fig. 3(c) as target. The image has better visual 
quality in comparison with the result obtained by the StaCT scheme as shown in Fig. 3(g). 
The visibility of image details in Fig. 3(h), such as the poles of the fence and the outlines of 
the person, is evidently higher than in the StaCT algorithm. Fig. 3(i) illustrates the fused 
image achieved by the M-AOCT method with Fig. 3(c) as target. Clearly, the M-AOCT 
approach has the best overall performance. 
The M-AOCT method employs the MR fusion scheme, the Toet’s and improved Toet’s 
methods utilize the lαβ color transfer strategy. Therefore, the computational complexities of 
these three methods are all higher than that of the P-AOCT method. In fact, the StaCT 
method has the same complexity as the P-CECT method (the CECT approach using the PA 
fusion algorithm to implement grayscale fusion). Thus, according to the algorithm analysis 
in Section 5, we can confirm that the computational cost of the P-AOCT method is lower 
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than that of the StaCT method. Hence, in the five color-transfer-based image fusion 
algorithms (the Toet’s, improved Toet’s, StaCT, P-AOCT, and M-AOCT methods), the P-
AOCT method has the lowest implementation complexity.  
Although it can be seen from Fig. 3 that the salient information from the input images is 
represented with higher contrast in the fused image obtained by the M-AOCT method than 
those produced by other approaches, this superior performance of the M-AOCT method 
comes at a cost of increased computational complexity of the fusion process. In contrast, the P-
AOCT method is much faster and easier to implement. Moreover, this algorithm can provide a 
visually pleasing color fused image with available contrast, and the salient information 
contained in the input images is also represented quite well. Hence, if there is no special 
requirement, in practice, it is not necessary to utilize the M-AOCT method to merge images, 
the low computational-cost P-AOCT method is generally sufficient to fulfill user needs. 

6.3 Choice of target image 
For the AOCT method, the actual choice of the target image is not critical. The method can 
provide a natural looking color fused image as long as the color distribution of the target 
image is to some extent similar to that of the source scene.  
 

  
 

    

    
Fig. 4. Fusion results of applying the P-AOCT method with different target images to the 
Dune images of a nighttime scene representing a person walking over a dune area covered 
with semi-shrubs and sandy paths. Top left: the input 3-5 μm midwave infrared image. Top 
right: the input visible image. Middle: four different target images. Bottom: the 
corresponding fusion results corresponding to each target image. (The two left target images 
courtesy of www.pics4learning.com, and the two right target images courtesy of 
www.bigfoto.com.) 
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To demonstrate this fact, we applied the P-AOCT method to merging the Dune images 
with different target images. The original registered infrared (3-5 μm) and visible test 
images are shown at the top left and right of Fig. 4 respectively. In this scene, a person is 
walking over a dune area covered with semi-shrubs and sandy paths. These images are 
also supplied by Toet at TNO Human Factors and available online at 
www.imagefusion.org. The second row of Fig. 4 represents the different target images. 
The third row illustrates the results of applying the P-AOCT approach respectively to the 
input images at the top row with the corresponding image in the second row as the target. 
The second left column of Fig. 4 shows an interesting example where a color photograph 
representing a grassland area with an elk in it was adopted as the target image. The 
content of the target image in this case is quite dissimilar to that of the source scene, but 
the target image has similar color distribution as the source scene. As a result, the 
corresponding color fused images still have a fairly natural appearance. Another special 
example depicted in the right column of Fig. 4 shows that the P-AOCT method fails when 
the color compositions of the target image and the source scene are too dissimilar. In this 
case, the target image also displays a dune like scene, but has more bright blue sky in the 
background. Consequently, the appearance of the resulting fused images is quite 
unnatural and the sandy paths are represented in unreasonable blue.  
From the above examples, we can see that the depicted scenes of the target and source 
images don’t have to be identical, as long as their color distributions resemble each other 
to some extent. In practice, surveillance systems usually register a fixed scene, a daylight 
color image of the same scene that is being monitored could be used as an optimal target 
image. 

7. Conclusion 

In this chapter, we introduced color transfer techniques and some typical image fusion 
methods based on color transfer technique. More importantly, we presented a fast image 
fusion algorithm based on YCBCR color transfer technique, named AOCT. Depending on 
the PA and MR grayscale image fusion schemes, we developed two solutions, namely the 
P-AOCT and M-AOCT methods, to fulfill different user needs. The P-AOCT method 
answers to a need of easy implementation and speed of use. The M-AOCT method 
answers to the high quality need of the fused products. Experimental results demonstrate 
that the AOCT method can effectively produce a natural appearing “daytime-like” color 
fused image with good contrast. Even the low-complexity P-AOCT method can provide a 
satisfactory result. 
Another important contribution of this chapter is that we have mathematically proved some 
useful propositions about color-transfer-based image fusion. These theories clarify that other 
color spaces, which are founded on the basis of luminance, blue and red color difference 
components, such as YUV space, can be used as an alternative to YCBCR space in the image 
fusion approaches based on YCBCR color transfer technique, including the StaCT, CECT, and 
AOCT methods. 
Currently, the AOCT method only supports the fusion of imagery from two sensors. Future 
research effort will be the extension of the AOCT method to accept imagery from three or 
four spectral bands, e.g. visible, short-wave infrared, middle-wave infrared, and long-wave 
infrared bands. In addition, designing quantitative measure for color image fusion 
performance is another worthwhile and challenging research topic. 
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8. Appendix 

A. RGB to lαβ transform 
In this Appendix we present the RGB to lαβ transform (Ruderman et al., 1998). This transform 
is derived from a principal component transform of a large ensemble of hyperspectral images 
that represents a good cross-section of natural scenes. The resulting data representation is 
compact and symmetrical, and provides automatic decorrelation to higher than second order. 
The actual transform is as follows. First the RGB tristimulus values are converted to LMS 
space by 
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0.0241 0.1288 0.8444
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The data in this color space shows a great deal of skew, which is largely eliminated by 
taking a logarithmic transform: 
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The inverse transform from LMS cone space back to RGB space is as follows. First, the LMS 
pixel values are raised to the power ten to go back to linear LMS space. 
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Then, the data can be converted from LMS to RGB using the inverse transform of (23): 
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Ruderman et al. (Ruderman et al., 1998) presented the following simple transform to 
decorrelate the axes in the LMS space: 
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If we think of the L channel as red, the M as green, and S as blue, we see that this is a variant 
of a color opponent model: 
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 (28) 
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After processing the color signals in the lαβ space the inverse transform of (27) can be used 
to return to the LMS space: 
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B. Proof of Proposition 1 
From (5) we derive that 
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Hence, we can prove that the original source and target images respectively satisfy 
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 (31) 

where , ,[ , , ]Ts B s R sY C C    and , ,[ , , ]Ts B s R sY C C  are the three components of the source image in 

B RYC C    and YCBCR spaces, respectively. , ,[ , , ]Tt B t R tY C C    and , ,[ , , ]Tt B t R tY C C  represent the 
three components of the target image in B RYC C    and YCBCR spaces, respectively. We know 
that the mean and standard deviation respectively have the following properties: 

 ( ) ( )X c X cm l lm+ = +  and ( ) ( )X c Xs l l s+ =  (32) 

where l  and c  are constants, ,cl Î , X is a random variable. Thus for the original source 
and target images, the means of their achromatic components in B RYC C    and YCBCR spaces 
respectively satisfy 

 1
Y Y
s sx cm m= +


 and 1
Y Y
t tx cm m= +


 (33) 

The corresponding standard deviations respectively satisfy 

 Y Y
s sxs s=


 and Y Y
t txs s=


 (34) 

Let * * *
, ,[ , , ]Ts B s R sY C C    be the three components of * * *[ , , ]Ts s sR G B   in B RYC C    space, 

* * *
, ,[ , , ]Ts B s R sY C C  be the three components of * * *[ , , ]Ts s sR G B  in YCBCR space. By inserting (33), 

(34) and 1s sY xY c= +  in  
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 * ( )( )Y Y Y Y
s t s s s tY Ys s m m= - +

      (35) 

we can derive the relationship between *
sY  and *

sY : 

 * *
1s sY xY c= +  (36) 

In a similar way, we can obtain 

 * *
, , 2B s B sC yC c= +  and * *

, , 3R s R sC zC c= +  (37) 

From (6) we have 
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By inserting (36) and (37) in (38), we derive that 
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This completes the proof. 

C. Proof of Proposition 3 
Let , ,[ , , ]Ts B s R sY C C    and , ,[ , , ]Ts B s R sY C C  be the source color components in the B RYC C    
based and YCBCR based AOCT methods, respectively. Thus, from the given condition we 
have 
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 (40) 

Let , ,[ , , ]Tt B t R tY C C    and , ,[ , , ]Tt B t R tY C C  be the three components of the target image in 

B RYC C    and YCBCR spaces, respectively. We know from (30) that the target image satisfies 



  
 Image Fusion and Its Applications 

 

70

 
1

, , 2

, 3,

t t

B t B t

R tR t

Y xY c
C yC c

zC cC

é ù é ù é ùê ú ê ú ê úê ú ê ú ê ú= +ê ú ê ú ê úê ú ê ú ê úê ú ê ú ë ûë ûë û






 (41) 

Then, under the given assumption that x, y and z > 0, using the mean and standard 
deviation properties, from (40) and (41) we can derive 
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Let , ,[ , , ]Tc B c R cY C C    be the three components of [ , , ]Tc c cR G B   in B RYC C    space, 

, ,[ , , ]Tc B c R cY C C  be the three components of [ , , ]Tc c cR G B  in YCBCR space, respectively. By 

inserting (40), (41) and (42) in (12), we deduce that 
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From (6) we have 
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Thus, by inserting (43) in (44), we can derive that 
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This finishes the proof. 
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1. Introduction

One of the main requirements of industrial visual inspection is that the information
acquisition is accomplished in real-time. Camera arrays are a promising solution since they
offer the possibility of simultaneous image acquisition. Moreover, the acquisition parameters
of the different cameras can be varied. Due to dropping prices of industrial cameras, a large
number of cameras can be employed in a camera array for automated visual inspection.
The advantages offered by camera arrays come with a price. Simultaneously triggering the
cameras results in obtaining image series that contain a stereo effect. If more acquisition
parameters (e. g., focus, different spectral filters) are varied, the obtained image series are
combined image series, i. e., the images differ in more than one effect. For example, if the
cameras are equipped with spectral filters, the obtained image series are combined stereo
and spectral series, i. e., the images differ due to both the stereo effect and the acquisition in
different parts of the spectrum. However, the main advantage of such image series is that
they contain different types of information gained simultaneously: in this case, it is spatial
information due to the stereo effect and spectral information due to the use of spectral filters.
The challenge consists in fusing the image series, since the different types of information in
the combined image series cannot be evaluated separately.
The present chapter deals with different methods of fusing combined stereo and spectral
images in order to obtain both spatial and spectral information. For obtaining the spatial
information, region based image registration methods for the exploitation of the stereo effect
are presented. The problem is modeled with energy functionals, which are minimized
by state-of-the-art methods, e. g., dynamic programming or graph cuts. With the help of
the obtained spatial information (in form of depth maps), the spectral information can
be extracted and further employed, e. g., for material classification or an improved object
detection.

1.1 State of the art
For a general theory of image registration techniques, the reader is referred to Modersitzki
(2004). Practical examples for fusing image series acquired with camera arrays by means
of energy functionals are given in Frese & Gheţa (2006); Gheţa et al. (2006); Gheţa, Frese,
Heizmann & Beyerer (2007); Gheţa, Frese, Krüger, Saur, Heinze, Heizmann & Beyerer (2007).
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The topic of fusing combined stereo and spectral series for obtaining depth information
has not yet been approached in the literature. However, the registration of similar image
series can be found in the domains of remote sensing (Lillesand et al. (2008)) and medical
image processing (Bankman (2000)). The registration for satellite images usually means
finding similar image structures in order to build image carpets. The registration of images
for medical purposes generally means finding an elastic transformation between possibly
multimodal images in order to determine how tissue or organs change in time. These
registration methods for satellite images or for medical purposes are not applicable for
industrial imaging, since they do not provide registration for each pixel.
One paper though deals with the problem of registering two stereo images having different
gray values for corresponding pixels (Fookes et al. (2004)), without an explicit practical
application. The images are not real spectral images, but have been obtained by uniformly
modifying one image, e. g., through negation. The authors use entropy based registration.
Entropy based methods are not successful for scene areas with little structure, and can
therefore not be employed for industrial vision like in our case.
For the analysis of spectral series, various approaches are presented in the literature (Chang
(2003)). An example for the fusion of spectral images with the purpose of false color
representation is given in Tyo et al. (2003).

1.2 Camera array
For the acquisition of the images, a camera array with nine cameras is employed; see Fig. 1.
The cameras are of the same type and have the same geometrical properties. For acquiring
the spectral properties of the scene, the cameras are equipped with 50 nm wide spectral filters
covering the visual and the near-infrared spectra (400-850 nm). The positions of the filters in
the array are unimportant for the image evaluation, since the proposed approaches process all
images in the same way; see Section 2. It is though to be mentioned that images of neighboring
spectral intervals are more likely to have similar features than images taken at very different
spectral wavelengths; see, e. g., Fig. 2. Previous to acquisition, the camera array is calibrated
using an improved calibration method, which is based on Weng et al. (1992).

Fig. 1. Camera array used for the acquisition of combined image series. The cameras are
equipped with spectral filters.
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400 nm 450 nm 500 nm

550 nm 600 nm 650 nm

700 nm 800 nm 850 nm

Fig. 2. Combined stereo and spectral series acquired with a camera array. The center
wavelength of the filters used for acquisition is written in the upper right corner of each
image. The observed scene is displayed in Fig. 3.

Fig. 3. Exemplary scene: an orange tiger with black and white stripes.

1.3 Notations and concepts
The acquired data, i. e., the image series, is denoted by B := {Bi, i = 1, . . . , n}, where n is the
number of images in the series. The images are interpreted as functions Bi : R2 → R, with
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the gray value Bi(ui) of the pixel ui = (ui, vi)
T in the i-th image of the series; u and v are the

image coordinates.
The registration process requires in this case rectified and segmented images (Faugeras
& Luong (2004); Gonzalez & Woods (2008); Hartley & Zisserman (2003)). For image
segmentation, the watershed transform is used under consideration of some additional
constraints: the parameters of the operation are chosen such that the images have similar
numbers of regions and the sizes of the regions lie within a given range, thus too few
segments and oversegmentation are avoided. The watershed transform yields that the images
are completely segmented and the obtained regions are compact and disjoint (Gonzalez &
Woods (2008)). Therefore, the regions build a partition of each image. The result of the image
segmentation can be described using a function R(·), which assigns each pixel u to a region
R� (described by the respective label �):

R : R2 → Q , R(u) = � , (1)

where Q is the set of labels for the regions in an image. A region can thus be defined as a set
of points having the same label:

R� := {u|R(u) = �} (2)

with � ∈ Q and |Q| the number of regions of a given image.
A region R consists of its interior and its boundary:

R := KR ∪R◦ , (3)

where the boundary KR is defined as the set of pixels located on the border. The boundary
KR is thus a subset of the region R and the intersection of the boundaries of two different
regions is the empty set. The boundaries of the regions in an image can be determined using
standard edge detection operators (Gonzalez & Woods (2008)). In this case morphological
operators are used. Like pixels, regions belonging to the image i are marked with Ri.
For the registration we also employ (image) areas B. They are defined as a subset of the
partition of the image and consist of neighboring regions:

B :=
⋃

r∈J
Rr =

⋃
r∈J

KRr ∪ ⋃
r∈J

Rr◦ . (4)

J is the set of all indices of those neighboring regions Rr (of the same image) belonging to the
area B. The set of all areas of an image is equivalent to the power set of the set of all regions.
The main difference between regions and areas is that regions build a partition of the image,
while areas do not, since areas may overlap.
A common concept used for marking corresponding pixels when registering images is
disparity. The disparity is the distance in coordinates of corresponding pixels in stereo images
(Faugeras & Luong (2004); Hartley & Zisserman (2003)). Considering that the image series
acquired with the camera array contain more than two images to be registered, a more generic
concept than disparity must be used, which allows the labeling of correspondences between
regions and areas in all images of the series (Boykov & Kolmogorov (2004)). To this purpose,
a labeling function s(·) is defined, which assigns the same label α to all pixels of corresponding
regions and areas:
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s(ui) : R2 → L , s(ui) = α ∀ui ∈ Ri , if

Ri ↔ R1 ∧ R1 ↔ R2

(
⇔ (ū2, v̄2)

T = (ū1 + α, v̄1)
T
)

, (5)

where ū = (ū, v̄)T is a characteristic point of a region, e. g., in this case, the center of gravity.
The last equivalence is only valid for horizontally rectified images; the definition for vertically
rectified images is similar. The labels are defined using the disparity relation between any two
images of the series. The labeling function s(·) for areas is used similarly.

2. Region based stereo fusion

The main challenges to deal with when registering stereo and spectral series are clearly
displayed in Fig. 2:

• Corresponding points (points mapping the same 3D scene point in different images) have
different gray values. For example, the stripes of the tiger are not visible in near infrared
(NIR, 800 nm and above).

• Neighboring regions have different contrasts in different images of the series. For example,
the regions forming the nose of the tiger have similar gray values in the image at 400 nm,
but considerably different values at 600 nm.

Considering these challenges, a pixel based registration (Scharstein & Szeliski (2002); Seitz
et al. (2006)) of the images is not appropriate. The methods for the region based registration
can be divided into three categories:

• The straightforward way is to search for 1:1 region correspondences (or 1:0, if a region does
not have a correspondent) in two segmented images using features of the regions, e. g., size
or shape (Wang & Zheng (2008)).

• The second possible way is to determine 1:N (N > 0) correspondences, i. e., allowing
a region in one image to correspond to more than one region in another image. It is
reasonable that these regions must be connected.

• The third way uses the images without the need of segmentation. The registration is done,
e. g., by means of entropy methods, which compare image areas without using gray values,
but by analyzing the information content.

We propose two different region based registration methods for evaluating the stereo effect
and determining spatial information (Gheţa et al. (2010; 2008)), according to the first two
possibilities. The use of entropy based methods is not appropriate in this case, due to the
fact that the scenes may not be entirely structured. As already mentioned, the images of the
combined series are rectified and segmented prior to evaluation (Faugeras & Luong (2004);
Gonzalez & Woods (2008)). A segmentation example of the image series of Fig. 2 is given in
Fig. 4.

2.1 Registration based only on regions
In this case, 1:1 (i. e., two regions correspond) or 1:0 (a region has no correspondent)
correspondences are determined. Therefore, an energy functional comprising two terms is
defined and minimized:

E(s, B) := Ed(s, B) + En(s, B) → min . (6)
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400 nm 450 nm 500 nm

550 nm 600 nm 650 nm

700 nm 800 nm 850 nm

Fig. 4. False color representation of segmented images of the series in Fig. 2. The colors are
just labels for the pixel assignment to regions, without marking corresponding regions.

The purpose of the minimization is to find an optimal function s(·) as defined in Eq. (5).
The first term in Eq. (6) is the data term, which ensures the consistency of the result with the
measured data, i. e., the difference between features of corresponding regions should be small.
The second term defines additional constraints, e. g., neighboring constraints.
Since the images are rectified, the search for correspondences can take place without loss
of generalization in an epipolar area, which is defined through two epipolar lines; see the
example in Fig. 5. That way, the optimization is less time consuming.

Data term
The data term Ed(s, B) of this approach evaluates the similarities between pairs of regions
according to certain features, e. g., size, shape and position with regard to epipolar lines. It is
defined as a sum over all image pairs in the series and all corresponding region pairs:

Ed(s, B) := ∑
(Bi ,Bj)

i 
=j

∑
Ri↔Rj

dM(mRi ,mRj ) (7)

with mR as a feature vector characterizing the region R and dM(·, ·) as a function to measure
the dissimilarity between two regions. The correspondences are defined over the function
s(·); see Section 1.3.
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(a) Two images of a combined stereo and spectral series;

(b) Example of epipolar areas defined by two epipolar lines.

Fig. 5. Search for correspondences in an epipolar area.

mR contains three features of the region R which are invariant to gray values: size gR, shape
kRT (defined by the boundaries of the region) and position pR,ūR on the epipolar line given
by ūR:

mR := (gR,kRT, pR,ūR )
T. (8)

The size of a region is given by its number of pixels:

gR := |R| . (9)

The shape of a region is determined by analyzing its boundaries. Considering an affiliation
function

IR(u) :=

{
1 , u ∈ R
0, otherwise

(10)

segments of the boundaries are determined according to their angular orientation: ζi := i ·Δζ,
i ∈ {0, 1, . . . , N − 1}, N ·Δζ = 360◦. The boundary of a region can then be written as the union
of its segments KR,ζi , which are also interpreted as sets of pixels:

KR :=
⋃
i
KR,ζi . (11)

The feature vector kRT characterizing the boundary of a region R has the standardized
number of points in each segment of the boundary as components:

kR :=
(
kR,0◦ , . . . , kR,ζi , . . .

)T
=

(|KR,0◦ |/|KR|, . . . , |KR,ζi |/|KR|, . . .
) T. (12)

The position of the region with respect to the epipolar line is defined as the proportion of the
number of points situated above gAR,ūR and the number of points of the region situated below
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gBR,ūR the epipolar line given by the reference pixel ūR (e. g., the epipolar line on which the
center of gravity ūR is situated):

pR,ūR :=
gAR,ūR
gBR,ūR

. (13)

The dissimilarity between two feature vectors is measured by means of the Manhattan metric,
due to its capability of dealing with different scales (Marques de Sá (2001)):

dM(mRi ,mRj ) := |gRi − gRj |+ ∑
q
|kRi ,ζq − kRj ,ζq |+ |pRi ,ūRi

− pRj ,ūRj
| . (14)

Neighboring term
As regularization, a neighboring term is defined using a set U1ij and a sequence U2ij. The role
of the neighboring term is that the order of corresponding regions is maintained in the images.
For example, if regions 6 in Fig. 5(b) left and 9 in Fig. 5(b) right correspond, then, region 6 in
Fig. 5(b) right is not allowed to correspond to any region left of region 6 in Fig. 5(b) left. The
set U1ij comprises all correspondences between regions of two epipolar areas Ei and Ej in two
images, found on basis of the data term:

U1ij = {(Rk
i ,Rl

j)|(Rk
i ,Rl

j) ∈ Ei × Ej ∧Rk
i ↔ Rl

j} . (15)

The sequence U2ij comprises all correspondences out of the set U1ij, i. e., (Rk
i ,Rl

j) and
(Rm

i ,Rn
j ) ∈ U1ij, that satisfy the neighboring constraint: the indices k > 0 and m > 0 of

regions in image i must be in the same order, i. e., k < m, as the indices l and n, i. e., l < n, of
their corresponding regions in image j :

U2ij = {. . . , (Rk
i ,Rl

j), (Rm
i ,Rn

j ), . . . |(Rk
i ,Rl

j), (Rm
i ,Rn

j ) ∈ U1ij ∧ k < m ∧ l < n} . (16)

The neighboring term is therefore defined as a sum over all image pairs in the series and over
pairs of epipolar areas:

En(s, B) = ∑
(Bi ,Bj)∈I

∑
(Ei ,Ej)

λ |U1ij \ U2ij| , (17)

where λ > 0 is a constant, assuring that the energy increases, if the neighboring constraint is
not satisfied.

Energy minimization using dynamic programming
In the case of registration based only on regions, the minimization of the energy functional is
performed by means of dynamic programming (Bellman (1957); Bertsekas (2005)). Since the
problem of finding region correspondences based on their features is deterministic and finite,
and the costs for each step are additive, the employment of dynamic programming assures
the optimal result. Moreover, the neighboring constraint is implicitly guaranteed through the
employment of the forward dynamic programming algorithm.
The results of the registration based only on regions for the example of Fig. 2 are presented
in Fig. 6 in form of a depth map and a textured 2 1

2 D reconstruction. Their quality is high,
though, the obtained depth maps might not be dense. This is due to the fact that depth values
can only be computed for those regions for which correspondences have been found. Due to
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the spectral component of the image series, the segmentation results are different within the
images (i. e., the regions have different shapes and sizes), such that correspondences might
not be found for all regions. In these cases, gaps may occur in depth maps.

1.15 m

1.0 m

(a) Depth map; (b) Textured 2 1
2 D reconstruction.

Fig. 6. Depth map and reconstruction resulting from the registration based only on regions of
the image series shown in Fig. 2.

2.2 Registration based on regions and areas
In this context, an (image) area is defined as a union of several regions. The registration based
on regions and areas considers that a region may correspond to a union of regions, i. e., an
area; see Section 1.3. This way, segmentation differences are accounted for. The registration
problem is then modeled by the minimization of the following energy functional:

E(s, B) := Ed(s, B) + γsEs(s, B) → min . (18)

The data term Ed(s, B) measures the dissimilarity between a region and an area mainly
based on their contours. For regularization, a smoothness term Es(s, B) with an appropriate
weighting factor γs is employed (Bleyer & Gelautz (2007)). The assumption modeled by the
smoothness term is similar to the one usually made by pixel based registration: neighboring
regions having similar gray values are likely to be mappings of the same 3D plane in space,
and thus, they should have similar depth values.

Data term
For each region Ri in image i, a feature mRi ,j(s) is computed with respect to an area Bj in
image j and a certain label s. The feature compares mainly the conformity of the boundaries
of the region Ri and the area Bj. Therefore, it can be interpreted as a distance measure for the
correspondence between the region Ri and the respective area Bj.
Following, the computation of the feature mRi ,j(s) is explained based on an example. The first
step consists in the definition and evaluation of four sets containing the pixels of the region
Ri and their correspondences on the boundaries or in the interior of Bj. As an example, two
segmented images are shown in Figs. 7(a) and 7(b). The exemplary region Ri and area Bj are
displayed in Figs. 7(c) and 7(d), respectively. Their boundaries are shown in Figs. 7(e) and 7(f).
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(a) Segmented image Bi(ui); (b) Segmented image Bj(uj);

(c) Selected region Ri in image Bi(ui); (d) Selected area Bj in image Bj(uj), different
regions have different gray values (except
black);

(e) KRi : Boundary of the region Ri ; (f)
⋃
r
KRr

j
: Boundaries of the area Bj.

Fig. 7. Example of regions, areas and their boundaries for computing the sets of Eqs. (19)
through (22).

The four sets used for the computation of the feature mRi ,j(s) are defined as follows:

(a) The corresponding pixels ui and uj are situated both on boundaries of regions; see
Fig. 8(a):

Ma,Ri ,j(s) = {ui|ui ∈ KRi ∧ ∃ r ∈ J : uj ∈ KRr
j
∧ s(ui) = s(uj)} . (19)
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(b) The pixel ui is situated on the boundary of Ri, while its corresponding pixel uj is situated
in the interior of the area Bj in image j; see Fig. 8(b):

Mb,Ri ,j(s) = {ui|ui ∈ KRi ∧ ∃ r ∈ J : uj ∈ Rr
j
◦ ∧ s(ui) = s(uj)} . (20)

(c) The pixel ui is situated in the interior of the region Ri, while its corresponding pixel uj is
situated on a boundary; see Fig. 8(c):

Mc,Ri ,j(s) = {ui|ui ∈ R◦
i ∧ ∃ r ∈ J : uj ∈ KRr

j
∧ s(ui) = s(uj)} . (21)

(d) Both corresponding pixels ui and uj are situated in the interior of the region Ri and the
area Bj, respectively; see Fig. 8(d):

Md,Ri ,j(s) = {ui|ui ∈ R◦
i ∧ ∃ r ∈ J : uj ∈ Rr

j
◦ ∧ s(ui) = s(uj)} . (22)

(a) Ma,Ri ,j(s); (b) Mb,Ri ,j(s);

(c) Mc,Ri ,j(s); (d) Md,Ri ,j(s).

Fig. 8. Sets according to Eqs. (19) through (22) for the example shown in Fig. 7.

The four sets defined in Eqs. (19) through (22) are shown in Figs. 8(a) through 8(d). The first
set Ma,Ri ,j(s) in Eq. (19) (see Fig. 8(a)) can be interpreted as the intersection of the boundary
of the region Ri (see Fig. 7(e)) and those of the area Bj (see Fig. 7(f)).
The second set Mb,Ri ,j(s) of Eq. (20), shown in Fig. 8(b), corresponds to the intersection of the
boundary of the region Ri (see Fig. 7(e)) and the interior of the area Bj (see Fig. 7(d)).
The third set Mc,Ri ,j(s) of Eq. (21), shown in Fig. 8(c), is equivalent to the intersection of the
interior of the region Ri (see Fig. 7(c)) with the boundaries of the area Bj (see Fig. 7(f)).
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Fig. 8(d) displays the fourth set Md,Ri ,j(s) (see Eq. (22)), which is the intersection of the
interior of the region Ri (see Fig. 7(c)) and the interior of the area Bj (see Fig. 7(d)).
The cardinal numbers of the four sets are used to build the feature mRi ,j(s) characterizing the
region Ri with regard to the area Bj:

mRi ,j(s) :=
|Mb,Ri ,j(s)|

|Ma,Ri ,j(s)|+ |Mb ,Ri ,j(s)|
+ γ

|Mc,Ri ,j(s)|
|Mc,Ri ,j(s)|+ |Md,Ri ,j(s)|

(23)

=
|Mb,Ri ,j(s)|

|KRi |
+ γ

|Mc,Ri ,j(s)|
|R◦

i |
with γ > 0 as a weighting factor.
The first term of Eq. (23) evaluates the share of pixels on the boundary of region Ri having
no correspondences on any boundary of the area Bj. The term models the preference for
correspondences that match the boundaries of the region Ri and the area Bj.
The second term evaluates the share of pixels situated in the interior of the region Ri with
correspondences on any boundary of the area Bj. In this way, the possibility of a 1:N
assignment is modeled, i. e., correspondences between the region Ri and more than one
region Rr

j in the image j (forming the area Bj). However, the value of the term is higher,
if such 1:N correspondences occur, compared to the case of 1:1 correspondences. Therefore,
1:N correspondences are admitted, but 1:1 correspondences are favored.
The first term of Eq. (23) reaches its minimum (equal to zero), if Mb,Ri ,j(s) = ∅. In such a
case, the boundaries of the region Ri and those of the area Bj match perfectly. In any other
case, the value of the term varies between zero and one. The second term has its minimum
(equal to zero), when the area Bj consists of only one region, i. e., all pixels in the interior of
the region Ri have correspondences in the interior of the area Bj (a 1:1 correspondence exists
between the region Ri and the area Bj).
To conclude, it can be said that the smaller the value of feature mRi ,j(s) in Eq. (23) is, the
more similar the region Ri and the area Bj are. Modeling the data term is straightforward by
summing the values of the feature mRi ,j(s) over all regions in the images of the series:

Ed(s, B) := ∑
(Bi ,Bj)∈I

∑
Ri

mRi ,j(s) (24)

with I := {(Bi, Bj)|i 
= j} being the set of image pairs.
For regions Ri with the feature mRi ,j(s) taking the constant value one for almost all labels
s (e. g., small regions), it is hard to determine the corresponding area Bj. Such regions have
no distinct minimum for the feature mRi ,j(s) over the value range of s (see Fig. 9). To solve
this problem, a second energy term is proposed, which takes the role of a smoothness term
regularizing the problem.

Smoothness term
For regularization, an energy term Es(s, B) evaluating the neighborhood relations between
pairs of corresponding regions is defined. The idea is that neighboring regions with similar
gray values are assumed to be part of the same 3D plane, i. e., they should be assign similar
labels s. This assumption is like the smoothness assumption made in the case of pixel based
registration: pixels having similar gray values are likely to belong to the same plane and
should therefore be labeled similarly. Moreover, by means of the smoothness term, regions for
which the data term is approximately one over the entire value range of the label s (e. g., small
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(a) Segmented image pair;

100 120 140 160 180
0

0.4

0.8

1.2
mRi ,j(s)

s

(b) Values of the feature mRi ,j(s) for the horizontally striped region in the image of
Fig. 9(a) right over the value range of the label s;

100 120 140 160 180
0

0.4

0.8

1.2
mRi ,j(s)

s

(c) Value of the feature mRi ,j(s) for the vertically striped region in the image of Fig. 9(a)
right over the value range of the label s.

Fig. 9. Value of the feature mRi ,j(s) for regions in the image of Fig. 9(a) right over the value
range of the label s, i. e., for different areas of the image in Fig. 9(a) left.

regions) receive the label of one of their neighbors. In order to determine which neighbor is
appropriate, the mean gray values of the regions are computed and compared.
The smoothness term thus penalizes neighboring regions that have similar mean gray values
and different labels s. The proposed model is similar to that in (Bleyer & Gelautz (2007)):

Es(s, B) := ∑
Bi

∑
Rk

i

∑
Rl

i∈NR(Rk
i )

(
1 − δ

s(Rl
i)

s(Rk
i )

)
· f1(Rk

i ,Rl
i) · f2(Rk

i ,Rl
i) , (25)

where NR(Rk
i ) is the set of neighboring regions Rl

i of the region Rk
i .

Function f1(Rk
i ,Rl

i) computes the length of the common boundary of two directly
neighboring regions Rk

i and Rl
i with regard to the length of the boundary of the smaller
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region:

f1(Rk
i ,Rl

i) :=

∣∣{uk
i ∈ KRk

i
| ∃ul

i ∈ KRl
i
∧ul

i ∈ NP(u
k
i )}

∣∣
min(|KRk

i
|, |KRl

i
|) , (26)

where NP(u
k
i ) is the set of neighboring pixels ul

i of pixel uk
i . f1(Rk

i ,Rl
i) takes high values for

small regions, which consequently increases the value of the smoothness term Es(s, B).
Function f2(Rk

i ,Rl
i) evaluates the differences in the mean gray values of the two neighboring

regions Rk
i and Rl

i :

f2(Rk
i ,Rl

i) :=

(
1 −

min(|ḡRk
i
− ḡRl

i
|, K)

K

)
· γ + (1 − γ) (27)

with 0 < γ < 1. ḡRk
i

is the mean gray value of the region Rk
i :

ḡRk
i

:=
1

|Rk
i |

∑
uk

i ∈Rk
i

Bi(u
k
i ) . (28)

1.19 m

1.0 m

(a) Depth map;

1.19 m

1.0 m

(b) 2 1
2 D reconstruction.

Fig. 10. Results of the registration based on regions and areas.

Energy minimization using graph cuts
For the minimization of the energy functional in the case of the registration based on regions
and areas, a state-of-the-art graph-cuts algorithm (Boykov et al. (2001)) is employed with
minor adaptations. For example, the construction of the graph is modified such that the nodes
of the graph are not pixels, but regions. The results of the registration based on regions and
areas of the image series in Fig. 2 are presented in Fig. 10. The resulting depth maps using
this registration approach not only have a high quality, but they are also dense, since the
smoothness term insures that for each region, a depth value is determined.
The depth maps obtained by evaluating the stereo information of combined stereo and
spectral series can be further used for spectral fusion.
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Fig. 11. Scene of an orange model robot holding an orange log of wood and an orange
background.

400 nm 450 nm 500 nm

550 nm 600 nm 650 nm

700 nm 800 nm 850 nm

Fig. 12. Combined stereo and spectral series of the scene depicted in Fig.11.

3. Spectral fusion

For determining the spectral properties of a scene on the basis of the combined image series,
the depth map obtained with the previously described registration methods is employed. An
exemplary scene contains an orange model robot holding an orange log of wood and an

873D Fusion of Stereo and Spectral Series Acquired With Camera Arrays



16 Will-be-set-by-IN-TECH

orange background; see Fig. 11. From this scene, an image series has been acquired with a
camera array equipped with spectral filters; see Fig. 12.

400 nm 450 nm 500 nm

550 nm 600 nm 650 nm

700 nm 800 nm 850 nm

Fig. 13. Warped images of the series of Fig. 12 into the coordinate system of the middle
camera of the array.

By means of image warping, all images are transferred into a common coordinate system, e. g.,
of one of the cameras (here we chose the middle camera of the array); see Fig. 13. In the case of
stereo and spectral series, this leads to a pure spectral series, i. e., the stereo effect is eliminated.
The spectral series contains the spectral characteristics for each mapped 3D scene point
according to the employed spectral filters. The obtained intensity values can be interpreted as
spectral features and can be further used, e. g., for material classification or for improving
object detection. As an example, a common approach for analyzing spectral features is
given in Tyo et al. (2003). The first step of this analysis consists in a dimension reduction
for the spectral feature vectors, followed by a false color representation. The dimension
reduction is done by employing the Principal Component Analysis (PCA, Gonzalez & Woods
(2008)); the transformed images (P1, . . . , Pn) are presented in Fig. 14. The components with
the highest information content, i. e., corresponding to the highest eigenvalues, are chosen for
the next step consisting in a false color representation (Tyo et al. (2003)). For a meaningful
representation, the first three components are chosen according to their information content.
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P1 P2 P3

P4 P5 P6

P7 P8 P9

Fig. 14. Standardized principal components of the images of Fig. 13.

These images can be interpreted as RGB (red, green, blue) channels, but they can also be
preferably transformed into the HSV (hue, saturation,value) color space:

H : R2 → R , H(u) := arctan
(

P3(u)

P2(u)

)
,

S : R2 → R , S(u) :=

√
P2(u)2 + P3(u)2

P1(u)
, (29)

V : R2 → R , V(u) := P1(u) .

The advantages of using the HSV color space for false color representation are:

• The color representation is very similar to the way humans perceive color, i. e., three
channels are considered: the achromatic channel and two orthogonal color channels. The
achromatic channel, i. e., V in the HSV space, represents the intensity. The color channels
are represented in the HSV color space by the components H and S.

• Data analysis in the HSV color space is simplified through the intuitively understandable
meaning of its components.
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The connection between the two color spaces is visually shown in Fig. 15. Figure 16 displays
the H, S and V components obtained for the given example. The computed false color
representation of the model robot scene is presented in Fig. 17.

white

re
d

green

blueblack

V

H

S

Fig. 15. Connection between RGB and HSV color spaces.

Fig. 16. H, S and V components as a result of the transformation of the first three principal
components.

Fig. 17. False color representation for the scene of Fig. 11.
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4. Conclusions

The challenges when fusing combined stereo and spectral image series are that corresponding
pixels have different gray values and that neighboring image regions have different contrasts
in different images. Therefore, common pixel and gray value based registration techniques
cannot be applied. This chapter proposes two novel region based image registration
approaches for combined stereo and spectral series. Prior to registration, the images are
rectified and segmented by means of the watershed transform. The first approach, based only
on regions, determines 1:1 region correspondences by measuring the dissimilarity between
the feature vectors characterizing the regions. Thus, a gray value invariance is achieved. For
regularization, a neighboring constraint is imposed. The second approach, based on regions
and areas, searches for 1:N correspondences in images by mainly comparing the boundaries
of the regions. The main advantage of this approach is that it can handle differences in
the segmentation of the images, e. g., due to the use of spectral filters. As regularization, a
smoothness constraint is enforced in the case of the registration based on regions and areas.
In both cases, the registration problem is modeled by energy functionals. The solutions are
obtained through the minimization of the functionals by dynamic programming or graph cuts
algorithms. The registration results are directly employed for computing depth maps.
By means of image warping based on the obtained depth information, the originally combined
image series can be transformed into a pure spectral series. In this chapter, an example of the
analysis of the spectral information is given in form of a false color representation. Further
work will concentrate on the evaluation of the results and on finding an appropriate method
for the fusion and analysis of the spectral information.
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1. Introduction 

Fusion imaging is one of the most modern, accurate and useful diagnostic techniques in 
medical imaging today. The new technology has made a clear difference in patient care by 
compressing the time between diagnosis and treatment. Although image fusion can have 
different purposes, the main aim of fusion is spatial resolution enhancement or image 
sharpening. Also known as integrated imaging, it provides a computer link that allows for 
the combination of multimodal medical images into a single image with more complete and 
accurate description of the same object. The benefits are even more profound in combining 
anatomical imaging modalities with functional ones. For example, PET-CT in lung cancer, 
MRI-PET in brain tumors, SPECT-CT in abdominal studies and ultrasound images-MRI for 
vascular blood flow (Patias, 2002). Outcome of MRI-CT image fusion has been shown to be 
able to assist in planning surgical procedure. Mainly, medical image fusion try to solve the 
issue of where there is no single modality provides both anatomical and functional 
information. Further more information provided by different modalities may be in 
agreement or in complementary nature. 
An important research issue in medical image processing, specifically in information 
computation, is fusion of multimodal information (Daneshvar and Ghassemian, 2007; Hong 
et al., 2007; Zhongfei et al., 2003). Existing algorithms generally use discrete wavelet 
transform (DWT) (Anna et al., 2007; Pajares and Manuel de la Cruz, 2004; Singh et al., 2009) 
for multimodal medical image fusion because DWT preserves different frequency 
information in stable form and allows good localization both in time and spatial frequency 
domain. However, one of the major drawbacks of DWT is that the transformation does not 
provide shift invariance.  
This causes a major change in the wavelet coefficients of the image even for minor shifts in 
the input image. In medical imaging, it is important to know and preserve the exact location 
of this information, but shift variance may lead to inaccuracies. As an alternative 
(Kingsbury, 1999), proposed dual-tree complex wavelet transform (DT-CWT) which 
provides approximate shift invariance. DT-CWT has the drawback of limited directional 
information. Hence, contourlet transform was proposed to capture the most important 
salient information in images by incorporating the DT-CWT and DFB (Chen and Li, 2005).  
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Extensive researches have been conducted on image fusion techniques, and various fusion 
algorithms for medical image have been developed depending on the merging stage 
(Aguilar and New, 2002; Yong et al., 2008). The most well-known algorithms are image 
fusion with additive wavelet decomposition (Gonzalez and Woods, 2002; Nunez et al., 1999; 
Pajares and Manuel de la Cruz, 2004) and image fusion with DT-CWT (Hill et al., 2002). 
(Yang et al., 2008) proposed a medical image fusion method that is based on multiscale 
geometric analysis of contourlet transform. Multiscale geometric analysis was introduced by 
(Toet et al., 1989) as contrast decomposition scheme that used to relate the luminance 
processing in the early stages of the human visual system. In this method the local energy 
was adopted for coefficient selection in the lowpass and region based contourlet contrast 
was adopted for highpass subband, which can preserve more details in source images and 
further improve the quality of fused image. The actual fusion process can take place at 
different levels of information representation. A common categorization is to distinguish 
between pixel, feature and decision level (Pohl and Van Genderen, 1998). Medical image 
fusion usually employs the pixel level fusion techniques. The advantage of pixel fusion is 
that the images use to contain the original information. Furthermore, the algorithms are 
rather easy to implement and time efficient.  
Medical image fusion has been used to derive useful information from multimodality 
medical image data. This chapter presents a dual-tree complex contourlet transform (DT-
CCT) based approach for the fusion of magnetic resonance image (MRI) and computed 
tomography (CT) images. The objective of the fusion of an MRI image and a CT image of the 
same organ is to obtain a single image containing as much information as possible about 
that organ for diagnosis. The limitation of directional information of dual-tree complex 
wavelet (DT-CWT) is rectified in DT-CCT by incorporating directional filter banks (DFB) 
into the DT-CWT. To improve the fused image quality, new methods for fusion rules which 
depend on frequency component of DT-CCT coefficients (contourlet domain) have been 
presented in this chapter.  
For low frequency coefficients PCA and local energy weighted selection are incorporated as 
the fusion rules in a contourlet domain and for high frequency coefficients, the salient 
features are picked up based on local energy. The final fusion image is obtained by directly 
applying inverse dual tree complex contourlet transform (IDT-CCT) to the fused low and 
high frequency coefficients. 
As the clinical is used of different medical imaging systems extends, the multimodality 
imaging acting an increasingly important part in a medical imaging field. Different medical 
imaging techniques may provide scans with complementary and occasionally unnecessary 
information. The combination of medical images can often lead to additional clinical 
information not noticeable in the separate images. MRI-CT image fusion presents an 
accurate tool for planning the correct surgical procedure and is a benefit for the operational 
results in computer assisted navigated neurosurgery of temporal bone tumors (Nemec et al., 
2007). 

2. Overview of image fusion 

The goal of image fusion is to integrate complementary information from multimodality 
images so that the new images are more suitable for the purpose of human visual perception 
and computer processing. Therefore, the task of image fusion is to make many salient 
features in the new image such as regions and their boundaries.  
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Image fusion consists of putting together information coming from different modality of 
medical images, whereas registration consists of computing the geometrical 
transformation between two data sets. This geometrical transformation is used to 
resample one image data set to match other. An excellent registration is set for an 
excellent fusion. The process of information fusion can be seen as an information transfer 
problem in which two or more information sets are combined into a new one that should 
contain all the information from the original sets. During the process of fusion, input 
images A and B are combined into a new fused image F by transferring, ideally all of their 
information into F. This is illustrated graphically using a simple Venn diagram (Carroll et 
al., 2007) in Figure 1.  
 

 
Fig. 1. Graphical representation of the image information fusion process. 

The combination of images from different modalities leads to additional clinical information 
which is not apparent in the separate imaging modality. For this reason radiologists prefer 
multiple imaging modalities to obtain more details. Image fusion is performed to extract all 
the useful information from the individual modality and integrate them into one image. In 
general, a successful fusion should extract complete information from source images into 
the result, without introducing any artifacts or inconsistencies.  
Medical image fusion usually employs the pixel level fusion techniques. The purpose of 
pixel-level image fusion is to represent the visual information present in input images, in a 
single fused image without the introduction of distortion or loss of information. The 
advantage of pixel level fusion is that the images used the contained the original 
information. Furthermore, the algorithms are rather easy to implement and time efficient. 
The classification of pixel-to-pixel based image fusion methods is illustrated in Figure 2. The 
aim of this classification was to identify, with different degrees of detail, complexity and 
accuracy. The main component is the domain of implemented the image fusion which 
however are not always strictly separable (Chen and Li, 2005). Many algorithms developed 
so far can be classified into four primary categories:  
1. Substitution methods such as principal component analysis (PCA) (Ghassemian, 2001), 

averaging weighted, color mixed RGB (Baum et al., 2008) and intensity hue saturation 
(IHS) (Ghassemian, 2001).  

2. Mathematical combination which normalizes multispectral bands used for an RGB 
display such as Brovey Transform (Pohl and Van Genderen, 1998). 

3. Optimization approach such as Bayesian and neural network (Lai and Fang, 2000). 
4. Transform domain such as multiresolution decomposition which introduces spatial 

features from the high-resolution images into the multispectral images. For example, 
Laplacian pyramid (Burt, 1984), wavelets (Zhang and Hong, 2005), curvelet (Ali et al., 
2008), contourlet transform (Zheng et al., 2007) and Nonsubsampled contourlet 
transform (Cunha et al., 2006; Zhang and Guo, 2009). 

A B A BF 
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Primitive fusion schemes based on substitution methods, such as averaging, weighted 
averaging and PCA, are performed solely in the substitution domain. In spite of easy 
implementation, these methods pay the expenses of reducing the contrast and distorting the 
spectral characteristics (Piella, 2003). Image fusion based on multiresolution decomposition 
(MRD) can handle the contrast and overall intensity. It decomposes images at a different 
scale to several components, which account for important salient features of images (Piella, 
2003). Therefore, it enables a better performance than those performed in the substitution 
methods. The transform domain or multiresolution fusion have been discussed widely in 
recent studies because of their advantages over the other fusion techniques (Ali et al., 2008; 
Mandal et al., 2009; Nemec et al., 2007; Piella, 2003; Zheng et al., 2007). On the other hand, 
methods utilized Bayesian optimization, neural network or Brovey transform to find the 
fused image are suffered from a significant increase of computational complexity (Pohl and 
Van Genderen, 1998; Byeungwoo and Landgrebe, 1999). Bayesian fusion method has been 
proposed, allowing to adaptively estimating the relationships between the multiple image 
sensors in order to generate a single enhanced display (Lai and Fang, 2000). 
 

Fig. 2. The classification of pixel-to-pixel based image fusion methods. 

The first multiresolution image fusion approach proposed in the literature is due to (Burt, 
1984). His implementation used the Laplacian pyramid and the sample-based maximum 
selection rule. In (Toet, 1989) presented a similar algorithm but using the ratio of low pass 
pyramid. His approach is motivated by the fact that the human visual system is based on 
contrast, and therefore, a fusion technique which selects the highest local luminance contrast 
is likely to provide better details to a human observer. Several transforms have been 
proposed for image signals, which have incorporated directionality and multiresolution and 
hence, could capture edges in natural images more efficiently (Ali et al., 2008; Mandal et al., 
2009; Nemec et al., 2007; Zheng et al., 2007). 

3. Dual tree complex contourlet transform 

A complex contourlet transform (CCT) method is proposed by (Chen and Li, 2005), which 
incorporates the DT-CWT (Hill et al., 2002) and DFB to provide a flexible and robust scale-
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direction representation for source images. The DT-CWT decomposition details space JW  at 

the J-th scale, gives six subbands at each scale capturing distinct directions. Traditionally, we 
obtain the three highpass bands corresponding to the LH, HL, and HH subbands, indexed 
by i  {1, 2, 3}. Each of them has two wavelets as real and complex part. By averaging the 
outputs of dual tree, we get an approximate of shift invariant (Kingsbury, 1999). In second 
stage for each subband applied ( )Jl  levels DFB (Bamberger and Smith, 1992) as shown in 

Figure 3.  JW  of DT-CWT is nearly shift invariant and this property can be still established 

in the subspace ( )
,

Jl
J kW , even after applying directional filter banks on a detail subspace JW . 

The mathematical form is defined as: 

 ( )
2

,( )
,, , [ ] 1, 3 2,  JJ J li l l i

J mJ k n k k
m

g m S n ih y
Î

= - =å


 (1) 

where ( )l
kg  is the impulse response of the synthesis filter, ( )l

kS is overall downsampling 

matrices of DFB and y  is a wavelet functions. The family { } 2

,( ) ,( ) ,( )
, , , , , ,, ,J J JHL l LH l HH l

J k n J k n J k n
n

h h h
Î

 is a 

basis for the subspace ( )
,

Jl
J kW  and each consists of a complex dual tree. The location shift is 

denoted as m. 
 

 
Fig. 3. The proposed of DT-CCT based on Fusion Rules. 
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3.1 Requirements and challenges of image fusion 
The reason of image fusion is to integrate complementary and redundant information from 
multiple images to produce a combined that contains a superior description of the scene 
than any of the individual source images. Considering the objectives of image fusion and its 
potential advantages, some generic requirements can be imposed on the fusion algorithm 
(Rockinger, 1996): 
 It should not discard any salient information contained in any of the input images.  
 It should not introduce any artifacts which can distract or mislead a human observer or 

any subsequent image processing steps.  
 It must be reliable, robust and, as much as possible, tolerant of imperfections such as 

noise or misregistrations. 
However, a fusion approach which is independent of the modalities of the inputs and 
produces a combined image which appears accepted to a human interpreter is highly wanted.  

3.2 Image fusion approach (DT-CCT-PCA and DT-CCT-PCA/LE) 
The proposed image fusion approach consists of the following steps:  

Step 1. Perform a DT-CCT on source images A and B, respectively, and obtain the 

corresponding coefficients ( ) ( ),,
,{Coff ,Co }ff H AL A

J l  and ( ) ( ),,
,{Coff ,Co }ff H BL B

J l , where 
( ),Coff L A  and ( ),Coff L B  represent low frequency coefficients of image A and B 

respectively at the coarsest scale. ( ),
,Coff H A

J l  and ( ),
,Coff H B

J l denotes the high 

frequency coefficients of image A and B respectively at the J-th scale and the l-th 

direction of DFP.  
Step 2. Employ some fusion rules to reconstruct the DT-CCT coefficients of the fused image 

F as shown ( ) ( ),,
,{Coff ,Co }ff H FL F

J l . 

Step 3. By successively performing inverse dual tree complex contourlet transform to the 
modified coefficients at all decomposition, the final fused image F can be 
reconstructed. 

3.2.1 Fusion rules for low frequency coefficients 
The following are the methods proposed for fusion rules: 
Method 1: Complex contourlet transform based on maximum selection (CCT-Max) 
As the coefficients in the coarsest scale subband { ( ),   

0Coff L A or B
J } represents the approximation 

component of the source image, the simplest way is to use the conventional maximum 
selection method to produce the composite coefficients. The maximum selection method is a 
popular choice to pick out the salient features of an image, e.g. edges and boundaries.  
The normalized weight { }( , ) 0,1L AD Î is defined as: 

 
( ) ( ), ,
0 0( , ) 1        Coff Coff

0 otherwise

L A L B
J JL AD

ìï ³ïï=íïïïî

 (2) 

where ( , )L AD  and ( , ) ( , )1L B L AD D= -  are used in equation (7) to obtain the coefficients of low 
frequency coefficients for fused image. This method were used in CCT-Max proposed by 
(Chen and Li, 2005). However, it cannot obtain fused approximation of high quality for 
medical image.  
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Method 2: Dual tree complex contourlet transform based on PCA (DT-CCT-PCA) 
The principal component analysis PCA can be used as a weighted precision measure to 
determine which pixel or region is important for fused. Dual tree complex contourlet 
transform based on PCA is implemented as described in (Al-Azzawi et al., 2009; Al-Azzawi 
and Abdullah, 2010). PCA is also called the Karhunen-Loève transform or the Hotelling 
transform. It involves a mathematical procedure that transforms a number of correlated 
variables into a number of uncorrelated variables called principal components. It is also 
used to reduce dimensionality in a dataset while retaining those characteristics of the 
dataset that contribute most to its variance. It computes a compact and optimal description 
of the data set. PCA has been employed in previous researches (Huaixin, 2007; Zheng et al., 
2005) as fusion rules. The fusion rule for low frequency component in contourlet domain is 
implemented as: 

 ( , ) ( , )    and    L A L B ji
D D

i j i j
= =

+ +
 (3) 

where i and j are the elements of the principal eigenvector, which are computed by 
analyzing the original input image A and B for corresponding image coefficients. ( , )L AD  and 

( , )L BD  are the normalized weights. Thus the fused image has the same energy distribution as 
the original input images. 
Method 3: Dual tree complex contourlet transform based on PCA and Local energy (DT-
CCT-PCA/LE). 
In this method, PCA and local energy weighted selection are incorporated as the fusion 
rules in contourlet domain. First, calculate the local energy ( )(   ) ,A or B

LowE x y  of low 

frequency component in contourlet domain centering at the current coefficient ( ),   
0Coff L A or B

J  

(Nunez et al., 1999; Pudney et al., 1995), which is defined as: 

          2,     
00

, Coff , . ,L A or BA or B
Low JJ

m n

E x y x m y n W m n    (4) 

where W  is a template of size 3 × 3 and satisfy the normalization rule. 

 ( )
1 1 1

1
1 1 1   and   , 1

9
1 1 1 m n

W W m n

é ù
ê ú
ê ú= =ê ú
ê ú
ë û

åå  (5) 

The normalized weight  { }( ,   ) 0,1L A or BD Î is defined as: 

 

( ) ( ) ( ) ( )
( ) ( )

( , ) 0 0
  

0

( , ) ( , )

( , )

( , )

                                      

1 , ,

  for   ,0 otherwise

1

/( )
     

         

          
/( )
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E x y E x y
D

E x y
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D i i j

D j i j
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 (6) 
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where i  and j  are the elements of the principal eigenvector, which are computed by 
analyzing the original input image A  and B  for corresponding image coefficients. ¶  is 
threshold defined by user.  ( , )L AD and ( , )L BD  are the normalized weights. The coefficients of 
low frequency components for fused image F is shown below: 

 ( ) ( ) ( ), , ,( , ) ( , )
0 0 0Coff Coff . Coff . L F L A L BL A L B

J J JD D= +  (7) 

3.2.2 Fusion rules for high frequency coefficients 
High frequency coefficients generally correspond to sharper brightness in the image. The 
most commonly used selection principle is the local energy scheme to pick out the salient 
features of an image, e.g. edges and boundaries. The local energy (Yang et al., 2008; Morrone 

and Owens, 1987) ( ) ( )( ) ( ),  and  ,A B
High HighE x y E x y is defined as:  

 ( ) ( ) ( )( ) ( )2,     
,,

, Coff , . ,H A or BA or B
High J lJ l

m n

E x y x m y n W m n= + +åå  (8) 

where W  is a template defined in equation (5). Larger value of local energy 

( )(   ) ,A or B
HighE x y  means there is more high frequency information. Weights ( , )H AD  and 

( , )H BD  needs to be calculated as: 

 
   
   

( ) ( )
( , )

( ) ( )

1   for  , ,

0   for  , ,

A B
High HighH A

A B
High High

E x y E x y
D

E x y E x y

    
  

  and ( , ) ( , )1H B H AD D= -  (9) 

 

The coefficients of high frequency coefficients for fused image F is defined as: 
 

 ( ) ( ) ( ), , ,( , ) ( , )
, , ,Coff Coff . Coff . H F H A H BH A H B

J l J l J lD D= +  (10) 

 

The multiresolution coefficients with large local energy values are considered as sharp 
brightness changes or salient features in the corresponding source image, such as the edges, 
lines, contours and object boundaries. So, the fused high frequency components in 
contourlet domain preserve all the salient features in source images and introduce as less 
artifacts or inconsistency as possible. Therefore, the fusion result will contain all high 
resolution form original image. 

4. Objective evaluation of image fusion 

Objective evaluations of fused images are important in comparing the performance of 
different image fusion algorithms (Petrovic and Xydeas, 2005a; Petrovic and Xydeas, 2005b; 
Ruiz et al., 2002; Yinghua et al., 2007; Youzhi and Zheng, 2009). Objective evaluation 
methods are needed to compare “good” or “bad” fused images. So far, only a limited 
number of relatively application dependent objective image fusion performance metrics has 
been published in the literature (Petrovic and Xydeas, 2005b; Piella, 2003; Wang and Bovik, 
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2002; Yang et al., 2008; Rockinger and Fechner, 1998). Many image quality evaluations in the 
literature use an ideal fused image as a reference for comparison with the image fusion 
results (Yinghua et al., 2007; Li et al., 1995). Rockinger and Fechner, (1998) proposed metrics 
based on mutual information for image sequence and still image fusion performance.  
The root mean squared error and peak signal to noise ratio-based metrics were widely used 
for these comparisons. The gradient representation metric of (Petrovic and Xydeas, 2005b) is 
based on the idea of measuring localized preservation of input gradient information in the 
fused image. An image quality index based on the structural metric proposed by (Wang and 
Bovik, 2002) was improved for image fusion assessment by (Piella and Heijmans, 2003) into 
a pixel by pixel or region by region method, giving weighted averages of the similarities 
between the fused image and each of the source images.  
A reliable method for choosing an optimal fusion algorithm for each particular application 
however, largely remains an open issue. A number of objective comparison metrics have 
been investigated: 
Image Quality Index (IQI), is easy to calculate and applicable to various image processing 
application (Wang and Bovik, 2002; Piella and Heijmans, 2003). The dynamic range of IQI is 
[-1, 1]. The best value 1 is achieved if and only if F = R, where F is fused image and R is 
reference image. IQI  is defined as: 

 
( ) ( )2 2 2 2

2 2
IQI . .FR F R

F R F R

FR

F R

s s s
s s s s

=
++

 (11) 
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Coefficient Correlation (CC), can show similarity in the small structures between  
the original and reconstructed images (Roche et al., 1998). Higher value of correlation  
means that more information is preserved. Coefficient correlation in the space domain is 
defined by:  

image   or  image .d A B=   

 ( )
( )( ) ( )( )

( )( ) ( )( )

1 1

0 0

2 21 1 1 1

0 0 0 0

, ,
CC ,

, ,

M N

i j

M N M N

i j i j

F i j F d i j d
F d

F i j F d i j d

- -

= =

- - - -

= = = =

- -
=

- -

å å
å å å å

 (12) 

where F  and d  are the mean value of the corresponding data set. 
Overall Cross Entropy (OCE), is used to measure the difference between the two source 
images and the fused image. Small value corresponds to good fusion result obtained (Yang 
et al., 2008). The OCE calculation is as follows: 
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 ( ) ( ) ( ), ,
OCE , ;

2
CE A F CE B F

A B F
+

=  (13) 

where ( ), and ( , )CE A F CE B F  are the cross entropy of the source image and fused image 

respectively , given by following: 

 ( ) ( ) ( )
( )

1

2
0

,
L

d
d

fi

p i
CE d F p i log

p i

-

=

=å  (14) 

where d = A or B is the input multimodality medical images, F is the fused image result, pf, 
pd are the normalized histogram of the fused image and source image respectively, and L is 
the maximum gray level for a pixel in the image, usually L is set to 255. 
Root Mean Square Error (RMSE), is found between the reference image R and the fused 
image F, (Zheng et al., 2005), defined as: 

 
( ) ( )( )2

1 1
, ,1

RMSE

N M
k kx y

k

R x y F x y

c M N
= =

-æ ö÷ç= ÷ç ÷÷çè ø ´

å å
å  (15) 

where c=3 and k=R,G,B for color image and c=1 for gray image. The smaller the value of the 
RMSE means a better performance of the fusion algorithm.  

5. Experimental results for image fusion 

In this section, we present some experimental results obtained with presented fusion 
methods.  

5.1 Robust image fusion using Dual Tree Complex Contourlet Transform (DT-CCT-
PCA and DT-CCT-PCA/LE) 
To test proposed method, thirty five groups of human brain images were selected, 
includes a CT and a MRI images. The corresponding pixels of two input images have been 
perfectly co-aligned. All images have the same size of 512×512 pixels, with 256-level 
grayscale. The proposed medical fusion algorithm, traditional complex contourlet and 
DT-CWT are applied to these image sets. In our experiment an image is decomposed into 
2-levels using biorthogonal Daubechies 9-7 wavelet, (Lina and Gagnon, 1995; Mallat, 
1999).  
Each subband at each level is fed to the DFB stage with 8-directions at the finest level. In the 
DFB stage, the 23-45 biorthogonal quincunx filters were used designed by (See-May et al., 
1995) and modulate them to obtain the biorthogonal fan filters. DT-CWT is available in 
Matlab wavelet software (Selesnick et al., 2003). 
In addition, image quality index (IQI), root mean square error (RMSE), correlation 
coefficient (CC) and overall cross entropy (OCE) are used to evaluate the fusion 
performance (objective evaluation). Experiment results were conducted to compare the 
proposed methods DT-CCT-PCA and DT-CCT-PCA/LE with complex contourlet transform 
based on maximum amplitudes (CCT-max) (Chen and Li, 2005) and dual tree complex 
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wavelet transform (DT-DWT) (Hill et al., 2002). Figure 4, it shows the original multimodality 
image dataset 1 and 2. 
 

 

  

 

MRI CT 

Fig. 4. Original multimodality image dataset 1 and 2. 

The evaluation results in Table 1 and the complete data sets show that: 
1. From indicators, the IQI and CC are the best with the proposed methods, higher value 

of correlation or IQI, means that more information is preserved. The OCE and RMSE of 
the new methods are least in the two sets. It is shown that, the proposed method gives 
the best fusion results in the two fused images.  
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2. For the two image sets, the corresponding fused image results are given in Figure 5. DT-
CCT-PCA performs better than previous method. However, the best image fusion result 
is obtained by applying the proposed DT-CCT-PCA/LE fusion algorithm.  

3. It is evident to see from the Table 1 and the complete data sets that the resulting image 
from DT-CCT-PCA/LE based fusion has better spectral quality than the other methods, 
in terms of the higher values of correlation coefficient and root mean square error. The 
highest value of correlation coefficient 0.9929 in this case indicates that most geometric 
details are enhanced in the image fused by DT-CCT-PCA/LE transform. As it could be 
seen from the preceding experimental results, DT-CCT-PCA/LE based fusion approach 
is the optimum and most well-suited fusion MRI-CT application, in terms of the 
spectral and spatial quality.  

4. Fusion scheme based the novel weighted PCA/LE rule can get better fusion image. As 
shown in Table 1 and the complete data sets, for DT-CCT-PCA/LE the RMSE and OCE 
are both lower than that of traditional based methods, lowest values of RMSE and OCE 
are 0.1017, 0.4527 respectively. The lowest values of RMSE and OCE are 0.1683, 0.8726 
respectively for CCT-max.  

5. Experimental results demonstrate that the proposed method DT-CCT-PCA/LE 
outperforms the DT-CCT-PCA-based fusion approach and the traditional CCT-max-
based approaches and including the DT-CWT-based in terms of both visual quality and 
objective evaluation. 

 

Data Evaluation DT-CWT CCT-max DT-CCT-PCA
DT-CCT-
PCA/LE 

Data set 1 

IQI 0.2581 0.2513 0.3236 0.4250 
RMSE 0.1683 0.1683 0.1442 0.1017 

CC 0.9482 0.9482 0.9523 0.9641 
OCE 0.8726 0.8726 0.8683 0.8531 

Data set 2 

IQI 0.3340 0.3523 0.4171 0.3843 
RMSE 0.2179 0.2180 0.1480 0.2281 

CC 0.9750 0,9750 0,9853 0.9929 
OCE 1.0865 1.0863 0.9911 0.4527 

Table 1. Results of Quality Measures for Various Fusion Schemes. 

6. Conclusion 

A new approach for multimodal image fusion using dual-tree complex contourlet transform 
(DT-CCT) based on PCA and combined (PCA and local energy) are proposed. The method 
is based on PCA, local energy and dual tree complex contourlet transform. We can see from 
Figure 5 that the feature and detailed information presented in section 3.2.1 method 3 is 
much richer than other fused images. The image contents like tissues are clearly enhanced. 
Other useful information like brain boundaries and shape are almost perfectly. The dual tree 
complex contourlet transform produces images with improved contours and textures, while 
the property of shift invariance is retained. It enhances the reliability of conventional 
approaches considerably and thereby their acceptability by practitioners in a clinical 
environment.  
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DT-DWT

 

CCT-max

 

DT-CCT-PCA

 

 
DT-CCT-PCA/LE

Fig. 5. Fusion results on test original multimodality image dataset 1 and 2 using DT-CWT, 
traditional CCT-max and proposed methods. 



  
 Image Fusion and Its Applications 

 

106 

The methods present a new development in the fusion of MRI and CT images, which is 
based on the DT-CCT. Visual and objective evaluation comparisons demonstrated that the 
fusion results (Figure 5) of the new method contain more detail information, while 
information distortion is very small. It enhances the reliability of conventional approaches 
considerably and thereby their acceptability by practitioners in a clinical environment.  
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1. Introduction  

 Coronary artery disease is considered as the most important cause of death in most 
developed or semi-developed societies. It is known as a silent disease because it develops 
gradually without any serious symptoms and is recognized only after patient sudden death 
or serious infarction. The main cause of this type of disease is the plaque integration inside 
the coronary arteries. This obstructs blood circulation and cardiac muscles nutrition. Hence, 
finding methods for detecting vessels obstruction and curing it in time would be important 
to prevent complete obstruction. X-ray Angiography is one of the common methods to this 
end, which is an invasive method with a high risk due to X-ray radiations. In addition, this 
method is not strong enough to determine the quantity and the kind of the plaques (Fibrous 
Tissue, Necrotic Core classification, and/or Fibro-Fatty) (Agostoni et al., 2004). 
One of the recent methods emerged for detecting vessels obstruction is Intra Vascular Ultra 
Sound (IVUS) imaging technique, which is based on inserting an ultrasound catheter inside 
a vessel and producing real-time cross-sectional images from the inner side of the vessel 
(Schoenhagen and Stillman, 2005). This semi-invasive method has not the X-ray harms and 
provides more accurate information from the vessel wall (Schoenhagen and White, 2003). In 
addition to its safety, IVUS is a reproducible method for imaging the vessel walls and 
determining the quantity of the vessel obstruction by the plaques. Fig. 1 shows a sample 
IVUS picture. IVUS imaging is carried out by inserting a catheter into a vessel, which travels 
through and reaches the artery. Since the area of this catheter is larger than the one of 
coronary vessels, it stops there and a fine probe (0.96- 1.17 mm long) emerges from it and 
penetrates to the end of the vessel. The probe is then pulled backward with a constant 
velocity and meanwhile IVUS frames are captured. Common frequency for imaging is 20-40 
MHz. An increase in the frequency may improve the resolution; But due to energy 
absorption in tissues, quality of the images are low.  
For medical usage of IVUS images, the borders of the inside and outside of a vessel and also 
plaque layers must be determined. This is usually done manually by a specialist, which is a 
time-consuming and error-prone procedure. Moreover, due to different noises such as 
motion artifact, ring-down, and speckle noise, automatic processing (Terzopoulos and 
Fleischer, 1988) of these images is one of the difficult problems in image processing. Lots of 
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Fig. 1. A sample IVUS picture 

efforts have been made to develop an accurate automated method for detection of the 
regions of interest in IVUS images (Sonka et al., 1995; Zhang et al., 1998; Takagi et al., 2000; 
Kovalski et al., 2000; Shekhar et al., 1999). Proposed methodologies usually take the 
advantage of characteristic appearance of arterial anatomy in two-dimensional IVUS 
images. Several segmentation methods have also been proposed. Some of earlier works on 
segmentation of IVUS images were based on heuristic graph searching algorithms using a 
cost function, in which a priori information of the expected pattern in IVUS frames was 
incorporated (Zhang et al., 1998; Takagi et al., 2000). A class of methods, based on expected 
similarity of the regions of interest in adjacent IVUS frames, takes into account that the 
sequence of frames constitutes a three-dimensional object. Under this perspective, active 
contour principles (Kovalski et al., 2000; Shekhar et al., 1999) could be used to extract the 
desired lumen and media–adventitia borders. 
In this article, the IVUS images of NIOC hospital are to be processed. Section 2 discusses about 
the deformable models, which are going to be exploited to detect the coronary layers. 
According to low quality of these images, pre-processing actions including substituting 
catheter region with the average brightness of the whole image, wavelet transform and edge-
preserving smoothing are performed in section 3. Section 4 discusses about detecting the 
borders applying deformable models (Terzopoulos and Fleischer, 1988), where distance-
potential snake is used according to these images topology. The merit of this method 
comparing with the method presented in (Plissiti et al., 2004), which uses a neural network is 
its execution time. In section 4, using fuzzy integral operators for fusion in three levels 
including data-level (before pre-processing), feature-level (after pre-processing) and decision-
level (after finding borders in each sample), the process explained in section 4.1 is done again 
in 4.2 and the results are compared with the previous one. Finally, in section 5, the good effect 
of image fusion on the IVUS frames of NIOC hospital dataset has been discussed.  

2. IVUS image processing methods 

Healthy arteries have three layers in IVUS images: 1) the inner layer, Intima; 2) the middle 
layer, Media; 3) the outer layer, Adventitia. The acoustic impedance difference between cell 
walls causes these layers to be displayed in these images. These layers’ diameters in a 
healthy person are constant in a vessel from beginning to the end and any change is a 
symptom of disease. 
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As mentioned before, finding manually detecting of borders in IVUS images to be time 
consuming and error prone, lead to introduce automated methods for that. Common edge 
detection methods such as Sobel mask does not succeed in this task (Paul et al., 1996) (Fig. 
2), since these images are perturbed with special noises such as ring down and speckle. 
Other methods based on first order derivative such as Laplacian or Prewitt mask do not 
succeed either (Zhu et al., 2002; Gil et al., 2000) (Fig. 3). 
  

 
Fig. 2. The border detected by the Sobel mask 

 

 
Fig. 3. The border detected by the Prewitt mask 

2.1 Deformable models 
Introduction of deformable models (active contours) by Kass et al. (Kass et al., 1987) led to 
extreme progress in edge detection. Active contours move under the influence of internal 
forces within the curve itself and external forces derived from image data. The internal and 
external forces are defined so that the active contour will conform to a boundary or other 
desired features within an image. They are widely used in many applications, including 
edge detection (Kass et al., 1987), segmentation (Leymarie and Levine, 1993; Durikovic et al., 
1995), shape modeling (Terzopoulos and Fleischer, 1988; McInerney and Terzopoulos, 1995), 
and motion tracking (Terzopoulos and Szeliski, 1992). 
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There are two main categories of deformable models: parametric (also known as snakes) 
(Kass et al., 1987) and geometric (Caselles et al., 1993; Malladi et al., 1995). In this paper, we 
focus on snakes, which synthesize parametric curves within an image domain and allow 
them to move toward desired features, usually edges. Snakes are usually drawn toward the 
edges by potential forces, which are defined to be the negative gradient of apotential 
function. Some extra forces, such as pressure forces (Cohen, 1991), together with the 
potential forces comprise the external forces. There are also internal forces designed to hold 
the curve together (elasticity forces) and to keep it from bending too much (bending forces) 
(Xu and Price, 1997). 

2.2 Parametric active contours (Snakes) 
A traditional snake is a curve in the form of a rubber object that moves through an image to 
minimize the following energy function (Xu and Price, 1997): 

 
1 2 21

20
[ ( ) ( ) ] ( ( ))extE x s x s E x s dsa b¢ ¢¢= + +ò  (1) 

In which, a is tension factor in order to control the elasticity energy and b is the rigidity 
factor in order to control the bending energy and x(s) denotes the curve. These two form the 
internal energy of the snake. The other term in Eq. (1) is external energy, which is obtained 
from image derivative. Having a gray-level image read in MATLAB software as I(x,y), the 
common external energy functions can be described: 

 2(1)( , ) ( , )extE x y I x y=-  (2) 

 2(2)( , ) [ ( , ) ( , )]extE x y G x y I x ys=- *  (3) 

In which ( , )G x ys is a two dimensional Gaussian function with the standard deviation s  

and   is the gradient operator. Actually, there are more external energy functions that are 
mostly used for special images, which is not mentioned here. It is obvious from the Eq. (2) 
and Eq. (3) that the larger the s is, the more dark the edges will be; but these large standard 
deviations are needed to increase capture range for the snake (Cohen, 1991; Leroy et al., 
1996; Cohen and Cohen, 1993). 
The snake, which is going to minimize E has to satisfy the Euler equation: 

 ( ) ( ) 0extx s x s Ea b¢¢ ¢¢¢- - =  (4) 

The aforementioned equation can be rewritten as a force equation: 

  ( )
int 0p

extF F+ =  (5) 

In which int ( ) ( )F x s x sa b¢¢ ¢¢¢= -  and ( )p
ext extF E=- . The internal force opposes bending and 

extra elasticity, while the external force pushes snake to the desired edges. To solve Eq. (4), 
snake x has been considered to be dynamic with respect to time. Now, differentiating with 
respect to time gives: 

 ( , ) ( ) ( , )t extx s t x s x s t Ea b¢¢ ¢¢¢= - -  (6) 
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In when the left term reaches zero Eq. (4) will be derived. A numerical solution for Eq. (6) 
can be found using discretizing the system and solving it iteratively. 

2.3 Snakes’ problems 
There are two main problems dealing with parametric active contours. First, the initial 
contour must be near the correct border or the algorithm would not work efficiently. 
In Fig. 4.a an example of converging to a wrong border is provided. Some methods to 
 solve this problem have been proposed including multi-resolution methods (Leroy et al., 
1996), pressure forces (Cohen, 1991), distance potentials (Cohen and Cohen, 1993), whose 
main idea is to increase external forces capture range and drawing the contour to desired 
edges.  
 

 
Fig. 4. a) left - Snake has converged to q wrong border. b) right - snake incapability of 
progressing to very concave edges 

 

 
Fig. 5. The border detected by the distance potential snake algorithm applied on a raw 
image 
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The second problem is snake incapability of progressing to very concave edges (Davatzikos 
and Prince, 1995; Abrantes and Marques, 1996). Although some methods such as pressure 
forces (Cohen, 1991), control points (Davatzikos and Prince, 1995), directional attraction 
(Abrantes and Marques, 1996), and domain adaptivity (Davatzikos and Prince, 1994) have 
been emerged, but an acceptable solution has not been developed yet. However, these 
methods usually solve a problem, while creating another one. For instance, the multi-
resolution methods solve the capture range problem, but the snake movement in points 
with different resolutions goes in trouble. Pressure forces also are very sensitive to the initial 
contour position. This problem is depicted in Fig. 4.b.  
In this work, distance potential snake has been exploited to solve the aforementioned 
problems and its result is provided in Fig. 5, but still needs to be improved. Hence, before 
applying the snake (Kass et al., 1987) algorithm (which is active contour based on distance 
potentials) to the image, some pre-processing actions are performed first. The block diagram 
of the proposed algorithm for automatic coronary borders extraction is shown in Fig. 6. The 
blocks would be explained in the following section.  
  

 
Fig. 6. Detection Algorithm Block Diagram 

3. IVUS images pre-processing 

Three phases of pre-processing are used in this part, which are a) detection of the catheter 
region and its substitution by mean value of darkness of the whole image, b) edge-
preserving smoothing, and c) wavelet transform. 

3.1 Catheter region substitution 
The catheter region in the image has edges with very high darkness and is detected as a 
vessel edge when different deformable models are applied to the image. In this part, this 
region is detected and substituted with the average darkness of the whole image pixels. It is 
noticeable that detecting the catheter region is done using a method called region growing, 
which is going to be fully explained in the next part. This method is based on beginning 
from one arbitrary pixel of the image comparing the darkness of adjacent pixels to that pixel 
and this continues until the darkness differs very much. This difference is measured using a 
suitable threshold. The set of those pixels are considered as a segment, which is the catheter 
segment in this part. 

3.2 Edge preserving smoothing 
Most of applications tend to preserve the edges in smoothing procedure. To achieve this 
goal, some methods have been propounded, which are known as edge-preserving 
smoothing methods. The most famous algorithms of this family are averaging and median 
filtering, in which each pixel is substituted with the average or median of its neighbor 
pixels. Although they cancel the effect of salt and pepper noise very well, but they do not 
succeed to do so in parts of the image, which are smaller than half of the filter window. 
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In the method used in this article, the image is firstly segmented and then smoothed. In the 
smoothing process, the final value of each pixel in the smoothed image is mostly affected 
by the pixels with similar darkness to it and this makes the result image more useful for 
edge detection applications. Therefore, inter-region smoothing is avoided and intra-region 
smoothing is performed instead. Hence, segmentation must be performed first. An 
algorithm based on region growing (Xiaohan and Yla-Jaaski, 2000) is used for the 
segmentation. This algorithm is based on beginning from one point, selecting a suitable 
threshold, and comparing the neighbor pixels darkness with this threshold, which leads 
to the fact that whether this pixel is in that region or not. An algorithm for implementing 
the region growing is presented in (Xuan et al., 1995). Nevertheless, in different region 
growing algorithms a pixel is usually appended to a region if its darkness intensity is 
within a certain level from that region. This condition has not proven to be efficient in 
noisy images. Hence, this condition has been substituted with two other conditions here: 
a) in addition to comparing pixel intensity with the center pixel of a region, its intensity is 
also compared with that of the pixel neighbor to the center pixel as well. Assuming the 
independency of the noise in each pixel, if the probability of appending a wrong pixel to a 
region was p in common algorithms, it would reduce to 2p  here. Although this condition 
improves the known region algorithm performance, but it is a bit conservative and it 
makes the possibility of not appending a right point to a region more. So, another 
condition must also be taken into account: b) if the center pixel similarity to its neighbor 
pixel in one direction (i.e. up, down, left, or right) was more than its similarity to its 
neighbor of neighbor pixel in the same direction, then the neighbor pixel belongs to the 
center pixel region. Similarity of two pixels is defined as absolute value of their intensity 
difference. 
After detecting a region, a pixel outside this region is chosen and this process is repeated 
until the whole image is segmented. When the segmentation is finished, a Gaussian filter is 
applied to (convolved with) each region according to its darkness. 

3.3 Wavelet transform 
Image analysis and processing using wavelet transform is one of the recent approaches in 
signal and image processing. Image processing using wavelet transform usually includes 
applying two-dimensional wavelet transform to the image, making suitable changes in the 
wavelet domain, and using inverse wavelet transform. In the third phase of the pre-
processing part, wavelet transform is applied to the image in one level, which results the 
resolution decreased to half and hence, detecting the edges would be easier. The whole three 
phases done on a sample image is shown in Fig. 7.  

4. Detecting coronary layers using deformable models 

4.1 Detecting coronary layers in a single pre-processed IVUS picture 
Once the image went through the pre-processing phase, it is ready to be used for applying 
deformable models to find the coronary layers. Here, detecting the internal layer i.e. intima-
media has been focused; Nevertheless, the same algorithm could be applied to find the 
media-adventitia border as well. The snake initialization would be slightly different in that 
case.  
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Fig. 7. Edge preserved smoothed picture of an IVUS image, in which the catheter region is 
substituted after applying one level wavelet transform. 

Distance potential snake has been utilized according to the topology of this kind of images 
to find the borders. Somewhere a bit outsider of the detected catheter region has been 
considered as the initial state of the snake in order to overcome the drawbacks mentioned in 
section 2.3. This is an important advantage, which makes this method completely automatic 
while similar approaches need the initial contour to be made manually (Plissiti et al., 2004). 
The algorithm was implemented in MATLAB and the results on the pre-processed image 
(Fig. 7) are provided in Fig. 8.  
 

 
Fig. 8. Detected region as the internal border in one pre-processed image – Red border is 
detected by the algorithm and blue border is detected by a specialist 

As can be seen in the picture, due to existence of ring-down noise in some parts of the 
image, the snake has moved neither to the inside nor to the outside in those regions. 
It is also interesting that the sharp point observed in the picture is due to the speckle noise, 
which has affected the image in that area. The efficiency of this algorithm in detecting the 
true border on a single image is 88.42%. 

4.2 Detecting coronary layers in fused IVUS pictures 
Information fusion is used in many applications nowadays. In this paper, fusion of the 
images’ information (Singh et al., 1996) with fuzzy approach is taken into action. Image 
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fusion is used in several industrial and medical applications in order to get a more efficient 
image. Image fusion has the following advantages: a) Taking into account extra information 
(redundancy), increases the reliability; b) It improves the image capabilities as it keeps 
complementary information (Fig. 9).  
  

 
Fig. 9. Image fusion characteristics 

Fuzzy approach to this context is very useful, when there is uncertainty and no 
mathematical relations. Each IVUS frame in a sequence of frames obtained from the same 
arterial segment can be considered quite similar to the previous one. In this paper, fusion of 
some IVUS sequential frames, having energy difference less than 10% of each, is exploited 
using fuzzy integral operators. 

4.2.1 Fuzzy integral operators 
Two great categories for fuzzy information fusion exist, which are Choquet and Sugeno 
fuzzy integral operators (Yager, 2004). These operators are based on the fuzzy measured 
data. It is translated as the gray-scale of any pixel in the image, which is a number between 
zero and one. The Choquet discrete fuzzy integral operator based on the mentioned fuzzy 
measures 1 ,..., na a , which belong to [ ]0,1  is described as: 

 1 2 ( ) ( 1) ( )
1

( , ,..., ) ( ) ( )
n

n i i i
i

C a a a a a Am m-
=

= -å  (7) 

And the Sugeno discrete fuzzy integral operator based on the fuzzy measures 1 , , na a , 

which belong to [0,1] is described as: 
in which (0) 0a =  and 1,2, ,i n=   is a permutation of ia s such that (1) (2) ( )na a a£ £ £  

and { }( ) (1) (2) ( ), , ,i nA x x x=  . 
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in which (0) 0a =  and 1,2, ,i n=   is a permutation of ia s such that (1) (2) ( )na a a£ £ £  

and { }( ) (1) (2) ( ), , ,i nA x x x=  .  



 
 Image Fusion and Its Applications 

 

120 

The Choquet integral is stable under positive linear transformations, while the Sugeno integral 
is stable under similar transformations with minimum and maximum replaced by product and 
sum respectively. This property makes the Sugeno integral more suitable for ordinal 
aggregation (where only the order of the elements is important) while the Choquet integral is 
suitable for cardinal aggregation (where the distance between the numbers has a meaning). 
The generalized characteristics of these two integrals are remarkable. The Choquet integral is 
the generalized form of the ordered weighted average (OWA) operator, while the Sugeno 
integral generalizes the weighted minimum and the weighted maximum. The corresponding 
parameters to create a certain operator with these operators are shown in Tables 1, 2.  
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Table 1. Choquet integral special cases  
  

 Sugeno Integral 
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Table 2. Sugeno integral special cases 
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The only problem using these integrals is the number of 2n  weights to be determined, for a 
simple n criteria aggregation. These weights are nothing, but the characterization of fuzzy 
measures. Some solutions have been proposed to reduce the number of these weights: An 
interesting approach was proposed by Grabisch in (Grabisch, 1996), in which he suggests to 
use k-additive fuzzy measures. The idea is to define measures that are multilinear of degree 
k, i.e. if ( )card A k>  then ( ) 0Am = . This approach allows the model the strength of small 

coalitions and reduces the number of weights to 
1

k
i
n

i

C
=
å  instead of 2n . 

Another approach, which is used here is to determine the weights by training on examples, 

in which at least 
[ ]2

!

( / 2)!

n

n
 training vector is needed. 

However, the Choquet and Sugeno fuzzy integral operators have fundamental difference; 
Because the former is based on linear operators, while the latter is based on nonlinear Max 
and Min operators. The relationships between different aggregations and fuzzy integral 
operators are provided in Fig. 10.  
  

 
Fig. 10. The relationships between different aggregations and fuzzy integral operators 

4.2.2 Applying the algorithm on fused frames 
Information fusion can be performed in different levels. If this fusion is to be performed on 
data level, the samples of IVUS frames must be fused initially, then the pre-processing 
actions has to be performed and finally detecting the borders applying deformable models 
would be executed. If the fusion is to be performed on feature level, the pre-processing 
actions ought to be performed on each frame initially, the obtained images would be fused 
next, and the algorithm for detecting the borders would be executed finally. And if the 
fusion is intended to be performed on decision level, the pre-processing actions are to be 
performed on each frame initially; the borders are to be detected applying the algorithm to 
each frame next, and the result borders fused eventually. The images information fusion 
block diagram is provided in Fig. 11.  
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Fig. 11. Fuzzy image fusion block diagram 

The results of the algorithm explained in the section 3 on fused frames would be studied in the 
following. Fig. 12 shows the border detected by the snake algorithm applied on the fused 
image using Sugeno operator in data level compared with the one detected by the specialist.  
  

 
Fig. 12. The border detected by the snake algorithm applied on the fused image using 
Sugeno operator in data level– Red border is detected by the algorithm and blue one is 
detected by the specialist 

The border detected by the snake algorithm applied on the fused image using Sugeno 
operator in feature and decision level compared with ones detected by the specialist are 
provided in the figures 13, 14 respectively.  
  

 
Fig. 13. The border detected by the snake algorithm applied on the fused image using 
Sugeno operator in feature level– Red border is detected by the algorithm and blue one is 
detected by the specialist 
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Fig. 14. The border detected by the snake algorithm applied on the fused image using 
Sugeno operator in decision level– Red border is detected by the algorithm and blue one is 
detected by the specialist 

The higher level the fusion is performed, the more is affected the result by noise. This is due 
to the special noises of the images of this type (IVUS), which deviates the snake from the 
correct border and if an error occurs, its correction in higher levels is almost irreparable. 
Quantitative comparisons between fuzzy integral operators used in different levels of 
fusion, are shown in Table 3. The numbers in the table are the algorithm efficiency in finding 
the borders detected by the specialist.  
 

 
Fusion using  Choquet fuzzy 

integral operator 
Fusion using Sugeno fuzzy 

integral operator 
Data 
Level 

Fusion 
91.87% 93.125% 

Feature 
Level 

Fusion 
90.42% 91.58% 

Decision 
Level 

Fusion 
88.96% 89.11% 

Table 3. Quantitative comparison between fuzzy integral operators used for fusion in 
different levels 

5. Conclusion 

In this article, taking into account the low quality of the IVUS images, edge-preserving 
smoothing and also wavelet transform were performed as pre-processing actions in order to 
improve the performance of detecting the coronary layers. Detecting the borders using 
deformable models was performed next; but due to the especial imaging noises of the IVUS 
pictures, fusion of these images verified efficient. Using fuzzy integral operators in three levels 
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including data, feature and decision the images were fused, in which detecting borders in the 
fused images using Sugeno operator, and in data level was more successful than the others. 
This method has the advantage of being fully automated, without needing the initial contour 
to be manually assigned. The merit of this method comparing with similar methods is also its 
acceptable executing time, which is very important for curing patients. 
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1. Introduction 

Image fusion is used for many purposes. Very often it is used to produce an image with an 
improved spatial resolution. The most common situation is represented by a pair of images 
where the first acquired by a multispectral sensor has a pixel size greater than the pixel size of 
the second image acquired by a panchromatic sensor. Combining these images, fusion 
produces a new multispectral image with a spatial resolution equal to the panchromatic one. 
In addition, image fusion introduces important distortion on the pixel spectra which in turn 
improve the information content of remote sensing (RS) images (Teggi et al. 2003). Over the 
years, different fusion methods have been developed for improving spatial and spectral 
resolutions of RS data sets. The techniques most encountered in the literature are the intensity-
hue-saturation (IHS) transform, the Brovey transform, the principal components analysis 
(PCA) method, the Gram-Schmidt method, the local mean matching method, the local mean 
and variance matching method, the least square fusion method, the wavelet-based fusion 
method, the multiplicative and the Ehlers Fusion (Karathanassi et al. 2007, Ehlers et al.  2008). 
Most fusion applications use modified approaches or combinations of these methods. 
In case of RS data sets, three different fusions such as fusion of optical data with optical 
data, fusion of microwave data with microwave data and fusion of optical and microwave 
data sets can be conducted. For several decades, fusion of multiresolution optical images has 
been successfully used for the improvement of information contents of images for visual 
interpretation as well as for the enhancement of land surface features. Many studies have 
been conducted on the improvement of spatial resolution of multispectral images by the use 
of the high frequencies of panchromatic images, while preserving the spectral information 
(Mascarenhas et al. 1996, Saraf 1999, Teoh et al. 2001, Teggi et al. 2003, Gonzalez et al. 2004, 
Colditz  et al. 2006, Deng et al. 2008, Li and Leung 2009). A number of authors have 
attempted to successfully fuse the interferometric or multifrequency SAR images (Soh and 
Tsatsoulis 1999, Verbyla 2001, Baghdadi et al. 2002, Costa 2005, Palubinskas and Datcu 2008). 
Unlike the fusion of optical images, most fusions of the synthetic aperture radar (SAR) data 
sets have attempted to increase the spectral variety of the classes. 
Over the years, the fusion of optical and SAR data sets has been widely used for different 
applications. It has been found that the images acquired at optical and microwave ranges of 
electro-magnetic spectrum provide unique information when they are integrated 
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(Amarsaikhan et al. 2007). Now image fusion based on the integration of multispectral 
optical and multifrequency microwave data sets is being efficiently used for interpretation, 
enhancement and analysis of different land surface features. As it is known, optical data 
contains information on the reflective and emissive characteristics of the Earth surface 
features, while the SAR data contains information on the surface roughness, texture and 
dielectric properties of natural and man-made objects. It is evident that a combined use of 
the optical and SAR images will have a number of advantages because a specific feature 
which is not seen on the passive sensor image might be seen on the microwave image and 
vice versa because of the complementary information provided by the two sources 
(Amarsaikhan et al. 2004, Amarsaikhan et al. 2007). Many authors have proposed and 
applied different techniques to combine optical and SAR images in order to enhance various 
features and they all judged that the results from the fused images were better than the 
results obtained from the individual images (Wang et al. 1995, Pohl and Van Genderen 1998, 
Ricchetti 2001, Herold  and Haack 2002, Amarsaikhan and Douglas 2004, Westra et al.  2005, 
Ehlers et al.  2008, Saadi and Watanabe 2009, Zhang 2010). Although, many studies of image 
fusion have been conducted for derivation of new algorithms for the enhancement of 
different features, still little research has been done on the influence of image fusions on the 
automatic extraction of different thematic information within urban environment. 
For many years, for the extraction of thematic information from multispectral RS images, 
different supervised and unsupervised classification methods have been applied (Storvik et 
al. 2005, Meher et al. 2007). Unlike the single-source data, data sets from multiple sources 
have proved to offer better potential for discriminating between different land cover types. 
Many authors have assessed the potential of multisource images for the classification of 
different land cover classes (Munechika et al. 1993, Serpico and Roli 1995, Benediktsson et al. 
1997, Hegarat-Mascle et al. 2000, Amarsaikhan and Douglas 2004, Amarsaikhan et al. 2007). 
In RS applications, the most widely used multisource classification techniques are statistical 
methods, Dempster–Shafer theory of evidence, neural networks, decision tree classifier, and 
knowledge-based methods (Solberg et al. 1996, Franklin et al. 2002, Amarsaikhan et al. 2007). 
The aim of this study is a) to investigate and evaluate different image fusion techniques for the 
enhancement of spectral variations of urban land surface features and b) to apply a 
knowledge-based classification method for the extraction of land cover information from the 
fused images in order to update urban geographical information system (GIS). The proposed 
image fusion includes two different approaches such as fusion of SAR data with SAR data (ie, 
SAR/SAR approach) and fusion of optical data with SAR data (ie, optical/SAR approach), 
while the knowledge-based method includes different rules based on the spectral and spatial 
thresholds. For the actual analysis, multisource satellite images with different spatial 
resolutions as well as some GIS data of the urban area in Mongolia have been used. 

2. Test site and data sources 

As a test site, Ulaanbaatar, the capital city of Mongolia has been selected. Ulaanbaatar is 
situated in the central part of Mongolia, on the Tuul River, at an average height of 1350m 
above sea level and currently has about 1 million inhabitants. The city is surrounded by the 
mountains which are spurs of the Khentii Mountain Ranges. Founded in 1639 as a small 
town named Urga, today it has prospered as the main political, economic, business, 
scientific and cultural centre of the country. 
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The city is extended from the west to the east about 30km and from the north to the south 
about 20km. However, the study area chosen for the present study covers mainly the central 
and western parts and is characterized by such classes as built-up area, ger (Mongolian 
national dwelling) area, green area, soil and water. Figure 1 shows ASTER image of the test 
site, and some examples of its land cover. 
 

 

Fig. 1. 2008 ASTER image of the selected part of Ulaanbaatar (B1=B, B3=G, B2=R). 1-built-up 
area; 2-ger area; 3-green area; 4-soil; 5-water. The size of the displayed area is about 
8.01kmx6.08km. 

In the present study, for the enhancement of urban features, ASTER data of 23 September 
2008, ERS-2 SAR data of 25 September 1997 and ALOS PALSAR data of 25 August 2006 
have been used. Although ASTER has 14 multispectral bands acquired in visible, near 
infrared, middle infrared and thermal infrared ranges of electro-magnetic spectrum, in the 
current study, green (band 1), red (band 2) and near infrared (band 3) bands with a spatial 
resolution of 15m have been used. ERS-2 SAR is a European RS radar satellite which 
acquires VV polarized C-band data with a spatial resolution of 25m. ALOS PALSAR is a 
Japanese Earth observation satellite carrying a cloud-piercing L-band radar which is 
designed to acquire fully polarimtric images. In the present study, HH, VV and HV 
polarization intensity images of ALOS PALSAR have been used. 

3. Co-registration of multisource images and speckle suppression of the SAR 
images 

At the beginning, the ALOS PALSAR image was rectified to the coordinates of the ASTER 
image using 12 ground control points (GCPs) defined from a topograpic map of the study 
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area. The GCPs have been selected on clearly delineated crossings of roads, streets and city 
building corners. For the transformation, a second-order transformation and nearest-
neighbour resampling approach were applied and the related root mean square error 
(RMSE) was 0.94 pixel. Then, the ERS-2 SAR image was rectified and its coordinates were 
transformed to the coordinates of the rectified ALOS PALSAR image. In order to rectify the 
ERS-2 SAR image, 14 more regularly distributed GCPs were selected from different parts of 
the image. For the actual transformation, a second-order transformation was used. As a 
resampling technique, the nearest-neighbour resampling approach was applied and the 
related RMSE was 0.98 pixel. 
 

 

Fig. 2. The comparison of the ALOS PALSAR images, speckle suppressed by 3x3 size local 
region (a), lee-sigma (b), frost (c) and gammamap (d) filters. 

As the microwave images have a granular appearance due to the speckle formed as a result 

of the coherent radiation used for radar systems; the reduction of the speckle is a very 

important step in further analysis. The analysis of the radar images must be based on the 

techniques that remove the speckle effects while considering the intrinsic texture of the 

image frame (Ulaby et al. 1986, Amarsaikhan and Douglas 2004, Serkan et al. 2008). In this 

study, four different speckle suppression techniques such as local region, lee-sigma, frost 

and gammamap filters (ERDAS 1999) of 3x3 and 5x5 sizes were applied to the ALOS 

PALSAR image and compared in terms of delineation of urban features and texture 
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information. After visual inspection of each image, it was found that the 3x3 gammamap 
filter created the best image in terms of delineation of different features as well as 
preserving content of texture information. In the output images, speckle noise was reduced 
with very low degradation of the textural information. The comparison of the speckle 
suppressed images is shown in Figure 2. 

4. Image fusion 

The concept of image fusion refers to a process, which integrates different images from 
different sources to obtain more information, considering a minimum loss or distortion of 
the original data. In other words, the image fusion is the integration of different digital 
images in order to create a new image and obtain more information than can be separately 
derived from any of them (Pohl and Van Genderen 1998, Ricchetti 2001, Amarsaikhan et al. 
2009a). In the case of the present study, for the urban areas, the radar images provide 
structural information about buildings and street alignment due to the double bounce effect, 
while the optical image provides the information about the spectral variations of different 
urban features. Moreover, the SAR images contain multitemporal changes of land surface 
features and provide some additional information about soil moisture condition due to 
dielectric properties of the soil. Over the years, different data fusion techniques have been 
developed and applied, individually and in combination, providing users and decision-
makers with various levels of information. Generally, image fusion can be performed at 
pixel, feature and decision levels (Abidi and Gonzalez 1992, Pohl and Van Genderen 1998). 
In this study, data fusion has been performed at a pixel level and the following rather 
common and more complex techniques were compared: (a) multiplicative method, (b) 
Brovey transform, (c) the PCA, (d) Gram-Schmidt fusion, (f) wavelet-based fusion, (f) Elhers 
fusion. Each of these techniques is briefly discussed below. 
Multiplicative Method: This is the most simple image fusion technique. It takes two digital 
images, for example, high resolution panchromatic and low resolution multispectral data, 
and multiplies them pixel by pixel to get a new image (Seetha et al. 2007). It can be 
formulated as follows: 

 Red = (Low	Resolution	Bandଵ ∗ High	Resolution	Bandଵ) (1a) 

 Green = (Low	Resolution	Bandଶ ∗ High	Resolution	Bandଶ) (1b) 

 Blue = (Low	Resolution	Bandଷ ∗ High	Resolution	Bandଷ) (1c) 

Brovey transform: This is a simple numerical method used to merge different digital data 
sets. The algorithm based on a Brovey transform uses a formula that normalises 
multispectral bands used for a red, green, blue colour display and multiplies the result by 
high resolution data to add the intensity or brightness component of the image (Vrabel 
1996). The formulae used for the Brovey transform can be described as follows: 

 Red = ୟ୬ୢభ∑ ୟ୬ୢసభ ∗ High	Resolution	Band (2a) 

 Green = ୟ୬ୢమ∑ ୟ୬ୢసభ ∗ High	Resolution	Band (2b) 

 Blue = ୟ୬ୢయ∑ ୟ୬ୢసభ ∗ High	Resolution	Band (2c) 
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PCA: The most common understanding of the PCA is that it is a data compression technique 
used to reduce the dimensionality of the multidimensional datasets or bands (Richards and 
Jia, 1999). The bands of the PCA data are noncorrelated and are often more interpretable 
than the source data. The process is easily explained if we consider a two dimensional 
histogram which forms an ellipse. When the PCA is performed, the axes of the spectral 
space are rotated, changing the coordinates of each pixel in spectral space. The new axes are 
parallel to the axes of the ellipse. The length and direction of the widest transect of the 
ellipse are calculated using a matrix algebra. The transect, which corresponds to the major 
axis of the ellipse, is called the first principal component of the data. The direction of the 
first principal component is the first eigenvector, and its length is the first eigenvalue. A new 
axis of the spectral space is defined by this first principal component. The second principal 
component is the widest transect of the ellipse that is perpendicular to the first principal 
component. As such, the second principal component describes the largest amount of 
variance in the data that is not already described by the first principal component. In a two-
dimensional case, the second principal component corresponds to the minor axis of the 
ellipse (ERDAS 1999). 
In n dimensions, there are n principal components. Each successive principal component is 
the widest transect of the ellipse that is orthogonal to the previous components in the n-
dimensional space, and accounts for a decreasing amount of the variation in the data which 
is not already accounted for by previous principal components. Although there are n output 
bands in a PCA, the first few bands account for a high proportion of the variance in the data. 
Sometimes, useful information can be gathered from the principal component bands with 
the least variances and these bands can show subtle details in the image that were obscured 
by higher contrast in the original image (ERDAS 1999). 
To compute a principal components transformation, a linear transformation is performed on 
the data meaning that the coordinates of each pixel in spectral space are recomputed using a 
linear equation. The result of the transformation is that the axes in n-dimensional spectral 
space are shifted and rotated to be relative to the axes of the ellipse. To perform the linear 
transformation, the eigenvectors and eigenvalues of the n principal components must be 
derived from the covariance matrix, as shown below: 

 D = Dଵ ⋯ 0⋮ ⋱ ⋮0 ⋯ D୬൩ (3) 

 E∗Cov∗ET=D (4) 

Where: 
E=matrix of eigenvectors 
Cov=covariance matrix 
T=transposition function 
D=diagonal matrix of eigenvalues in which all non-diagonal elements are zeros and D is 
computed so that its non-zero elements are ordered from greatest to least, so that Dଵ>Dଶ>Dଷ…>D୬. 
Gram-Schmidt fusion method: Gram-Schmidt process is a procedure which takes a non-
orthogonal set of linearly independent functions and constructs an orthogonal basis over an 
arbitrary interval with respect to an arbitrary weighting function. In other words, this 
method creates from the correlated components non- or less correlated components by 
applying orthogonalization process (Karathanassi et al. 2008). 
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In any inner product space, we can choose the basis to work. It often simplifies the 
calculations to work in an orthogonal basis. Let us suppose that K = {v1, v2,…, vn} is an 
orthogonal basis for an inner product space V. Then it is a simple matter to express any 
vector ݓ ∈ ܸ as a linear combination of the vectors in K: 

 ω = 〈୵,୴భ〉‖୴భ‖మ vଵ + 〈୵,୴మ〉‖୴మ‖మ vଶ + ⋯+ 〈୵,୴〉‖୴‖మ v୬ (5) 

Given an arbitrary basis {u1, u2,…, un} for n-dimensional inner product space V, the Gram-
Schmidt algorithm constructs an orthogonal {v1, v2,…, vn} for V and the process can be 
described as follows: 

 v1= u1 (6a) 

 v2= u2-projectw1 u2 = u2− 〈୳మ,୴భ〉‖୴భ‖మ vଵ (6b) 

 v3= u3-projectw2 u3 = u3− 〈୳య,୴భ〉‖୴భ‖మ vଵ − 〈୳య,୴మ〉‖୴మ‖మ vଶ (6c) 

 v4= u4-projectw3 u4 = u4− 〈୳ర,୴భ〉‖୴భ‖మ vଵ − 〈୳ర,୴మ〉‖୴మ‖మ vଶ − 〈୳ర,୴య〉‖୴య‖మ vଷ (6d) 

Where: 
w1-space spanned by v1 
projectw1 u2 is the orthogonal projection of u2 on v1 
w2-space spanned by v1 and v2 

w3-space spanned by v1, v2 and v3. 
This process continues up to vn. The resulting orthogonal set {v1, v2,…, vn} consists of n-
linearly independent vectors in V and forms an orthogonal basis for V. 
Generally, orthogonalization is important in diverse applications in mathematics and other 
applied sciences because it can often simplifiy calculations or computations by making it 
possible, for instance, to do the calculation in a recursive manner. 
Wavelet-based fusion: The wavelet transform decomposes the signal based on elementary 
functions, that is the wavelets. By using this, an image is decomposed into a set of multi-
resolution images with wavelet coefficients. For each level, the coefficients contain spatial 
differences between two successive resolution levels. The wavelet transform can be 
expressed as follows: 

 WT(f)(a, b) = ଵ√ୟ  fା∞ି∞ (t)φ ቀ୲ିୠୟ ቁ dt (7) 

Where: 
a-scale parameter 
b-translation parameter. 
Practical implementation of the wavelet transform requires discretisation of its translation 
and scale parameters. In general, a wavelet-based image fusion can be performed by either 
replacing some wavelet coefficients of the low-resolution image by the corresponding 
coefficients of the high-resolution image or by adding high resolution coefficients to the 
low-resolution data (Pajares and Cruz, 2004). In the present study, ‘Wavelet Resolution 
Merge’ tool of Erdas Imagine was used and the algorithm behind this tool uses biorthogonal 
transforms. Processing steps of the wavelet-based image fusion are as follows: 
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 Decompose a high resolution panchromatic image into a set of low resolution 
panchromatic images with wavelet coefficients for each level. 

 Replace  low resolution panchromatic images with multispectral bands at the same 
spatial resolution level. 

 Perform a reverse wavelet transform to convert the decomposed and replaced 
panchromatic set back to the original panchromatic resolution level. 

Elhers fusion: This is a fusion technique used for the spectral characteristics preservation of 
multitemporal and multi-sensor data sets. The fusion is based on an IHS transformation 
combined with filtering in the Fourier domain and the IHS transform is used for optimal 
colour separation. As the spectral characteristics of the multispectral bands are preserved 
during the fusion process, there is no dependency on the selection or order of bands for the 
IHS transform (Ehlers 2004). 
The IHS method uses three positional parameters such as Intensity, Hue and Saturation. 
Intensity is the overall brightness of the scene and deviod of any colour content. Hue is the 
dominant wavelength of the light contributing to any color. Saturation indicates the purity 
of colour. In this method, the H and S components contain the spectral information, while 
the I component represents the spatial information (Pohl and Van Genderen 1998, Ricchetti 
2001). The transformation from red, green, blue (RGB) colour space to IHS space is a 
nonlinear, lossless and reversible process. It is possible to vary each of the IHS components 
without affecting the others. It is performed by a rotation of axis from the first orthogonal 
RGB system to a new orthogonal IHS system. The equations describing the transformation 
to the IHS  (Pellemans et al. 1993) can be written as follows: 

 ቊݖݕݔቋ = ۔ە
ۓ ଵ√ଷ √ଶ√ଷ 0− √ଶ√ଷ ଵ√ଷ 00 0 1ۙۘ

ۗ൞ ଵ√ଶ 0 ଵ√ଶ0 1 0− ଵ√ଶ 0 ଵ√ଶൢ ൝ܴܤܩൡ (8) 

 I=	(୶ା୷ା)୍ౣ(ୌ,ୗ)  (9) 

 H=	tanିଵ ቂ− √√୶ቃ (10) 

 S=	cosିଵ  ඥ୷ඥ୶ା୷ା൨ /K୫(H) (11)  

Where: I୫(H, S)-maximum intensity permitted at a given H and co-latitude K୫(H)-maximum co-latitude permitted at a given H. 
Unlike the standard approach, the Elhers fusion is extended to include more than 3 bands 
using multiple IHS transforms until the number of bands is fulfilled. A subsequent Fourier 
transform of the intensity component and the panchromatic image allows an adaptive filter 
design in the frequency domain.  
By the use of the fast Fourier transform (FFT) techniques, the spatial components to be 
enhanced or suppressed can be directly accessed. The intensity spectrum is filtered with a 
low pass filter (LP) whereas the panchromatic spectrum is filtered with an inverse high pass 
filter (HP). After filtering, the images are transformed back into the spatial domain with an 
inverse FFT and added together to form a fused intensity component with the low-
frequency information from the low resolution multispectral image and the high-frequency 



 
Fusion of Multisource Images for Update of Urban GIS 135 

 
Fig. 3. Steps to implement the Elhers fusion. 

information from the panchromatic image. This new intensity component and the original 
hue and saturation components of the multispectral image form a new IHS image. As the 
last step, an inverse IHS transformation produces a fused RGB image (Ehlers et al. 2008). 
This procedure can be illustrated as shown in Figure 3. 

4.1 Comparison of the fusion methods using SAR/SAR approach 
Generally, interpretation of microwave data is based on the backscatter properties of the 
surface features and most SAR image analyses are based on them. Below the backscatter 
characteristics of the available five classes have been described. In case of two urban classes 
(ie, built-up and ger areas), at both L-band and C-band frequencies the backscatter would 
contain information about street alignment, building size, density, roofing material, its 
orientation, vegetation and soil, that is it would contain all kinds of scattering. Roads and 
buildings can reflect a larger component of radiation if they are aligned at right angles to the 
incident radiation. Here, the intersection of a road and a building tends to act as a corner 
reflector. The amount of backscatter is very sensitive to street alignment. The areas of streets 
and buildings aligned at right angles to the incident radiation will have very bright 
appearance and non-aligned areas will have darker appearance in the resulting image. 
Volume and surface scattering will also play an important role in the response from urban 
areas. Therefore, these classes will have higher backscatter return resulting in bright 
appearances on the images. 
In the study site, green area consists of some forest and vegetated surface. In the case of 
forest, at L-band frequency the wavelength will penetrate to the forest canopy and will 
cause volume scattering to be derived from multiple-path reflections among twigs, 
branches, trunks and ground, while at C-band frequency only volume scattering from the 
top layer can be expected, because the wavelength is too short to penetrate to the forest 
layer. The vegetated surface will act as mixtures of small bush, grass and soil and the 
backscatter will depend on the volume of either of them. Also plant geometry, density and 
water content are the main factors influencing the backscatter coming from the vegetation 
cover. As a result, green areas will have brighter appearance on the image. The backscatter 
of soil depends on the surface roughness, texture, existing surface patterns, moisture 
content, as well as wavelength and incident angle. The presence of water strongly affects the 
microwave emissivity and reflectivity of a soil layer. At low moisture levels there is a low 
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increase in the dielectric constant. Above a critical amount, the dielectric constant rises 

rapidly. This increase occurs when moisture begins to operate in a free space and the 

capacity of a soil to hold and retain moisture is directly related to the texture and structure 

of the soil. As can be seen, soil will have brighter appearance if it is wet and dark 

appearance if it is dry. Water should have the lowest backscatter values and dark 

appearance at both frequencies because of its specular reflection that causes less reflection 

towards the radar antenna. 

 

 

Fig. 4. Comparison of the fused images of ALOS PALSAR and ERS-2 SAR: (a) the image 
obtained by multiplicative method; (b) Brovey transformed image; (c) PC image (red=PC1, 
green=PC2; blue=PC3); (d) the image obtained by Gram-Schmidt fusion; (e) the image 
obtained by wavelet-based fusion; (f) the image obtained by Elhers fusion. 
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As can be seen from figure 4, the images created by the multiplicative method, Brovey 
transform and Gram-Schmidt fusion have very similar appearances. On these images, the 
built-up and ger areas have either similar (figure 4b) or mixed appearances (figure 4a, d). 
The green area has similar appearance as the built-up area. This means that the backscatter 
from double bounce effect in the built-up area has similar power as the volume and diffuse 
scattering from the green area. Moreover, it is seen that on all images (except the PC image), 
soil and water classes have dark appearances because of their specular reflection (though in 
some areas wet soil has increased brightness). As the original bands have been transformed 
to the new principle components, it is not easy to recognize the available classes on the 
image created by the PCA (figure 4c). On the PC image, the two urban classes, some roads 
aligned at right angles to the radar antenna as well as some areas affected by radar layover 
have magenta-reddish appearances, while other classes form different mixed classes. On the 
image created by the wavelet-based fusion (figure 4e), it is not possible to distinguish much 
detail. On this image, the two urban classes and green area as well as soil and water classes 
have similar appearances. Furthermore, it is seen that the image created by the Elhers fusion 
(figure 4f) looks similar to the image created by the Gram-Schmidt fusion, but has more light 
appearances. Overall, it is seen that the fused SAR images cannot properly distinguish the 
available spectral classes. 

4.2 Comparison of the fusion methods using optical/SAR approach 
Initially, the above mentioned fusion methods have been applied to such combinations as 
ASTER and HH, HV and VV polarization components of PALSAR as well as ASTER and 
ERS-2 SAR. Then, to obtain good colour images that can illustrate spectral and spatial 
variations of the classes of objects on the images, the fused images have been visually 
compared. In the case of the multiplicative method, the fused image of ASTER and PALSAR 
HH polarization (figure 5a) demonstrated a better result compared to other combinations, 
while in the case of Brovey transform the combination of ASTER and ERS-2 SAR (figure 5b) 
created a good image. On the image obtained by the multiplicative method, the built-up and 
ger areas have similar appearances, however, the green area, soil and water classes have 
total separations. Likewise, on the image obtained by the Brovey transform, the built-up and 
ger areas have similar appearances, whereas the green area and soil classes have total 
separations. Moreover, on this image, a part of the water class is mixed with other classes. 
PCA has been applied to such combinations as ASTER and ERS-2 SAR, ASTER and PALSAR, 
and ASTER, PALSAR and ERS-2 SAR. When the results of the PCA were compared, the 
combination of ASTER, PALSAR and ERS-2 SAR demonstrated the best result than the other 
two combinations. The result of the final PCA is shown in table 1. As can be seen from table 1, 
PALSAR HH polarisation and ERS-2 SAR have very high negative loadings in PC1 and PC2. 
In these PCs, visible bands of ASTER also have moderate to high loadings. 
This means that PC1 and PC2 contain the characteristics of both optical and SAR images. 
Although, PC3 contained 7.0% of the overall variance and had moderate to high loadings of 
ASTER band1, PALSAR HH polarisation and ERS-2 SAR, visual inspection revealed that it 
contained less information related to the selected classes. However, visual inspection of PC4 
that contained 5.6% of the overall variance, in which VV polarisation of PALSAR has a high 
loading, revealed that this feature contained useful information related to the textural 
difference between the built-up and ger areas. The inspection of the last PCs indicated that 
they contained noise from the total data set. The image obtained by the PCA is shown in 
figure 5c. As can be seen from figure 5c, although the PC image could separate the two 
urban classes, in some parts of the image, it created a mixed class of green area and soil. 
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Fig. 5. Comparison of the fused optical and SAR images: (a) the image obtained by 

multiplicative method (ASTER and PALSAR-HH); (b) Brovey transformed image (ASTER 

and ERS-2 SAR); (c) PC image (red=PC1, green=PC2; blue=PC3); (d) the image obtained by 

Gram-Schmidt fusion (ASTER and ERS-2 SAR); (e) the image obtained by wavelet-based 

fusion (ASTER and ERS-2 SAR); (f) the image obtained by Elhers fusion (ASTER and 

PALSAR-VV). 

In the case of the Gram-Schmidt fusion, the integrated image of ASTER and ERS-2 SAR 
(figure 5d) demonstrated a better result compared to other combinations. Although, the 
image contained some layover effects available on the ERS-2 image, looked very similar to 
the image obtained by the multiplicative method. In the case of the wavelet-based fusion, 
the fused image of ASTER and ERS-2 SAR (figure 5e) demonstrated a better result compared 
to other combinations, too. Also, this image looked better than any other images obtained by 
other fusion methods. On this image, all available five classes could be distinguished by 
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their spectral properties. Moreover, it could be seen that some textural information has been 
added for differentiation between the classes: built-up area and ger area. In the case of the 
Elhers fusion, the integrated image of ASTER and PALSAR VV polarization (figure 5f) 
demonstrated a better result compared to other combinations. Although, this image had a 
blurred appearance due to speckle noise, still could very well separate green area, soil and 
water classes. Figure 5 shows the comparison of the images obtained by different fusion 
methods. 
 

 PC1 PC2 PC3 PC4 PC5 PC6 PC7 

ASTER band1 0.33 0.44 0.42 0.35 0.44 0.39 0.17 

ASTER band2 0.50 0.37 0.34 -0.34 -0.38 -0.33 -0.32 

ASTER band3 0.02 0.07 0.11 -0.09 -0.32 -0.19 0.91 

PALSAR HH -0.77 0.34 0.47 -0.14 0.06 -0.15 -0.08 

PALSAR HV 0.14 -0.07 -0.06 -0.49 0.73 -0.40 0.13 

PALSAR VV 0.02 -0.01 0.01 0.69 0.08 -0.71 -0.04 

ERS-2 SAR 0.07 -0.73 0.67 0.01 -0.01 0.02 -0.01 

Eigenvalues 8873.3 4896.7 1159.7 934.6 459.2 147.7 81.7 

Variance (%) 53.6 29.6 7.0 5.6 2.8 0.89 0.51 

Table 1. Principal component coefficients from ASTER, PALSAR and ERS-2 SAR images. 

5. Evaluation of features and urban land cover classification 

5.1 Evaluation of features using supervised classification 
Initially, in order to define the sites for the training signature selection, from the multisensor 
images, two to four areas of interest (AOI) representing the selected five classes (built-up 
area, ger area, green area, soil and water) have been selected through thorough analysis 
using a polygon-based approach. The separability of the training signatures was firstly 
checked in feature space and then evaluated using transformed-divergence (TD) 
separability measure (table 2). The values of TD separability measure range from 0 to 2000 
and indicate how well the selected pairs are statistically separate. The values greater than 
1900 indicate that the pairs have good separability (ERDAS 1999, ENVI 1999). After the 
investigation, the samples that demonstrated the greatest separability were chosen to form 
the final signatures. The final signatures included 2669 pixels for built-up area, 592 pixels for 
ger area, 241 pixels for green area, 1984 pixels for soil and 123 pixels for water. 
In general, urban areas are complex and diverse in nature and many features have similar 
spectral characteristics and it is not easy to separate them by the use of ordinary feature 
combinations. For the successful extraction of the urban land cover classes, reliable features 
derived from different sources should be used. In many cases, texture features derived from 
the occurrence and co-occurrence measures are used as additional reliable sources 
(Amarsaikhan et al. 2010). However, in the present study, the main objective was to evaluate 
the features obtained by the use of different fusion approaches. Therefore, for the 
classification the following feature combinations were used: 
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1. The features obtained by the use of the multiplicative method using SAR/SAR 
approach 

2. The features obtained by the use of the multiplicative method using optical/SAR 
approach 

3. The features obtained by the use of the Brovey transform using SAR/SAR approach 
4. The features obtained by the use of the Brovey transform optical/SAR approach 
5. The PC1, PC2 and PC3 of the PCA obtained using SAR/SAR approach 
6. The PC1, PC2 and PC4 of the PCA obtained using optical/SAR approach 
7. The features obtained by the use of the Gram-Schmidt fusion using SAR/SAR approach 
8. The features obtained by the use of the Gram-Schmidt fusion using optical/SAR 

approach 
9. The features obtained by the use of the wavelet-based fusion using SAR/SAR approach 
10. The features obtained by the use of the wavelet-based fusion using optical/SAR 

approach 
11. The features obtained by the use of the Elhers fusion using SAR/SAR approach 
12. The features obtained by the use of the Elhers fusion using optical/SAR approach 
13. The combined features of ASTER and PALSAR 
14. The combined features of ASTER and ERS-2 SAR 
15. The combined features of ASTER, PALSAR and ERS-2 SAR. 
 

 Builtup area Ger area Green area Soil Water 

Builtup area 0.000 787 1987 844 2000 

Ger area 787 0.000 1999 1706 2000 

Green  area 1987 1999 0.000 1903 2000 

Soil 844 1706 1903 0.000 2000 

Water 2000 2000 2000 2000 0.000 

Table 2. The separabilities measured by TD separability measure. 

For the actual classification, a supervised statistical maximum likelihood classification 
(MLC) has been used assuming that the training samples have the Gaussian distribution 
(Richards and Xia 1999). The final classified images are shown in figure 6(1–15). As seen 
from figure 6(1–15), the classification results of the SAR/SAR approach give the worst 
results, because there are high overlaps among classes: built-up area, ger area, soil and green 
area. However, these overlaps decrease on other images for the classification of which SAR 
as well as optical bands have been used. As could be seen from the overall classification 
results (table 3), although the combined use of optical and microwave data sets produced a 
better result than the single source image, it is still very difficult to obtain a reliable land 
cover map by the use of the standard technique, specifically on decision boundaries of the 
statistically overlapping classes. 
For the accuracy assessment of the classification results, the overall performance has been 
used. This approach creates a confusion matrix in which reference pixels are compared with 
the classified pixels and as a result an accuracy report is generated indicating the 
percentages of the overall accuracy (ERDAS 1999). As ground truth information, different 
AOIs containing 12578 purest pixels have been selected. 
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Fig. 6. Comparison of the MLC results for the selected classes (cyan-built-up area; dark cyan-

ger area; green-green area; sienna-soil; blue-water). Classified images of: 1-multiplicative 

method using SAR/SAR approach, 2-multiplicative method using optical/SAR approach, 3-

Brovey transform using SAR/SAR approach, 4-Brovey transform optical/SAR approach, 5- 

PCA using SAR/SAR approach, 6- PCA using optical/SAR approach, 7- Gram-Schmidt fusion 

using SAR/SAR approach, 8- Gram-Schmidt fusion using optical/SAR approach, 9- wavelet-

based fusion using SAR/SAR approach, 10- wavelet-based fusion using optical/SAR 

approach, 11-Elhers fusion using SAR/SAR approach, 12- Elhers fusion using optical/SAR 

approach, 13- features of ASTER and PALSAR, 14- features of ASTER and ERS-2 SAR, 15- 

features of ASTER, PALSAR and ERS-2 SAR. 
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AOIs were selected on a principle that more pixels to be selected for the evaluation of the 
larger classes such as built-up area and ger area than the smaller classes such as green area 
and water. The overall classification accuracies for the selected classes are shown in table 3. 
 

The bands (features) used for the MLC Overall accuracy (%) 

Multiplicative method using SAR/SAR approach 46.12 

Multiplicative method using optical /SAR approach 78.17 

Brovey transform using SAR/SAR approach 41.57 

Brovey transform optical/SAR approach 74.34 

PCA using SAR/SAR approach 71.83 

PCA using optical/SAR approach 81.92 

Gram-Schmidt fusion using SAR/SAR approach 40.86 

Gram-Schmidt fusion using optical/SAR approach 74.08 

Wavelet-based fusion using SAR/SAR approach 65.78 

Wavelet-based fusion using optical/SAR approach 76.26 

Elhers fusion using SAR/SAR approach 51.72 

Elhers fusion using optical/SAR approach 60.08 

ASTER and PALSAR 79.98 

ASTER and ERS-2 SAR 78.43 

ASTER, PALSAR and ERS-2 SAR 80.12 

Table 3. The overall classification accuracy of the classified images. 

5.2 Knowledge-based classification 
In years past, knowledge-based techniques have been widely used for the classification of 
different RS images. The knowledge in image classification can be represented in different 
forms depending on the type of knowledge and necessity of its usage. The most commonly 
used techniques for knowledge representation are a rule-based approach and neural 
network classification (Amarsaikhan and Douglas 2004). In the present study, for separation 
of the statistically overlapping classes, a rule-based algorithm has been constructed. A rule-
based approach uses a hierarchy of rules, or a decision tree describing the conditions under 
which a set of low-level primary objects becomes abstracted into a set of the high-level 
object classes. The primary objects contain the user-defined variables and include 
geographical objects represented in different structures, external programmes, scalars and 
spatial models (ERDAS 1999). 
The constructed rule-based algorithm consists of 2 main hierarchies. In the upper hierarchy, 
on the basis of knowledge about reflecting and backscattering characteristics of the selected 
five classes, a set of rules which contains the initial image classification procedure based on 
a Mahalanobis distance rule and the constraints on spatial thresholds were constructed. The 
Mahalanobis distance decision rule can be written as follows: 
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 MDk=(xi- mk)t Vk-1(xi- mk) (12) 

Where: 
xi-vector representing the pixel 
mk-sample mean vector for class k  
Vk-sample variance-covariance matrix of the given class. 
It is clear that a spectral classifier will be ineffective if applied to the statistically overlapping 
classes such as built-up area and ger area because they have very similar spectral 
characteristics in both optical and microwave ranges. For such spectrally mixed classes, 
classification accuracies can be improved if the spatial properties of the classes of objects 
could be incorporated into the classification criteria. The spatial thresholds can be 
determined on the basis of historical thematic spatial data sets or from local knowledge 
about the site. In this study, the spatial thresholds were defined based on local knowledge 
about the test area. 
 

 
Fig. 7. Classification result obtained by the knowledge-based classification (cyan-built-up 
area; dark cyan-ger area; green-green area; sienna-soil; blue-water). 

In the initial image classification, for separation of the statistically overlapping classes, only 
pixels falling outside of the spatial thresholds and the PC1, PC2 and PC4 of the PCA 
obtained using optical/SAR approach, were used. The pixels falling outside of the spatial 
thresholds were temporarily identified as unknown classes and further classified using the 
rules in which other spatial thresholds were used. As can be seen from the pre-classification 
analysis, there are different statistical overlaps among the classes, but significant overlaps 
exist among the classes: built-up area, ger area and soil. In the lower hierarchy of the rule-
base, different rules for separation of these overlapping classes were constructed using 
spatial thresholds. The image classified by the constructed method is shown in Figure 7.  
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Fig. 8. The flowchart of the constructed knowledge-based classification. 

For the accuracy assessment of the classification result, the overall performance has been used, 
taking the same number of sample points as in the previous classifications. The confusion 
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matrix produced for the knowledge-based classification showed overall accuracy of 90.92%. In 
order to allow an evaluation of the class by class results, confusion matrices of the overall 
classification accuracies of the classified images using the knowledge-based classification and 
the best supervised classification (ASTER, PALSAR and ERS-2 SAR) are given in table 4a,b. As 
could be seen from figure 7 and table 4a,b, the result of the classification using the rule-based 
method is much better than result of the standard method. The flowchart of the constructed 
rule-based classification procedure is shown in Figure 8. 
 

Classified data 
Reference data 

Builtup area Ger area Green area Soil Water 

Builtup area 5212 0 0 267 0 

Ger area 187 1305 0 77 0 

Green  area 18 0 911 61 0 

Soil 297 98 126 3771 0 

Water 0 0 0 11 237 

Total 5714 1403 1037 4187 237 

Overall accuracy=90.92% (11436/12578) 
a) 
 

Classified data 
Reference data 

Builtup area Ger area Green area Soil Water 

Builtup area 4902 407 18 980 28 

Ger area 567 980 19 52 0 

Green  area 98 16 868 0 0 

Soil 109 0 132 3136 17 

Water 38 0 0 19 192 

Total 5714 1403 1037 4187 237 

Overall accuracy=80.12% (10078/12578) 
b) 

Table 4. Comparison of the detailed overall classification accuracies of the classified images 
using the knowledge-based classification and supervised classification (ASTER, PALSAR 
and ERS-2 SAR). 

6. Update of urban GIS 

In general, a GIS can be considered as a spatial decision-making tool. For any decision-
making, GIS systems use digital spatial information, for which various digitized data 
creation methods are used. The most commonly used method of data creation is the 
digitization, where hard copy maps or survey plans are transferred into digital formats 
through the use of special software programs and spatial-referencing capabilities. With the 
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emergence of the modern ortho-rectified images acquired from both space and air 
platforms, heads-up digitizing is becoming the main approach through which positional 
data is extracted (Amarsaikhan and Ganzorig 2010). Compared to the traditional method of 
tracing, heads-up digitizing involves the tracing of spatial data directly on top of the 
acquired imagery. Thus, due to rapid development in science an technology, primary spatial 
data acquisition within a GIS is becoming more and more sophisticated. 
The current GISs allow the users and decision-makers to view, understand, question, 
interpret, analyze and visualize data sets in many different ways. The power of GIS systems 
comes from the ability to relate different information in a spatial context and to reach a 
conclusion about this relationship. Most of the information we have about our world 
contains a spatial reference, placing that information at some point on the Earth’s surface. 
For example, when information about urban commercial buildings is collected, it is 
important to know where the buildings are located. This can be done by applying a spatial 
reference system that uses a special coordinate system. Comparing that information with 
other information, such as the location of the main infrastructure, one can evaluate the 
market values of the buildings. In this case, a GIS helps in revealing important new 
information that leads to better decision-making. 
 

 
Fig. 9. The digitized map, created from a topographic map of 1984 (cyan-built-up area; dark 
cyan-ger area; green-green area; sienna-soil; blue-water). 

At present, GISs are being widely used for urban planning and management. For an efficient 
decision-making, one needs accurate and updated spatial information. In urban context, 
spatial information can be collected from a number of sources such as city planning maps, 
topographic maps, digital cartography, thematic maps, global positioning system, aerial 
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photography and space RS. Of these, only RS can provide real-time information that can be 
used for the real-time spatial analysis. Over the past few years, RS techniques and 
technologies, including system capabilities have been significantly improved. Meanwhile, 
the costs for the primary RS data sets have drastically decreased (Amarsaikhan et al. 2009b). 
This means that it is possible to extract from RS images different thematic information in a 
cost-effective way and update different layers within a GIS. 
 

 

Fig. 10. A diagram for update of urban GIS via processing of multisource RS images. 

In the present study, it is assumed that there is an operational urban GIS that stores historical 
thematic layers and there is a need to update a land cover layer. The current land cover layer 
was created using an existing topographic map of 1984 and for its digitizing ArcGIS system 
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was used. The digitized map is shown in Figure 9. As the overall classification accuracy of 
the classified multisource images exceeds 90%, the result can be directly used to update the 
land cover layer of the operational GIS. For this end, a raster thematic map (i.e., classified 
image) extracted from the multisource RS data sets should be converted into a vector structure. 
After error cleaning and editing, the converted from raster to vector layer can be topologically 
structured and stored within the urban GIS. If one compares the land cover layers created 
from the topographic map and classified RS images, could see what changes had occurred. A 
diagram for update of a land cover layer of an urban GIS via processing of multisource RS 
images is shown in Figure 10. 

7. Conclusions 

The main purpose of the research was to compare the performances of different data fusion 
techniques for the enhancement of different surface features and evaluate the features 
obtained by the fusion techniques in terms of separation of urban land cover classes. For the 
data fusion, two different approaches such as fusion of SAR data with SAR data and fusion 
of optical data with SAR data were considered. As the fusion techniques, multiplicative 
method, Brovey transform, PCA, Gram-Schmidt fusion, wavelet-based fusion and Elhers 
fusion were applied. In the case of the SAR/SAR approach the fused SAR images could not 
properly distinguish the available spectral classes. In the case of the optical/SAR approach, 
although, fusion methods demonstrated different results, detailed analysis of each image 
revealed that the image obtained by the wavelet-based fusion gave a superior image in 
terms of the spatial and spectral separations among different urban features. For the 
classification of the fused images, statistical MLC and knowledge-based method were used 
and the results were compared. As could be seen from the classification results, the 
performance of the knowledge-based technique was much better than the performances of 
the standard method and output could be directly used to update urban GIS. Overall, the 
research indicated that multisource information can significantly improve the interpretation 
and classification of land cover classes and the knowledge-based method is a powerful tool 
in the production of a reliable land cover map. 
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1. Introduction  

Remote Sensing systems, particularly those deployed on satellites, provide a repetitive and 
consistent view of the Earth (Schowengerdt, 2007). To meet the needs of different remote 
sensing applications the systems offer a wide range of spatial, spectral, radiometric and 
temporal resolutions. Satellites usually take several images from frequency bands in the 
visual and non-visual range. Each monochrome image is referred to as a band and a 
collection of several bands of the same scene acquired by a sensor is called multispectral 
image (MS). A combination of three bands associated in a RGB (Red, Green, Blue) color 
system produce a color image.   
The color information in a remote sensing image by using spectral band combinations for a 
given spatial resolution increases information content which is used in many remote sensing 
applications. Otherwise, different targets in a single band may appear similar which makes 
difficult to distinguish them. Different bands can be acquired by a single multispectral 
sensor or by multiple sensors operating at different frequencies. Complementary 
information about the same scene can be available in the following cases (Simone et al., 
2002): 
 Data recorded by different sensors; 
 Data recorded by the same sensor operating in different spectral bands; 
 Data recorded by the same sensor at different polarization; 
 Data recorded by the same sensor located on platforms flying at different heights. 
In general, sensors with high spectral resolution, characterized by capturing the radiance 
from different land covers in a large number of bands of the electromagnetic spectrum, do 
not have an optimal spatial resolution, that may be inadequate to a specific identification 
task despite of its good spectral resolution (González-Audícana, 2004).  On a high spatial 
resolution panchromatic image (PAN), detailed geometric features can easily be recognized, 
while the multispectral images contain richer spectral information. The capabilities of the 
images can be enhanced if the advantages of both high spatial and spectral resolution can be 
integrated into one single image. The detailed features of such an integrated image thus can 
be easily recognized and will benefit many applications, such as urban and environmental 
studies (Shi et al., 2005). 
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With appropriate algorithms it is possible to combine multispectral and panchromatic bands 
and produce a synthetic image with their best characteristics. This process is known as 
multisensor merging, fusion, or sharpening (Pohl & Genderen, 1998; Zhang, 2004; Wald, 
2002). It aims to integrate the spatial detail of a high-resolution panchromatic image (PAN) 
and the color information of a low-resolution multispectral (MS) image to produce a high-
resolution MS image (hybrid product). The result of image fusion is a new image which is 
more suitable for human and machine perception or further image-processing tasks such as 
segmentation, feature extraction and object recognition. 
The hybrid product should offer the highest possible spatial information content while still 
preserving good spectral information quality. It is known that the spatial detailed 
information of PAN image is mostly carried by its high-frequency components, while the 
spectral information of MS image is mostly carried by its low-frequency components. If the 
high-frequency components of the MS image are simply substituted by the high-frequency 
components of the panchromatic image, the spatial resolution is improved but with the loss 
of spectral information from the high-frequency components of MS image (Guo et al., 2010; 
Li et al. 2002; Zhou et al., 1998).  
To produce hybrid images with good quality some aspects should be considered during the 
fusion process (Schowengerdt, 2007; Fonseca et al., 2008): 
 The PAN and MS images should be acquired at nearby dates. Several changes may occur 

during the interval of acquisition time: variations in the vegetation depending on the 
season of the year, different lighting conditions, construction of buildings, or changes 
caused by natural catastrophes (e.g. earthquakes, floods and volcanic eruptions); 

 The spectral range of PAN image should cover the spectral range of all multispectral 
bands involved in the fusion process to preserve the image color. This condition can 
avoid the color distortion in the fused image; 

 The spectral band of the high resolution image should be as similar as possible to that of 
the replaced low resolution component in the fusion process; 

 The high resolution image should be globally contrast matched to the replaced 
component to reduce residual radiometric artifacts; 

 The PAN and MS images must be registered with a precision of less than 0.5 pixel, 
avoiding artifacts in the fused image. 

Some of these factors are less important when the fused images are from regions of the 
spectrum with different remote sensing phenomenologies. For example, there is no reason 
to assume radiometric correlation between the images in the fusion of low-resolution 
thermal or radar images with multispectral visible imagery (Schowengerdt, 2007).   
The merging process becomes more difficult in those cases where the ratio between the spatial 
resolutions of both images is greater than 4 due to the registration and resampling processes. 
Ling et al. (2008) showed that a spatial resolution ratio of 1:10 or higher is desired for optimal 
multisensor image fusion provided the input panchromatic image is not downsampled to a 
coarser resolution. Due to the synthetic pixels generated from resampling, the quality of the 
fused image decreases as the spatial resolution ratio decreases (e.g. from 1:10 to 1:30). In cases 
where the spatial resolution ratio is too small (e.g. 1:30), to obtain better spectral integrity of 
the fused image, one may downsample the input high-resolution panchromatic image to a 
slightly lower resolution before fusing it with the multispectral image. 
Most image processing systems such as Environment for Visualizing Images - ENVI 
(Research System, 2011), SPRING (SPRING, 2011; Câmara et al., 1996) and ERDAS (ERDAS, 
2011) have an image fusion module. Also, some image fusion algorithms have been 
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implemented using open software such as TerraLib, which is a Geographic Information 
Systems (GIS) classes and functions library available from the Internet as open source, 
allowing a collaborative environment and its use in the development of multiple GIS tools 
(TerraLib, 2011). 
Based on the problems aforementioned, we present a brief review about fusion techniques and 
fusion evaluation methods, and also a discussion about the use of image fusion techniques in 
three remote sensing applications, which will be illustrated through case studies. Each case 
study presents results applied to real data and problems in remote sensing such as for inland 
water analysis, disaster and urban studies. Two of them use hybrid images generated from 
CBERS-2B images that are freely available on internet (INPE, 2011). 
The chapter is organized in five sections: Section 2  briefly describes the most traditional 
fusion methods, Section 3 describes some techniques for fused image quality assessment, 
Section 4 presents three case studies that illustrate the application of image fusion in the 
remote sensing area, finally section 5 concludes the work. 

2. Fusion methods 

Ideally, image fusion techniques should allow combination of images with different spectral 
and spatial resolution keeping the radiometric information (Pohl and Genderen, 1998). Huge 
effort has been put in developing fusion methods that preserve the spectral information and 
increase detail information in the hybrid product produced by fusion process.  
Methods based on IHS transform (Choi, 2006; Schetselaar, 1998; Silva et al., 2008; Tu et al., 
2001a, 2001b, Tu et al., 2004; Tu et al., 2007) and Principal Components Analysis (PCA) 
(Chavez, 1989) probably are the most popular approaches used to enhance the spatial 
resolution of multispectral images with panchromatic images. However, both methods suffer 
from the problem that the radiometry on the spectral channels is modified after fusion. This is 
because the high-resolution panchromatic image usually has spectral characteristics different 
from both the intensity and the first principal components (Li et al., 2002). More recently, new 
techniques have been proposed such as those that combine wavelet transform with IHS model 
and PCA transform to manage the color and details information distortion in the fused image 
(Cao et al., 2003; González-Audícana et al., 2004; Simone et al., 2002).   
Below, we present the basic theory of the fusion methods based on IHS, PCA, arithmetic 
operators, and Wavelet Transform (WT), which are the most traditional techniques used in 
remote sensing applications. 

2.1 IHS color model  
IHS method consists on transforming the R,G and B bands of the multispectral image into 
IHS components, replacing the intensity component by the panchromatic image, and 
performing the inverse transformation to obtain a high spatial resolution multispectral 
image (Schowengerdt, 2007; Carper et al., 1990). 
The three multispectral bands, R, G and B, of a low resolution image are first transformed to 
the IHS color space as (Carper et al., 1990): 

 ൭ ଵܸଶ൱ܫܸ = ۈۉ
ۇ ଵଷ ଵଷ ଵଷଵ√ ଵ√ − ଶ√ଵ√ଶ − ଵ√ଶ 0 ۋی

 ൱ (1)ܤܩ൭ܴۊ
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ܪ  = ଵି݊ܽݐ ቀమభቁ (2) 

 ܵ = ට ଵܸଶ + ଶܸଶ (3) 

where I, H , S  components are intensity, hue and saturation, and V1 and V2 are the 
intermediate variables. Fusion proceeds by replacing component I with the panchromatic 
high-resolution image information, after matching its radiometric information with the 
component I (Figure 1). The fused image, which has both rich spectral information and high 
spatial resolution, is then obtained by performing the inverse transformation from IHS back 
to the original RGB space as 

 ൭ܴܤܩ൱ = ۈۉ
1ۇ ଵ√ ଵ√ଶ1 ଵ√ − ଵଶଵଵ√ଶ − ଶ√ 0 ۋی

൭ۊ  ଵܸଶ൱ (4)ܫܸ

Although the IHS method has been widely used, the method cannot decompose an image 
into different frequencies in frequency space such as higher or lower frequency. Hence the 
IHS method cannot be used to enhance certain image characteristics (Shi et al., 2005). 
Besides, the color distortion of IHS technique is often significant. To reduce the color 
distortion, the PAN image is matched to the intensity component before the replacement or 
the hue and saturation components are stretching before the reverse transform. Ling et al. 
(2007) also propose a method that combines a standard IHS transform with FFT filtering of 
both the panchromatic image and the intensity component of the original multispectral 
image to reduce color distortion in the fused image. 
 

 
Fig. 1. Block scheme of the IHS fusion method. 
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2.2 Principal Components Analysis (PCA) 
The fusion method based on PCA is very simple (Chavez & Kwakteng, 1989; Schowengerdt, 
2007; Zhang, 1999). PCA is a general statistical technique that transforms multivariate data 
with correlated variables into one with uncorrelated variables. These new variables are 
obtained as linear combinations of the original variables. PCA has been widely used in 
image encoding, image data compression, image enhancement and image fusion. In the 
fusion process, PCA method generates uncorrelated images (PC1, PC2, …, PCn, where n is 
the number of input multispectral bands). The first principal component (PC1) is replaced 
with the panchromatic band, which has higher spatial resolution than the multispectral 
images. Afterwards, the inverse PCA transformation is applied to obtain the image in the 
RGB color model as shown in Figure 2.  
In PCA image fusion, dominant spatial information and weak color information is often a 
problem (Zhang, 2002). The first principal component, which contains maximum variance, is 
replaced by PAN image. Such replacement maximizes the effect of panchromatic image in 
the fused product. One solution could be stretching the principal component to give a 
spherical distribution. Besides, the PCA approach is sensitive to the choice of area to be 
fused. Other problem is related to the fact that the first principal component can be also 
significantly different from the PAN image. If the grey values of the PAN image are 
adjusted to the grey values similar to PC1 component before the replacement, the color 
distortion is significantly reduced. 
 

 
Fig. 2. Block scheme of the PCA fusion method. 

2.3 Arithmetic combination  
In accord to Zhang (2002), different arithmetic combinations such as Brovey Transform, 
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In the Brovey method, given the multispectral MSi (i=1,2,3) and PAN images, the fused 
image ܷܨ ܵ, for each band, is obtained as  

ܷܨ  ܵ = ெௌ∑ ெௌసభ ×  (5) ܰܣܲ

The Brovey Transform was developed to provide contrast in features such shadows, water 
and high reflectance areas. Consequently, the Brovey Transform should not be used if 
preserving the original scene radiometry is important. However, it is good to produce RGB 
images with a higher degree of contrast and visually appealing images (ERDAS, 2011).  
Other arithmetic methods such as SVR and RE are similar and involve more computations 
for the simulated image (Chavez et al., 1991).  

2.4 Wavelet Transform (WT) 
In the fusion methods based on wavelet transform (Mallat, 1989), the images are 
decomposed into pyramid domain, in which coefficients are selected to be fused (Garguet-
Duport et al., 1996). The two source images are first decomposed using wavelet transform. 
Wavelet coefficients from MS approximation subband and PAN detail subbands are then 
combined together, and the fused image is reconstructed by performing the inverse wavelet 
transform (Figure 3).  Since the distribution of coefficients in the detail subbands have mean 
zero, the fusion result does not change the radiometry of the original multispectral image (Li 
et al., 2002). The simplest method is based on the selection of the higher value coefficients, 
but various other methods have been proposed in the literature (Amolins et al., 2007; Chen 
et al., 2005; Chibani & Houacine, 2000, 2003 ; Choi et al., 2005; Garzelli & Nencini, 2005; 
Ioannidou & Karathanassi, 2007; Li et al., 2002; Li et al., 2005; Lillo-Saavedra et al., 2005; 
Pajares & de la Cruz, 2004; Shi et al., 2005; Zhou et al., 1998).  
The schemes used to decompose the images are based on decimated (Mallat, 1989) and 
undecimated algorithms (Lang et al., 1995, González-Audicana et al., 2005). In the decimated 
algorithm, the signal is down-sampled after each level of transformation. In the case of a 
two-dimensional image, down-sampling is performed by keeping one out of every two rows 
and columns, making the transformed image one quarter of the original size and half the 
original resolution (Amolins et al., 2007). In the lower level of decomposition, four images 
are produced, one approximation image and three detail images. The decimated algorithm 
is not shift-invariant, which means that it is sensitive to shifts of the input image. The 
decimation process also has a negative impact on the linear continuity of spatial features 
that do not have a horizontal or vertical orientation. These two factors tend to introduce 
artifacts when the algorithm is used in applications such as image fusion (Amolins et al., 
2007). 
On the other hand, the undecimated algorithm addresses the issue of shift-invariance. It 
does so by suppressing the down-sampling step of the decimated algorithm and instead up-
sampling the filters by inserting zeros between the filter coefficients. The undecimated 
algorithm is redundant, meaning some detail information may be retained in adjacent levels 
of transformation. It also requires more space to store the results of each level of 
transformation and, although it is shift-invariant, it does not resolve the problem of feature 
orientation (González-Audícana et al., 2005 ; Garzelli & Nencini, 2005). 
Most methods based on wavelet transform exploits the context dependency by thresholding 
the local correlation coefficient between the images to be merged, to avoid injection of 
spatial details that are not likely to occur in the high spatial image (Choi et al., 2005; Li et al., 
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2005; Lillo-Saavedra & Gonzalo, 2006; Song et al., 2007; Ventura et al., 2002; Yang et al., 
2007). These techniques seem to reduce the color distortion problem and to keep the 
statistical parameters invariable.  
Zhou et al. (1998) compared a fusion method based on wavelet transform with IHS, PCA 
and Brovey transform to merge Landsat TM and SPOT panchromatic image. They conclude 
that with the wavelet merging method it is easy to control the trade-off between the spectral 
information from a low spatial-high spectral resolution sensor and the spatial structure from 
a high spatial-low spectral resolution sensor. They also showed that simultaneous best 
spectral and spatial quality can only be achieved with wavelet transform methods compared 
with the other approaches.The main drawback consists on the selection of the coefficients to 
be merged. 
In accord to Zhang (2002), although the color distortion is reduced in the WT fusion 
methods, the colors seem not being smoothly integrated into the spatial features. Besides, 
some researchers have reported the loss of spectral content of small objects.  
Pajares & de la Cruz (2004) conclude that when the images are smooth, without abrupt 
intensity changes, the wavelets work appropriately, improving the results of the classical 
methods. This has been verified with smooth images and also with medical images, where 
no significant changes are present. In this case, the type of images (remote sensing, medical) 
is irrelevant.  
Other researchers have proposed alternative methods, which present some improvements, 
especially for holding spectral information, texture information, and contour information 
(Chai et al., 2010; Guo et al., 2010; Jing & Cheng, 2010; Miao et al., 2011; Yang & Jiao, 2008). 
Miao et al. (2011) stated that detail information can be easily caught when the images are 
decomposed by shearlet transform in any scale and any direction. Guo et al. (2010) proposed 
an approach based on Expectation Maximization (EM) and Covariance Intersection (CI) 
models for image fusion. The ideal MS and PAN images are estimated by EM along with the 
covariance matrices of the estimation error. Then, CI is applied to combine the two images 
 

 
Fig. 3. Block scheme of the WT fusion method. 
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and provide a consistent estimate of the high-resolution MS image. Comparing with WT 
and PCA methods, the proposed EM–CI method preserves more significant spectral 
information at the cost of slightly lower improvement on spatial quality. 

3. Methods for fused image quality assessment 

Some researchers have evaluated different image fusion methods using different image 
quality measures (Alparone et al., 2004; Alparone et al., 2007; Amolins et al., 2007; Chavez et 
al., 1991; González-Audícana et al., 2005; Guo et al., 2010; Laporterie-Dejean et al., 2005; 
Marcelino et al., 2003; Nikolakopoulos, 2005; Wald, 2000; Wang & Bovik, 2002). Generally, 
the goodness of an image-fusion method can be evaluated by comparing the resulting 
merged image with a reference image, which is assumed to be ideal.  This comparison can 
be based on spectral and spatial characteristics, and can be done both visually and 
quantitatively. Unfortunately, the reference image is not always available in practice, thus, it 
is necessary to simulate it or to perform a quantitative and blind evaluation of the fused 
images. 
For assessing quality of an image after fusion, some aspects must be defined. These include, 
for instance, spatial and spectral resolution, quantity of information, visibility, contrast, or 
details of features of interest (Shi et al., 2005). Quality assessment is application dependant 
so that different applications may require different aspects of image quality. 
Generally, image assessment methods can be divided into two classes: qualitative (or 
subjective) and quantitative (or objective) methods. Qualitative methods involve visual 
comparison between a reference image and the fused image whereas quantitative analysis 
involves quality indicators that measures spectral and spatial similarity between 
multispectral and fused images. Some of them will be briefly described below.  

3.1 Qualitative analysis 
This section is based on Shi et al. (2005). According to prior assessment criteria or individual 
experiences, personal judgment or even grades can be given to the quality of an image. The 
interpreter analyzes the tone, contrast, saturation, sharpness, and texture of the fused 
images. A final overall quality judgment can be obtained by, for example, a weighted mean 
based on the individual grades. This is the so called the mean opinion score (MOS) method 
(Wei et al., 1999). The qualitative method mainly includes absolute and the relative 
measures (Table 1). This method depends on the specialist’s experiences or bias and some 
uncertainty is involved. Qualitative measures cannot be represented by rigorous 
mathematical models, and their technique is mainly visual (Shi at al., 2005). 
 

Grade Absolute 
measure Relative measure 

1 Excellent The best in group 
2 Good Better than the average level in group 
3 Fair Average level in group 
4 Poor Lower than the average level 
5 Very poor The lowest in the group 

Table 1. Objective method for image quality assessment (Shi et al., 2005) 
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3.2 Quantitative analysis 
Some quality indicators include (a) average grey value, for representing intensity of an 
image, (b) standard deviation, information entropy, profile intensity curve for assessing 
details of fused images, and (c) bias and correlation coefficient for measuring distortion 
between the original image and fused image in terms of spectral information.  
Let iF  and ( 1, , )iR i N   	be the N bands of the fused and reference images, respectively. 
The following indicators are used to determine the difference in spectral information 
between each band of the merged and reference images (González-Audicana, 2004, Guo et 
al., 2010): 
1. Correlation Coefficient (CC) between the reference and the merged image that should 

be close to 1 as possible; 
2. Difference between the means of the reference and the merged images (DM), in 

radiance as well as its value relative to the mean of the original. The smaller these 
difference are, the better the spectral quality of the merged image. Thus, the difference 
value should be as close to 0 as possible; 

3. Standard deviation of the difference image (SSD), relative to the mean of the reference 
image expressed in percentage. The lower its value, the better the spectral quality of the 
merged image. 

4. Universal Image Quality Indicator  - UIQI (Wang & Bovik, 2002): 

ܫܳܫܷ  = ସఙಷೃ∙ఓಷ∙ఓೃቀఙಷమ ାఙೃమ ቁቀఓಷቁమାቀఓೃቁమ൨			 (6) 

where ߪிோ	is the covariance between the band of reference image and the band of 
fused image, ߤ and ߪ are the mean and standard deviation of the images. The higher 
UIQI index, the better spectral quality of the merged image. Wang & Bovik (2002) 
suggest the use of moving windows of different sizes to avoid errors due to index 
spatial dependence. 

To estimate the global spectral quality of the merged image, one can use the following 
parameters: 
1. The relative average spectral error index (RASE) characterizes the average performance 

of the method for all bands: 

ܧܵܣܴ  = ଵஜටଵே∑ ൫ܯܦଶሺܴ) + ଶሺܴ)൯ேୀଵܦܵܵ 												 (7) 

where µ is the mean radiance of the N spectral bands (ܴ) of the reference  image. DM 
and SSD are defined above in the text. 

2. Relative global dimensional synthesis error (ERGAS) (Wald, 2000): 

ܵܣܩܴܧ  = 100  ටଵே∑ ቀெమሺோ)ାௌௌమሺோ)ஜమ ቁேୀଵ 				 (8) 

where h and l are the resolution of the high and low spatial resolution images, 
respectively, and i  is the mean radiance of each spectral band involved in the fusion 
process. DM and SSD are defined above in the text. The lower the values of RASE and 
ERGAS indexes, the higher the spectral quality of the merged images. 

A good fusion method must allow the addition of a high degree of the spatial detail of the 
PAN image into the MS image. Visually the details information can be observed. However, 
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the spatial quality of the merged images can be measured using the procedure proposed by 
Zhou et al. (1998): 
 The PAN and merged images are filtered using the Laplacian Filter 

อ−1 −1 −1−1 8 −1−1 −1 −1อ 
 Calculate the correlation between the filtered merged image and the filtered PAN 

image. The high correlation value indicates that the spatial information of the PAN 
image has been injected into the MS image in the fusion process. 

Guo et al. (2010) use the average gradient index (AG) for spatial quality evaluation. AG 
describes the changing feature of image texture and the detailed information. Larger values 
of the AG index correspond to higher spatial resolution. The AG  index of the fused images 
at each band can be computed by 

ܩܣ  = ଵ ∑ ∑ ඨቂങಷሺ,)ഃ ቃమାቂങಷሺ,)ഃ ቃమ					ଶୀଵୀଵ 	 (9) 

where K and L  are the number of lines and columns of the fused image F. 
Other methods for assessing fusion quality have been proposed (Liu et al., 2008; Chen and 
Varshney, 2007; Zheng & Chin; 2009; Zheng et al., 2008; Chen & Blum, 2009; Wang et al., 
2008). Liu et al. (2008) proposed two metrics based on a modified structural similarity 
measure (FSSIM) scheme and the local cross-correlation between the feature maps of the 
fused and input images. A similarity map with the fused image is generated for each input 
image. Then, the larger value at each location is retained for overall assessment. The second 
metric is implemented by computing the local cross-correlation between the phase 
congruency maps of the fused and input images. The index value is obtained by averaging 
the similarity or cross-correlation value in each predefined region. These metrics provide an 
objective quality measure in the absence of a reference image.  
Chen & Varshney (2007) proposed a new quality metric for image fusion that does not 
require a reference image. It is based on local information given by a set of localized 
windows and by the difference in the frequency domain filtered by a contrast sensitivity 
function. The calculation is very simple and it is also applicable to different input 
modalities. The proposed metric is used to evaluate different fusion algorithms based on 
wavelet, averaging and Laplacian pyramid. The fusion performance is tested against several 
circumstances including: absence of noise, different window sizes, presence of additive 
Gaussian noise and for six sets of test images. In all tests, the fusion method based on 
wavelet transform outperformed the others. 
Zheng & Chin (2009) have developed a structural similarity quality metric for image fusion 
which treats complementary and redundant regions in the original images. This objective 
quality evaluation also takes into account the amount of important information in the source 
images that can be transferred into the fused image. Comparisons with other standard 
objective quality metrics show that the proposed metric correlates well with subjective 
quality evaluation of the fused images, especially for input images where the 
complementary information and the redundant information can be well distinguished. They 
evaluate four image fusion methods based on arithmetic, PCA, and multi-resolution (MR) 
techniques using standard objective metrics. The results show that the current structural 
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similarity quality metric agrees with the subjective evaluation and three of the other 
standard structural metrics. 
Chen & Blum (2009) propose a new perceptual image fusion quality assessment method 
motivated by human vision modeling. Generally, it is not possible to obtain an ideal image 
to be taken as a reference for fusion evaluation. Therefore, they measure the information 
present in the input images, which is transferred to the fused image to improve the fused 
image quality. For this, they filter the input images using a specified contrast sensitivity 
function; compute the local contrast; calculate the contrast preservation; generate a saliency 
map; and calculate the global quality measure.  
Zhang (2008) has evaluated seven fusion quality metrics and the results showed that there 
was inconsistency between visual and quantitative image fusion quality analysis. Alparone 
et al. (2004) have got similar results. This inconsistency has proven that not all metrics 
produce reliable measurements for image fusion evaluation. 

4. Applications for remote sensing imagery fusion  

The availability of high spectral and spatial resolution images is desirable when undertaking 
identification studies in areas with complex morphological structure such as urban areas, 
heterogeneous forested areas or agricultural areas with a high degree of plot subsivision 
(González-Audicana et al., 2004). When this kind of images is not available one can produce 
images with higher spatial resolution using image fusion techniques. 
Therefore, in this section we present three case studies in remote sensing applications to 
illustrate the use of fusion techniques for monitoring remaining forest, identifying 
landslide scars, and classifying intra-urban land cover. The first two applications use 
images acquired from CBERS-2B (CBERS, 2011) that are freely distributed on internet 
(INPE, 2011). 

4.1 Monitoring of remaining forest using CBERS-2B images 
An application that is still underused by the remote sensing community is the monitoring of 
remaining forest, which has an important role in ecological balance. However, traditional 
images of low and medium spatial resolution are not adequate for mapping forest fragments 
which occur along drainage channels and their boundaries. 
Within this context, this study aims to evaluate a hybrid CBERS-2B  image to map the 
remaining forest vegetation at Ibitinga, Brazil. This scene presents phytoplankton blooms on 
water areas and land use changes due to sugar cane plantation. CBERS-2B, launched in 
September 2007, has a high resolution panchromatic camera (HRC - High Resolution 
Camera), with spatial resolution of 2.7 m, a multispectral camera (CCD) with 20 meter 
spatial resolution, and a Wide Field Imager (WFI), with 260 m spatial resolution  (CBERS, 
2011).  
To identify forest fragments we generate a hybrid product of 2.5 m spatial resolution from 
CCD and HRC images, acquired on 08/22/2008. The input images are shown in Figure 4. To 
evaluate the results from fused CBERS-2B images we used the Quickbird (QB) image of 
09/01/2008, resampled to 2.5 m of spatial resolution. Table 2 presents the characteristics of 
HRC, CCD and QB sensors.  
The CBERS-2B images are pre-processed using restoration (Fonseca et al., 1993), noise 
filtering and orthorectification procedures. Afterwards, the images are fused and classified 
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for mapping the remaining forest in the Ibitinga Resevoir.  Figure 5 illustrates the hybrid 
CBERS-2B and QB images for purpose of comparison.  
 

Characteristics HRC-CBERS 2B CCD – CBERS 2B Quickbird 

Multispectral bands 
(µm) 

0.50 - 0,80 (Pan) 

0.51 - 0.73 (Pan) 
0.45 - 0.52 (Blue) 

0.52 - 0.59 (Green) 
0.63 - 0.69 (Red) 
0.77 - 0.89 (IR) 

0.45 – 0.90 (Pan) 
0.45 – 0.52 (Blue) 

0.52 – 0.60  (Green) 
0.63 – 0.69(Red) 
0.76 – 0.90 (IR) 

Spatial Resolution 2.7 x 2.7 m 20 x 20 m 
0.61 m (nadir) 
2.44 m (nadir) 

Swath width 27 km (nadir) 113 km (nadir) 
16.5 km (nadir) 

20.8 km (off- nadir) 

Quantization 8 bits 8 bits 11 bits 

Table 2. Data characteristics. 

 

 
Fig. 4. CBERS-2B images:  (a) filtered CCD image to reduce striping effects; (b) high 
resolution HRC image. 

The hybrid product CBERS-2B and QB image are classified using maximum-likelihood 
method (SPRING, 2011).  A total of 67 samples were selected: 33 for "Forest ", 12  for "bare 

a b 
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soil" , 11 for "vegetation 1" and 11 samples for "vegetation 2". Theses classes  were grouped 
to produce only two classes of interest ("forest" and "non-forest"), and the water body area 
was excluded in the thematic maps. In the thematic maps (Figure 6), green and beige colors 
represent forest and non-forest areas, respectively. 
 

 
Fig. 5. Image Quickbird (a) and hybrid image produced by merging CBERS-2B CCD and 
HRC  images (b), with 2.5 m spatial resolution.  

Table 3 shows the overall accuracy and Kappa values for both classifications. The visual and 
quantitative analysis show that the results are quite similar. However, we observed that in 
some regions, the forest area was underestimated in the map produced by CBERS-2B product. 
The classification results differ mainly in the linear features and in the targets contours. 
Besides, the map obtained from the QB image shows isolated spots, particularly in areas of 
“high vegetation” (Figure 6a), not present in the map produced by CBERS-2B (Figure 6b). 
 

Thematic maps Overall accuracy 
Kappa 
value 

Hybrid CBERS-2B 0.93 0.83 

QB 0.93 0.84 

Table 3. Thematic map assessement. 

Finally, the evaluation of hybrid products CBERS-2B for mapping of fragments of tree 
patches indicated that CBERS-2B images, after pre-processing and fusion processes, have 
potential for those applications in which QB images have been used. 

a b 
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Fig. 6. Thematic maps produced for (a) QB image, and (b) CBERS-2B hybrid image. Forest 
and non-forest are represented by green and beige colours, respectively. 

4.2 Image fusion techniques to identify landslide scars  
Landslide is a fast mass movement responsible for the shape of montainous landscapes. 
These mass movements include a wide range of ground movement, such as rock falls, deep 
slopes and shallow debris flows. Although the action of gravity is the primary reason for the 
occurrence of this fenomenon, there are other contributing factors to start landslides such as 
lithology and structure, slope gradient and slope morphology, slope aspect, land-use type, 
etc (Dai & Lee, 2002).  
The landslide mapping consists on the identification of erosion scars (loss of vegetation 
cover and soil horizons) on hillslope, using aerial photographies and and satellite images 
(Temesgen et al., 2001; Marcelino et al., 2003). Remote Sensing is a fundamental tool to 
detect, classify and monitor landslides because it allows one to obtain historical data series 
at a relatively low cost. Besides, various image processing techniques can be used to 
enhance the features and, thus, their identification is facilitated.  
Considering this fact, we analyze two fusion methods for improving the interpretability of the 
CBERS-2B images to identify the scars of a landslide occurred in January, 2010, after heavy 
rains, which killed more than 20 people (BBC, 2010).  The region covers an area of the Ilha 
Grande Island, Brazil (Figure 7).  Hybrid images produced by image fusion techniques can be 
used to measure the extent of the landslide scar automatically or by a human interpreter. 
The CCD and HRC images used in the methodology were acquired on February 21, 2010. 
The original CCD (RGB color composition: band 3 in red, band 4 in green and band 2 in 
blue) and HRC images are presented in Figure 8. We can observe the island Ilha Grande in 
the center of the image marked with a rectangle.The CCD images cover an area between 
longitude 44° 38´ west and longitude 43° 47´ west, and latitude 22° 42´ south and latitude 
23° 50´ south; HRC image covers an area between longitude 44° 15´ west and longitude 44° 
2´ west, and latitude 22° 57´ south and latitude 23° 14´ south. 

a b 
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Fig. 7. Landslide in Ilha Grande Brazil (BBC, 2010). 

As the spatial resolution difference between CCD and HRC is large, firstly, we resample the 
CCD images to 10 meter spatial resolution by applying the restoration procedure (Fonseca  
et al., 1993). The restoration filter takes into account the spatial response of each sensor to 
resample and restore the image in a single processing step. Afterwards, the restored image 
(10 meter resolution) was resampled to 2.5 meters by a bilinear interpolation in order to 
match the pixel size of the HRC image. 
 

   
Fig. 8. CBERS-2B images acquired on February 21, 2010: (a) Color composition of CBERS-2B 
CCD images  (b) HRC image. 

a b 
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The resampled CCD images and the HRC images were registered using control points and 
affine geometric transformation. Figure 9 presents a portion of the registered images, with 
the HRC image in gray levels and a strip of the corresponding region on the resampled CCD 
image, in order to demonstrate the quality of the registration procedure. 
 

 
Fig. 9. CBERS-2B image registration: strip of CCD color image (R4G3B2) superimposed on 
HRC image.  

Next, the registered CBERS-2B images were merged using IHS and PCA methods. A small 
portion around the landslide area of each original image and fused image was used in the 
fusion evaluation procedure. The original and fused images are displayed in Figure 10, with 
the landslide area shown on the right side images.  
To evaluate the detail information injected into the hybrid image, we calculated the 
correlation between the original PAN image and the luminance component of the fused 
images. The fused images were converted from RGB to YIQ color space, where the Y 
luminance is calculated by the linear combination of the red, green, and blue components 
(Foley et al., 1993). Figure 11 shows the HRC and luminance images of the fused images. 
The correlation values obtained for IHS and PCA fusion methods were 0.9982 and 0.9167, 
respectively. This indicates that fused image produced by IHS method is more similar to the 
PAN image in respect to the detail information. By visual analysis (Figure 11), we observe 
that the appearance of the luminance IHS image is quite similar to the PAN image. 
To quantitatively evaluate the fusion results the UIQI metric (Wang & Bovik, 2002) was 
calculated for each band and their values are presented in Table 4. The values indicate that 
mean UIQI is almost the same for both methods PCA and IHS. Band 2 showed better result 
for PCA while UIQI values for Band 3 and Band 4 were higher for IHS than for PCA. 
Despite of these results, visually we observed significant color distortion in the landslide 
scar area in the IHS hybrid image. This indicates that PCA hybrid image is more adequate 
for analyzing the landslide in this case. 
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Fig. 10. Fused images: (a) original CCD image after restoration and resampling to 2.5 meter 
pixel size; (b) IHS fusion, and (c) PCA fusion. 

a

b

c



 
 Image Fusion and Its Applications 170 

 UIQI Mean UIQI 

Fusion Band 2 Band 3 Band 4  

HSL 0.59 0.89 0.85 0.77 

PCA 0.77 0.84 0.80 0.78 

Table 4. UIQI index obtained for the fused images. 
 

   
Fig. 11. HRC (a) and luminance images obtained from IHS (b) and PCA (c) fused images. 

4.3 Intra-urban land cover classification from high-resolution images 
Intra-urban land cover classification of high spatial resolution images provides a useful set 
of information for urban management and planning (Meinel et al., 2001). With this type of 
data, it is possible to generate information for many applications, such as analysis of urban 
micro-climate and urban greening maps amongst others. The usage of automatic methods to 
classify high spatial resolution images faces the challenge of processing images with wide 
intra- and inter-classes spectral variability.  
This section presents a case study for intra-urban land cover classification of Quickbird 
imagery for the city of São José dos Campos – SP, southeast of Brazil, which is based on 
researches of Almeida et al. (2007) and Pinho et al. (2008). The total and urban areas of the 
São José dos Campos municipality cover about 1,099.60 and 298.99 square kilometers, 
respectively. The selected region is in the southern part of the urban area and contains a 
great variety of intra-urban land cover classes.  
The QB images (Ortho-ready Standard 2A) used in this experiment consist of: a 
panchromatic image (0.6 m) and a multispectral image (2.4 m) with 4 bands (blue, green, 
red, and infrared) (Table 2). The images acquired on May 17, 2004 have an off-nadir 
incidence angle of 7.0o and a radiometric resolution of 11 bits. Figure 12 shows the 
panchromatic and multispectral images.   
The hybrid images are segmented before the classification process. The segmentation 
approach selected is based on region growing and a multi-resolution procedure, in which 
the similarity measure depends on scale since segmentation parameters are weighted by 
the objects size (Baatz, 2000). The user defined four segmentation parameters: scale, 
weight for each spectral band, weight for color and shape, and weight for smoothness and 
compactness. Figure 13 shows segmentation results for three different scales of 
processing. 
The fusion method used here is based on PCA since it has shown good results in urban 
analysis with high resolution images (Novack et al., 2008). The processing resulted in four 

c ba
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images with spectral information similar to those of the original bands (blue, green, red and 
infrared) and spatial resolution equal to that of the panchromatic image (0.6 m). Figure 14 
shows a small region of the panchromatic, multispectral, and fused images. 
The classification phase was carried out using the decision tree method. The following 
attributes were selected in the training phase: brightness, hue channel mean, means of 
bands, belonging to super-object Block, maximum value in band 1, NDVI (Vegetation 
Index), ratio between bands 3 and 1, ratio between band 2 and the mean of all others, and 
difference mean for band 1. Figure 15 shows the original multispectral image and the 
resultant classification. 
 

    
Fig. 12. Quickbird satellite scene acquired on 05/17/2004: (a) panchromatic image (0.6 m), 
and (b) multispectral image (2.4 m), (band 3 in red, band 2 in green and band 1 in blue). 

 

   
Fig. 13. Segmentation results for three different scales of processing. 

a b 
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Fig. 14. A small region of the (a) panchromatic image (0.6 m), (b) multispectral image (2.4 
m), and (c) fused image (0.6 m). 
 

 
Fig. 15. Intra-urban classification: (a) original color image, and (b) thematic map. 

The visual analysis of the classification indicates confusion between Ceramic Roof and Bare 
Soil classes while other classes are fairly well separated. Figure 16 illustrates the confusion 
between these classes in a small region. Quantitative classification accuracy assessment 
using error matrix indicates a good classification with Kappa value of 0.57. A conditional 
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producer Kappa indicates lower values for Ceramic Roof and Bare Soil classes as expected 
from the visual analysis. 
 

     
Fig. 16. Portion of the  (a) true color image, and (b) thematic map showing the confusion 
between Ceramic Roof and Bare Soil classes. 

5. Conclusion  

Due to the advances in satellite technology, a great amount of image data has been available 
and has been widely used in different remote sensing applications. Thus, image data fusion 
has become a valuable tool in remote sensing to integrate the best characteristics of each 
sensor data involved in the processing.    
To provide guidelines about the use of fusion techniques, we presented a brief review about 
fusion image techniques and fusion assessment methods that is illustrated with three case 
studies in remote sensing applications. Since there are a lot of fusion methods proposed in 
the literature only a few examples, mainly those applied for merging satellites images, were 
discussed in this work.  
Indeed, there is not a unique method that is adequate for every data and application. The 
fusion quality often depends upon the user’s experience, the fusion method, and upon the 
data set being fused. The objective of a fusion process is to generate a hybrid image with the 
highest possible spatial information content while still preserving good spectral information 
quality. Unfortunately, this task is not easy. One solution proposed in the literature is to 
combine different fusion methods in a single framework.  
Despite the great number of fusion possibilities the most traditional methods such as PCA 
and IHS are still very used in remote sensing applications. This can be explained by the fact 
that most image processing systems have them implemented, and in many applications they 
have provided good results. Therefore, even if you have many fusion options it may be 
worth to test and evaluate some of them for the application of interest. Besides, the 
assistance of an interpreter in the fusion process is fundamental to guarantee the good 
quality of the final product  
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1. Introduction  

Complete characterization of a complex multicomponent heterogeneous material requires 
information not only on the surface or bulk chemical components, but also on stereometric 
features such as size, distance, and heterogeneity in three-dimensional space. Probing 
vertical structures is equally important for nanocomposite materials with surface 
segregation, overlayers, concentration gradients or multiple layers. Such complexity of 
heterogeneous materials makes it difficult to uniquely distinguish between alternative 
morphologies using a single analytical method and routine data acquisition and analysis.  
The combination of sputtering capabilities and high lateral resolution in images led to the 
wide spread use of three-dimensional imaging studies using Time-of-flight Secondary Ion 
Mass Spectrometry (TOF-SIMS). (Wucher et al., 2007; Delcorte, 2008; Jones et al., 2008; Rafati 
et al., 2008) Main drawback of this approach is limited quantitative information. X-ray 
Photoelectron Spectroscopy (XPS) has benefits of being quantitative and offers very similar 
capabilities in combining ion sputtering and imaging, and there have been a handful 
number of studies using this approach. (Gao et al., 2003; Artyushkova, 2010) Disadvantage 
of combining sputtering and imaging is its destructive nature and possibility of induced 
modification that may introduce artifacts within images. 
XPS has the advantage of being one of the only surface analysis techniques that provides 
readily interpretable, surface-specific, chemical information, which is a core analytical 
method of choice in obtaining surface chemical composition. (Briggs & Grant, 2003) The 
development of commercial imaging XPS instrumentation has occurred in parallel with 
imaging developments in other spectroscopic techniques. Improved spatial resolution and 
decreased analysis time make it possible to correlate XPS analysis with a host of other 
imaging techniques which have comparable fields of view, but different information content 
from different depth levels. There is now some field of view (FOV) overlap between XPS 
and a variety of techniques, including Atomic Force Microscopy (AFM), imaging FTIR, 
confocal microscopy (CM), SIMS and Secondary Electron Microscopy (SEM). The 
overlapping FOVs for the techniques listed in Table 1 make correlative data analyses and a 
fusion of multiple analytical perspectives achievable and valuable for obtaining quantitative 
structural information in three dimensions.  
Imaging using confocal microscopy provides three-dimensional, high-resolution, 
non-destructive imaging of sample features. (Fellers & Davidso; Pawley, 2006) Scanning 
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permits many slices to be imaged and high resolution, three-dimensional volumes may be 
created for a variety of specimens in a non-destructive fashion. Topographic and phase 
imaging AFM may be used for obtaining topographical and chemical information from 
surface/air interface of materials. (Behrend et al., 1999; Garcia et al., 1999; Garcia & Perez, 
2002) By using relatively large scanned areas, the AFM images can be correlated with XPS 
and CM.  
 

Technique XPS CM AFM 
sampling depth < 10 nm <30 micron topography 

analysis area, 
spectra 

15μm diam -
300x700μm 

NA NA 

spatial resolution in 
images 2-15μm 0.2μm Atomic 

field of view 
(image) 

200x200μm - 
700 x700μm 

variable 
 

Up to 
100 x100μm 

optical microscope, 
availability yes 

 
yes 

 
Yes 

multidimensional 
data 

yes (spectra-from-
images) 

yes No 

compatible with 
Matlab and ENVI yes yes Yes 

sample type and 
maximum size 

limitations 

solid, 
insulators are OK 

<1 x 1' 
optically transparent solid, “smooth” 

destructive generally no no No 
info-elemental yes no No 

info-chemical yes phase distribution 
possible phase 

contrast 
ease of 

quantification yes NA NA 

variable depth of 
analysis yes 

yes 
(depth res’n - 50-500 nm)

No 

Table 1. Properties of analytical techniques of choice for image fusion 

In recent years, a lot of research has been directed towards visualization of scientific data 
from various sophisticated, but unique visualization perspectives. (Adriaensens et al., 2000; 
Varshney, 2000; Peri, 2001; Viergever et al., 2001; Mahler, 2004; Artyushkova & Fulghum, 
2005; Matsushita et al., 2007; Baum et al., 2008; Macii et al., 2008; Rieder et al., 2008; Ropinski 
et al., 2009; Artyushkova, 2010)  This includes problem of visualizing data from multiple 
modalities (multimodal) and visualizing data by combining perspectives within the same 
modality (unimodal). In multimodal visualization image data from different sensors that 
use different physical principles are combined to form a new image that contains more 
interpretable information that could be gained using the original information. 
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Category of benefit General Benefit Example 

Extended spatial 
coverage 

One method can look where another cannot

Confocal – depth 
slicing; 

XPS – surface 10 
nm, 

AFM – the very 
surface 

Different types of 
information 

Different properties samples – better 
understanding of chemistry 

 
Multiple methods 

 
Increased confidence 

One or more methods can confirm the same 
observation 

 
 

Multiple methods 

Table 2. Benefits of technique fusion 

Data fusion is concerned will the problem of how to combine data from multiple sensors to 
perform inferences that may not be possible from a single method alone. Benefits of 
technique fusion are shown in Table 2. Combining data acquired from the same area on a 
sample by different techniques should reveal more information than would be obtained if 
each data type was processed separately. Fusing imaging data from XPS, CM and AFM will 
be discussed in the current chapter for the purpose of obtaining fused volume representing 
quantitative structural morphological information from multicomponent heterogeneous 
systems, such as polymer blends. For such direct correlative studies, a variety of issues must 
be addressed. The techniques sampling properties, including sampling depth, field of view, 
spatial resolution and image information content must be considered in designing 
experiments that result in the acquisition of data from the same area. Correlating the data 
requires area marking, image matching, feature selection, image alignment, image 
registration and, finally, image fusion. 

2. Experimental 

2.1 Material preparation 
Poly (vinyl chloride) (PVC), poly (methyl methacrylate) (PMMA) were used as received 
from Scientific Polymer Products, Inc. Fluorescein-labeled poly(styrene) (PS*) (excitation  λ= 
494 nm, emission λ = 518 nm) and poly(butadiene) (PB, MW = 233.0 kDa) were obtained 
from Polysciences, Inc. MEH-PPV (Poly(2-methoxy-5-(2’-ethyl-hexyloxyl)-p-phenylene 
vinylene of 1000kDa was used as received from from H.W. Sands Corporation.  
For PVC/PMMA blends, films were prepared by combining the PMMA and PVC in a 2% 
w/v solution in HPLC-grade tetrahydrofuran. 0.2 wt% Rhodamine dye is added. The 
solutions of 50/50 mixtures were allowed to sit for at least 24 h and deposited on Teflon® 
watch glasses using pipettes.  Films were allowed to air dry for 24-48 h before peeling and 
analysis of both air- and substrate- side.  
For PS*/PB and PS*/PMMA blends, as received materials were used in a 2% (w/v) solution 
in HPLC grade toluene. Solutions containing a 50/50 mixture of the two polymers were 
allowed to sit for 24h before being solvent cast onto silicon wafers.  
10/90 PMMA/PPV blend was made from 2% (w/v) solutions of PMMA and MEH-PPV 
dissolved in toluene and deposited onto a cleaned glass slides.  
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2.2 XPS analysis 
The XPS spectra and images were acquired on a Kratos AXIS Ultra photoelectron 
spectrometer using a monochromatic Al Kα source operating at 300W. The base pressure 
was 2x10-10 torr, and operating pressure was 2x10-9 torr. Charge compensation was 
accomplished using low energy electrons. Standard operating conditions for good charge 
compensation are -3.1 V bias voltage,  -1.0 V filament voltage and filament current of 2.1 A. 
For all samples medium magnification images of 350x 350 microns in size were acquired.  
For PVC/PMMA sample, O 1s, Cl 2p and C 1s images were acquired for 3 minutes each at 
pass energy (PE) of 80 eV. High resolution C 1s 55 micron spectra were acquired from bright 
and dark areas selected within Cl 2p images for 6 minutes at PE 20 eV. 
For PS*/PMMA sample, 7 images were acquired at following binding energies (BEs): 5 type 
of C (288.5, 286.1, 283.7 ,282.3, 281.7) and 2 types of  (531, 529.3) for 3 minutes and 80 eV PE. 
Small area O 1s and C 1s 55 micron spectra were acquired from 4 areas within images for 6 
minutes each at 20 eV PE.  
For PPV/PMMA sample, 6 images were acquired at following BEs: 4 types of C (286.5, 
285.8, 282,8, 281.5) and 2 types of O (530.4, 528.8).  Small area O 1s and C 1s 55 micron 
spectra were acquired from 4 areas within images for 6 minutes each at 20 eV PE. 
For PS*/PB blend, an images-to-spectra dataset was acquired. In this experiment, images are 
acquired as a function of binding energy (BE) across the range of interest, in this case the C 
1s peak, from 289 eV to 279 eV with a 0.2 eV step.  This corresponds to a binding energy 
range from 291 eV to 281 eV after charge correction. Pass energy of 80 eV and acquisition 
time of 2 minutes per image was employed.  

2.3 Confocal analysis 
Confocal images were obtained with Zeiss LSM 510 confocal laser-scanning microscope. For 
PVC/PMMA blend with rhodamine dye Helium Neon laser (543nm excitation wavelength) 
was used. For PS* containing blends and PPV/PMMA blends argon-ion laser with an 
excitation wavelength of 488nm in the single channel mode. 20x dry and 60x oil objectives 
were used at iris diameter of 1.4. Depth series at 0.5-2 micron step were acquired depending 
on the objective used.  

2.4 AFM analysis 
AFM images were obtained on a Digital Instruments Multimode NanoScope IIIa scanning 
probe microscope. Height and phase images were recorded simultaneously under ambient 
conditions in tapping mode. Commercial Si3N4 cantilevers with force constants of 2.5-8.5 
N/m, and resonance frequencies between 120-190 kHz were used. 

2.5 Software 
GUI (Graphical User Interface) for Image processing and fusion was written in house in 
Matlab. (The MathWorks)  The GUI included all the necessary steps for image fusion, such 
as multivariate image analysis, image preprocessing using variety of filters, resizing, 
cropping, rotating, image registration using MI, concentration mapping, image morphing 
and visualization using rendered volumes. The image PCA routine in the PLS_Toolbox 
5.2(Eigenvector Research) in MATLAB was used to extract principal component images and 
loadings. Rigid registration (translation and rotation) using MI was utilized using in-house-
written routine in Matlab using MI function by Dennis Lucero. Morphing algorithm of Beier 
and Neely was implemented using Dean Krusienski’s routine.  
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3. Results and discussion 

In attempt to completely understand structure and chemistry of heterogeneous 
multicomponent materials using direct correlative multitechnique analysis, several steps 
have to be undertaken: the same area on the sample has to be analyzed by multiple 
analytical methods of choice, spectra and images acquired have to be processed and 
analyzed, and resulted information has to be fused to provide a final image representative 
of the 3D sample structure.  
The heterogeneity in chemistry of the sample must be reflected in all of the analytical 
methods chosen for the analysis with understanding that each analytical imaging method 
has different mechanism of generating contrast. Chemical sensitivity of XPS offers great 
advantage for this purpose, however in some cases more elaborate experimental schemes 
might be needed for distinguishing between similar polymers in multicomponent polymeric 
samples or for increasing signal to noise ratio. Several ways to generate a fluorescent signal 
in CM can be thought of, the first being addition of the dye into the mixture with 
assumption that it will partition preferentially in one of the mixture constituents, the second 
is the use of fluorescently tagged polymers and the third, use of natively fluorescent 
polymers. 
The next important consideration is different sampling depth of the technique. This being a 
main advantage of using multitechnique characterization, serves as somewhat limiting 
factor in terms of sample preparation requirements imposed by each method and types of 
data that can be obtained. Vertical heterogeneity may result in concentration gradients 
and/or surface segregation, while lateral heterogeneity may result in topographical 
heterogeneity. The AFM method is the most sensitive to the topography of the surface, and 
there is a limit of topographical height difference that instrument can handle. Large features 
of phase-separation, which can be easily detected in XPS and other methods and can be 
beneficial for registration purposes, can increase topographical heterogeneity to the point 
that AFM images of reasonably large size will be impossible to obtain. The next method of 
surface sensitivity is XPS, which is sampling top 8-10 nm of the surface. For some of the 
polymeric systems, big differences in macroscopic parameters of the constituents, can cause 
significant surface segregation, where within the bulk of the sample, there will be phase 
separation of the mixture and as the consequence, it will be reflected in CM images, while 
the top surface may be a homogeneous layer of one of the polymer resulting in featureless 
XPS images. 
AFM is a limiting technique in the physical size of the images that can be acquired. The 
larger the heterogeneity of the sample, the smaller image size can be acquired. It is clear, 
that all other methods that can handle larger FOV’s will be reduced to the AFM area of 
analysis. 
Three types of polymer blends were designed for the purpose of demonstrating different 
approaches of image fusion. The first is 50/50 PVC/PMMA blend where the Rhodamine 
dye has been added to provide the fluorescent contrast for confocal microscopy. This blend 
represents the well-characterized system, as our and other groups extensively characterized 
it previously. Enough knowledge about the morphology of this blend allows us to consider 
it as test system, as it is well known how the composition changes laterally and vertically. In 
this blend, however, there is a problem of not 100% exclusive preferential dissolution of dye 
in one of the blend constituents.  Another type of blend are mixture of fluorescin-labled PS 
(PS*) with PMMA, PB and PVC, i.e. PS*/PMMA, PS*/PB and PS*/PVC. The problem of 
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partial dissolution of dye in both polymers is solved by this approach, as fluorescence is 
coming exclusively from the labeled polymer making confocal data interpretation less 
ambiguous. And the third blend used in this report is a mixture of natively fluorescent 
polymer, MEH-PPV with PMMA. This represents another way of solving ambiguities of 
confocal data interpretation. Throughout the discussion we will use examples from all three 
types of polymer blends. 
Following steps required to be done prior to image fusion will be discussed now: 
1. Area marking 
2. Image acquisition 
3. Pixel-to-feature conversion  
4. Image registration of feature-level images: -resizing, preprocessing, AIR using MI 
5. Registration of original data on pixel level 

3.1 Area marking 
The task of marking an area on the sample so that it can be easily located within each 
analytical method of choice and, at the same time, don’t introduce damage or artifacts to the 
sample have been approached through a variety of means.  The simplest approach is to 
mark sample areas with a felt pen, but this becomes difficult when the analysis area 
approaches the dimensions of the pen tip. Optical features on the sample provide internal 
marks, but may not always be present.  TEM grids have also been used to locate areas, but 
the height differential between the grid and the sample is frequently greater than the 
vertical range of the AFM scanner, not allowing imaging the grid within FOV of the image. 
An alternative method for marking an analysis area is AFM lithography, which allows the 
outline of the analysis area to be drawn using contact mode AFM. (Sugimura & Nakagiri, 
1997; Cleveland et al., 1998; Ngunjiri & Garno, 2008; Lu et al., 2009) The tip is scanned under 
load forces that are experimentally determined to remove sample from the surface.  We’ve 
successfully used AFM tip to introduce marking lines for several samples of varying 
morphologies (patterned and polymer blends). (Artyushkova et al., 2009)  
Figure 1 shows optical image of the sample with a grid and two sets of vertical lines drawn 
by AFM tip. Grid helps to locate an area in confocal and XPS analysis, especially when lines 
are not observable in chemical images, which sometimes might be the case. 
 

 
Fig. 1. Optical image of the sample with grid and sets of lines 
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3.2 Image acquisition 

After the lines have been drawn, the AFM images between lines are acquired. The exact 

distance from left top line is measured to the location of a center of AFM images. This 

knowledge is very useful in checking the output results from image registration as will be 

discussed further. Figure 2 shows height and phase images acquired from PS*/PMMA 

sample.  

Marks introduced by AFM tip can be easily located in all other instruments using optical 

cameras. Confocal image from the same sample is shown in Figure 2. The high intensity 

corresponds to fluorescent PS-enriched phase of the blend.  The lines marked by AFM are 

readily visible. From the distance between the top of the line to the center of AFM images, 

one can register AFM image within confocal image.  As discussed below, results of 

automatic image registration can be evaluated based on this knowledge. 
 

 

Fig. 2. Confocal, AFM and XPS images from marked area on PS*/PB sample. Lines are 
visible in CM but not in XPS chemical images 

When the sample is transferred for the analysis into XPS spectrometer, the optical camera is 

used to locate the analysis area. The lines marked are readily visible in optical images. 

Chemical images are then acquired from the matched area. Figure 2 shows an XPS C 1s 

image acquired at BE of the main peak – 285 eV after charge correction. Lines are not visible, 

but having an optical image as reference, one can be certain that this XPS image is acquired 

from exactly the same area as AFM and confocal images. 

3.3 Feature selection 

Multisensor fusion can take place at the pixel, feature or symbol level of representation. 

(Varshney, 2000; Peri, 2001; Mahler, 2004; Macii et al., 2008) In pixel-level fusion, a new 

image is formed through the combination of multiple original images to increase 

information content associated with each pixel. Pixel-level fusion is recommended for 

images with similar exterior orientation, similar spatial, temporal and spectral resolution, 

and capturing similar physical phenomena. When images record information from very 

different chemical or physical phenomena, if they are collected from different platforms, or 

have significantly different sensor geometry, preference should be given to the feature-level 

fusion, where original images are converted to the images representative of the features, i.e. 

segmented images, for example.  
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In case of multitechnique fusion using XPS, AFM and confocal microscopy, images are 
acquired from different platforms sampling different physical and chemical properties. 
Moreover, multiple images per each technique are available, so they have to be converted to 
the feature images representing particular chemical component or phase. Depth array is 
acquired in CM. Several elemental and chemical XPS images are usually acquired. Often 
images-2-spectra data are acquired XPS, which consist of 50-70 images within the binding 
energy range of element of interest with small binding energy step. Two AFM images are 
usually acquired, one being representative of the height and another of the phase image. 
These multidimensional multivariate images may be converted to a single image 
representing features of interest for feature-based data fusion.  
Image segmentation, classification or Multivariate Image Analysis (MIA) are among the 

methods capable to extract feature information from multivariate images. The goal of MIA 

methods is to extract the most significant information from an image data set, while 

reducing the dimensionality of the data. Principal Component Analysis (PCA) transforms 

multivariate images into a number of score images. (Artyushkova & Fulghum, 2001; 

Artyushkova & Fulghum, 2004) The first principal component accounts for as much of the 

variability in the data as possible, and each succeeding component accounts for a decreasing 

amount of the remaining variability. The objective of PCA is to identify images which are 

globally correlated or anti-correlated. This information is displayed as loadings of the 

different images, and the pixels responsible for the correlations can then be displayed in 

component score images. PCA is a method of choice for feature selection due its simplicity, 

uniqueness of solution and speed. 

Data from PPV/PMMA blend are used as an example of using PCA as feature-selection 

method from both XPS and CM domains. This is an example of the sample, where large 

clearly-observed features in optical and chemical XPS and CM images allow for easy 

analysis area identification and matching. 6 chemical photoelectron images are acquired at 

BE’s corresponding to two types of oxygen and four types of carbon. Principal component 

analysis of these 6 images results in 3 principal components. Figure 3 shows score images 

and loadings for these components. The 1st PC has high contribution from all photoelectron 
 

 

Fig. 3. PCA analysis applied to series of 6 XPS chemical images from PPV/PMMA blend 
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Fig. 4. PCA analysis applied to series of confocal depth images 

images and results in intense and most homogeneous distribution. It has been shown that 
the 1st component is a representative of mixture of topographical and inelastic background. 
(Artyushkova and Fulghum 2004) The 2nd component image is more heterogeneous with 
loading having high positive contribution due to images #2, 5 and 6 and negative 
contribution due to image #4. Images 2, 5 and 6 are correspond to the BE where the highest 
contribution is from PMMA, while image 4 is a representative of PPV. So, PC score image 2 
can be considered as being representative of PMMA-enriched phase of the blend and it will 
be used as a feature-representation of XPS domain.  
For feature selection from confocal microscopy imaging data, PCA was applied to 9 confocal 
images acquired from the same area with 2 micron vertical step (Figure 4). Application of PCA 
to XPS imaging data allows identification of spatial distribution of chemical phases present in 
the sample and as the consequence one of the PC scores can be used as feature image 
representing one of the phases.  PCA analysis of confocal depth series serves different purpose 
than that of XPS data. Each original confocal image within depth series represents PPV-
enriched phase at different depth. PCA remove noise and provides confocal image 
representative of the PPV enriched phases with improved signal-to-noise. Alternatively, one 
can select most intense and contrast image from the depth array as a feature-representative of 
confocal data.  The 5th and 6th images have a highest contribution into the 1st PC, so either PC 
score image 1 or original image 5 or 6 can be used as feature-representation of confocal data. 
AFM topography and phase images contain very different type of information about the 
samples morphology; therefore either one or both of them can be used directly for image 
fusion. 

3.4 Image registration 
After the images representative of a particular chemical phase have been selected for each 
technique, they must be registered, or brought to the same spatial grounds.  
The first step is bringing them to the same scale in pixel-to-micron ratio. The original scale of 
images is very different. XPS images are always acquired at 256x256 pixels. The smallest size 
is 200x200 micron. The pixel-to-micron ratio for XPS data is 1.28. AFM data are always 
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acquired at 512x512 pixels size. The size of the AFM image acquired for all the samples is 
usually less than 100 microns. For 60x60 microns size image, the pixel-to-micron ratio is 8.53 
for AFM data. The size of confocal image can be varied and it is usually less than 200 
microns. For an analysis area of 123x185 micron image acquired at 512x768 pixels has the 
pixel-to-micron ratio of 4.15. As the loss of data is not desirable, it is not practical shrinking 
AFM and confocal data to match the size of XPS images. At the same time, if one would 
increase the size of XPS image to match the size of, let’s say, AFM image, it will result in 
unreasonably large (1700x1700 pixels) size leading to excessively time- and computer- 
consuming image registration. Therefore, in each individual case of matching sizes of 
images in terms of their pixel-to-micron ratio, compromise should be found. For example, if 
confocal image is decreased in two times to a size of 256x384 pixels, the size of AFM image 
that matches the pixel-to-micron ratio of confocal is 124x124 pixels, while that for XPS 
becomes 416x416 pixels.  These are reasonable sizes of images to process further. 
The next step is spatial transformation of images to bring them to the same spatial 
coordinates. From the way the sample is positioned with respect to the detectors in all three 
instruments, only translation and rotation must be involved in spatial transformation, which 
is an example of rigid linear transformation. Manual registration may involve setting up 
ground control points (GCPs), i.e. points whose coordinates are known for both reference 
and target images. Manually selected GCPs are used for calculating linear rigid spatial 
transformation. This approach requires distinct features observable in all images, which is 
not always the case (see XPS image in Figure 2). It is also subjective to human errors. 
Alternative approach is automatic image registration (AIR) which iteratively adjusts spatial 
transformation parameters (rotation and translation) so as to maximize some similarity 
measure computed between the transformed target image and the corresponding reference 
image. (Black et al., 1996; Viergever et al., 2001; Zitova & Flusser, 2003; Bentoutou et al., 
2005; DelMarco et al., 2007; Liu et al., 2008) There is a variety of automatic intensity based 
measures, which do not require the definition of GCPs or features.  
The criterion of maximization of mutual information (MI) has proven to be a breakthrough 
in the field of image registration. It is a leading method in multimodal registration. (Maes et 
al., 1997; Chen et al., 2003; Maes et al., 2003; Bentoutou et al., 2005; Luan et al., 2008)The MI, 
originating from information theory, is a measure of a degree of grey level dependency 
between two images. The mutual information I of two images 1 and 2 is defined in terms of 
the entropies H(1) and  H(2) of the images and their joint entropy H(1,2), as follows:  

 I(1,2)=H(1)+H(2)-H(1,2) (1) 

Entropy is a measure of uncertainty; of how well it is possible to predict the grey value of an 
arbitrary pixel in an image given the probability density distribution function of the grey 
values. An image containing a large number of different grey values has a high entropy 
value. If two images are misregistered, the sharpness of the peaks in the joint histogram will 
decrease. From the definition of mutual information the registration of images depends on 
maximization of their mutual information. 
The strength of mutual information is that generally it does not require preprocessing of the 
images. It is more suitable for multimodality image matching than other statistical 
measures, such as cross-correlation measures, which rely on an equivalence relation 
between the intensities of two images, whereas mutual information depends on the 
existence of a statistical distribution relation, hence posing less demands on the relation 
between the images’ grey values. 
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Fig. 5. Left – MI surface plot calculated for all values of shift in x and y for image rotated by 
angle Θ. i and j - coordinates of maximum of MI 

MI is computed for window pairs from target and reference images and its maximum is 
searched. The maximum MI provides three parameters, i.e. angle of rotation Θ, and 
coordinates of i and j for maximum MI. i and j are the coordinates of the left corner of the 
rectangular area matching the size of target image that has to be cropped out from the 
rotated reference image by the angle Θ  (see figure 5). 
To facilitate AIR using MI of very different types of image pairs, various preprocessing 
routines may be utilized. Different lateral resolution may provide different levels of details 
in the same features captured by both techniques. Some smoothing filtering may be required 
to bring the images to be registered to similar details appearance. Sometimes image 
smoothing is not sufficient. In confocal image, for example, small bright features exist within 
the big dark feature. One way to simplify the images is to convert them to objects. In the 
analysis of the objects in images it is essential that we can distinguish between the objects of 
interest and the background. The techniques that are used to find the objects of interest are 
usually referred to as segmentation techniques - segmenting the foreground from 
background. Thresholding produces a segmentation that yields all the pixels that, in 
principle, belong to the object or objects of interest in an image. Figure 6b) shows 
thresholded images of original XPS and CM images representative of PVC-enriched phase 
in PVC/PS* blend in Figure 6a). The intensity distribution is simplified now so that there 
much fewer possible matches of best registration results. An alternative to this is to find 
those pixels that belong to the borders of the objects. Techniques that are directed to this 
goal are termed edge finding techniques. Example of edges extracted from XPS and confocal 
images is shown in Figure 6c). 
Another parameter that should be paid attention to is phase inversion. Bright feature in one 
image can correspond to dark feature in another image. Image inversion might be necessary 
as preprocessing step.  
Figure 7 shows registered XPS and confocal images for PS*/PVC blend in Figure 6. Large 
features in both images allow visual estimation of MI registration results as satisfactory.  
Figure 8 shows registered images for PS*/PMMA sample. Original images for this blend are 
shown in Figure 2. AFM and confocal images were registered first. Features in both images 
are very similar, so the results can be visually estimated as satisfactory. The knowledge of 
position of the center of AFM images with respect to the line visible within the confocal 
image allows checking the accuracy of registration. XPS image does not have any distinct 
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features in images to judge the registration results and there are no lines visible.  XPS image 
was registered with AFM and with confocal separately and the fact that both pairs gave 
exactly the same translation and rotation parameters confirms that the image shown is 
indeed from exactly the same area as confocal and AFM.   
 

 

Fig. 6. Image preprocessing. XPS (left) and Confocal (right) images representative of PVC-
enriched phase in PVC/PS* blend a) original images, b) thresholded and c) edges extracted.  
 

 

Fig. 7. Registered XPS (a) and Confocal (b) images for PVC/PS* blend 

 

 

Fig. 8. Registered XPS, Confocal and AFM images for PS*/PMMA blend 
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3.5 Image fusion 
Now that all the feature-level images are registered and therefore represent different types 
of chemical and physical information from exactly the same area, they can be fused. We will 
now discuss different examples of multitechnqiue image fusion. 

3.5.1 Example 1. Confocal microscopy and XPS 
Fusing confocal and XPS data provides a benefit of extended spatial coverage. CM provides 
information on how features change with depth, but the data are not quantitative, as 
intensity in confocal images represents fluorescence which is directly proportional to 
concentration of the fluorescent phase but exact or even approximate concentrations are 
unknown. XPS, on the other hand, is a quantitative method. Small area spectra from areas of 
interest within the images provide concentration of chemical phases. The 1st example of CM-
XPS fusion involves use of quantitative information available from XPS top and, if possible, 
bottom, images to quantify confocal images and to build quantitative confocal volume, 
where each pixel represents a concentration of a particular chemical phase. The idea behind 
this fusion is presented in figure 9. 
 

 
Fig. 9. Quantifying confocal depth series by using quantitative information from small area 
XPS spectra acquired from both sides of sample 

Confocal array from PVC/PMMA blend has been quantified from quantitative chemical 
information provided by small area XPS spectroscopy. From XPS analysis of this blend it is 
discerned that the air side of the sample is heterogeneous and enriched in PMMA, while the 
substrate side is more homogeneous and enriched in PVC. The minimum and maximum 
concentration of PVC obtained from XPS small area spectra was used to map intensity in the 
top and bottom confocal images to 22/40 and 55/75, respectively. The intensities in 
intermediate confocal slices are then mapped by taking the weighted average between those 
numbers. Figure 10 plots max and min intensities in original and mapped confocal images 
as a function of depth. The resulted confocal volume representative of PVC enriched phase 
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now can be displayed and analyzed as shown in Figure 11. Rendered volume allows us to 
see the exterior of the material from top and bottom side of the sample. Isosurfaces at three 
values of concentration, 30, 50 and 70 % PVC in the blend are displayed. It can be seen that 
air side is very heterogeneous with small islands with 30% of PVC in them. The 50/50 blend 
is located in the middle of the sample, while the bottom side is somewhat heterogeneous 
with higher PVC concentration.   
 

 
Fig. 10. Quantifying intensities in confocal images. Minimum and maximum values of 
intensity in a) original and b) quantified images. 

 

 
Fig. 11. Visualization of quantified confocal volume: Rendered volume – top (a) and bottom 
(b), three cross-sections, c), Isosurfaces of d)70% PVC, e) 50% PVC and f) 30% PVC 

Another way to explore the quantitative confocal volume is to plot intensities within the 
regions of interest (ROIs) as a function of depth. These are plotted on Figure 12 for 4 ROI’s 
selected of confocal image representing PVC concentration profiles. The concentration 
profiles within dark areas are more linear than in bright areas.  
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Fig. 12. Concentration depth profiles of PVC% in the blend from areas selected on confocal 
image  

3.5.2 Example 2. Confocal microscopy and XPS  
The very top surface determines most of the material’s properties. Imaging and small area 
XPS represents an integral signal from total top 10 nm of the material.  The top confocal 
image can be considered as an integrated image of top 1 micron thickness of the material. 3-
D visualization of morphology from imaging data acquired from different depths from the 
same areas on the sample is a key factor for understanding 3-D structure. The idea behind 
the 2nd example of fusing CM and XPS images is visualization of changes in morphology 
and chemistry in the top 1 micron of the sample.  
XPS and confocal images representative of PPV-enriched part of PPV/PMMA blend have 
been registered; images are shown in figure 13. The bright areas are enriched in PPV. The 
XPS image is then quantified using numbers obtained from small area spectroscopy, being 
30% and 65% as lowest and highest concentration of PPV.  Confocal image is quantified to 
approximately the same concentrations of PPV as in XPS image, i.e. 35% as lowest and 70% 
as largest PPV percentage. Approximately the same sample composition is expected for 1 
micron depth. Small degree of concentration gradient is introduced by slight increase of 
concentration in both dark and bright parts of the image. The main focus of merging XPS 
and confocal images in this example is on morphological (shape) changes with depth.  
The next step is merging these two quantitative images representing spatial distribution of 
PPV-enriched phase at two different depths into one display. This represents the problem of 
reconstructing a solid object from a series of parallel planar cross-sections. (Lin et al., 1989) 
To recreate a volume between quantitative images of polymer blends at different depths, 
additional slices have to be created in between pairs of images. Interpolation, which 
produces one or more intermediate images which smoothly and locally turn the 1st image 
into the 2nd one, is required. A linear interpolation, a simplest type, averages the intensities 
in two images. However in real heterogeneous samples, where surface segregation may 
exist, pixels belonging to the same feature in one slice do not necessarily connect to pixels 
exactly beneath them in the next slice. There are several ways to address this 
correspondence problem. An example of such approach is image morphing. The morphing 
is realized by coupling image warping (interpolation of shape) with color interpolation. 
Image warping applies 2D geometric transformations to the images to retain geometric 
alignment between their features, while color interpolation blends their color to produce in-
between images. (Wolberg, 1998; Tal & Elber, 1999; Artyushkova & Fulghum, 2005; Penska 
et al., 2007) It begins with establishing correspondence between images with pairs of feature 
primitives, e.g., mesh nodes, line segments, curves, or points. A pairwise correspondence 
between two successive images is pre-computed and stored as a pair of morph maps. The 
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feature correspondence is then used to compute mapping functions that define the spatial 
relationship between all points in both images. The warp function is used to interpolate the 
positions of the features across the morph sequence. Once both images have been warped 
into alignment for intermediate feature positions, ordinary color (intensity) interpolation 
generates in-between images. 
 

 
Fig. 13. 26 pairs of lines outlining features in both confocal (reference) and XPS (target) 
images are drawn for calculating warping function for image morphing 
 

 
Fig. 14. Visualization of volume obtained through image fusion of XPS and confocal image. 
Rendered volumes from top (XPS) and bottom (confocal) are shown. Three cross-section and 
isosurface representing 50/50 PPV/PMMA blend are also shown 
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Lines are used as feature primitives in this image morphing algorithm. First the lines are 
drawn on the reference image so that they describe the shape of features the best. Then the 
corresponding lines are drawn on the target image to describe the same features. The more 
lines you draw the better the morphing results. The features for this blend change shape 
quite significantly so many lines have to be drawn for an accurate morphology description.  
The confocal image has more features to describe, so it is used as reference image. Then lines 
corresponding to the same exact feature in XPS images are drawn. The figure 13 shown both 
images with 26 pairs of lines defined. 20 images are reproduced between XPS and confocal 
image using the warping function calculated from pairs of lines.  
 
 

 
 

Fig. 15. Concentration depth profiles showing PPV% within 1 micron of depth from selected 
areas on XPS and Confocal image. 

The visualized volume by rendering, isosurface (50/50 PPV/PMMA composition) and 
cross-sections are shown in Figure 14. Smooth transition in quite significant changes of 
morphological features is observed. The most important way to visualize the data is to plot 
profiles for regions of interest. As the volume represents the real chemical concentration of 
PPV, one can analyze the morphology this way. Regions of interest shown on XPS and 
confocal images together with concentration profiles (Figure 15), indicate several important 
observations. For some dark areas on XPS images (red and blue), the concentration increases 
a little bit towards dark areas in confocal images. For one of the areas (green), the 
concentration does not change. For few bright areas on XPS images (magenta, violet), the 
concentration also increases towards depth. For two other bright areas in XPS images, the 
concentration decreases with depth, so phase inversion is observed. One can really 
appreciate the quantitative level of morphological details fusion of XPS and confocal images 
provides.  
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3.5.3 Example 3. AFM and XPS  
One can approach fusion of XPS and AFM images as the problem of combining images of 
drastically different resolutions, captured with different instruments and with different 
spectral characteristics into single image with the goal of facilitating interpretation and 
analysis. (Nunez et al., 1999; Pohl, 1999; Svab & Ostir, 2006; Ling et al., 2008; Rao et al., 2008; 
Artyushkova et al., 2009) For example, a typical tradeoff which often occurs in remote 
sensing is between spatial resolution and resolution in wavelength. It may be possible and 
desirable to combine a low resolution color image and a high resolution monochromatic 
image to produce a color image with high spatial resolution. Similarly, X-ray photoelectric 
spectroscopy (XPS) has very high resolution in spectral dimension (binding energy) but 
relatively low spatial resolution. In contrast, atomic force microscopy (AFM) images have 
significantly higher spatial resolution, but can be considered to be monochromatic, since 
they represent surface topography. The goal of this image fusion type is to improve the 
lateral resolution of XPS images using high lateral resolution AFM images. 
The simplest approach to increasing the spatial resolution of a color image using a 
monochromatic image of higher spatial resolution is to convert from a red, green, blue 
(RGB) basis to intensity, hue, saturation (IHS) basis. (Pohl, 1999) While the RGB is a 
rectangular coordinate system, IHS is a cylindrical coordinate system. After converting the 
low resolution color image to IHS, the grey values of the monochromatic image are 
transformed using a simple linear greyscale transformation so that the smallest and largest 
values correspond to those in the low resolution intensity image. The low resolution 
intensity image is then replaced with the monochromatic image of higher resolution and the 
coordinate transformation is inverted, yielding a color image of higher resolution.  
There are no RGB channels per se in photoelectron imaging. R, G and B channels expected 
to be spectrally independent. If one acquires a set of elemental and chemical XPS images, 
then three independent photoelectron images can be considered as RGB channels. In order 
for photoelectrons images to be spectrally independent, they have to represent different 
chemical compounds. For systems with more than two chemical species such as polymer 
blends which are used throughout this chapter, one can envision selecting three 
photoelectron chemically independent images as RGB channels, and applying RGB-to-IHS 
conversion algorithm for resolution merge with AFM image. In two-component systems, 
however, there are no three spectrally independent images. One image as representative of 
one of the component of the mixture is an inverse of a representative of another component. 
So, just a single XPS image (either an original photoelectron image or PC score) representing 
particular chemical phase present in the mixture is what is usually available in case of 
polymer blend samples.  In this case single photoelectron image can be converted into RGB 
image by applying false-color mapping to a gray scale image. Concept behind RGB-2-IHS 
resolution merge for XPS and AFM images is shown in Figure 16. Low-spatial resolution 
XPS image representing particular chemical phase is color-mapped, this RGB image is 
converted to HIS components. Intensity component is then being replaced by high spatial-
resolution AFM image and inverse transformation of IHS-2-RGB is done to obtain resolution 
merged image.  
This procedure has been tested on XPS and AFM images acquired from PS*/PB blend. In 
this case images-to-spectra data set has been acquired within C 1s region as described in 
Experimental section. In order to extract one image representative of either PS* or PB-
enriched phase of the blend, PCA was applied to images-to-spectra data set. The 1st PC is 
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Fig. 16. Concept behind resolution-merging XPS and AFM images.  

topographic and phase AFM images from the same area are shown in Figure 17 together 
with XPS false color-mapped PC score image. According to chemical composition of the 
blend obtained through small area XPS valence band (VB) spectra, this polymer blend is 
very homogeneous, i.e. PS*% is ranging from 75 to 85% in darkest and brightest areas within 
XPS images. The XPS image representative of PS*-enriched phase obtained through XPS 
shows large features that have slightly different composition but still it is detectable by XPS. 
AFM image accesses really different level of details due to much higher level of lateral 
resolution, showing small circular particle like features, while it is not able to detect such 
small chemical differences between large phase-separated areas. This shows how two 
techniques can be complimentary due to different sampling properties and different 
resolution scales. In order to represent this complementary information in one image, AFM 
and XPS images have been fused. For that, XPS image has been then color-mapped using 
hot as false color map in Matlab (figure 17). By performing RGB-2-IHS conversion and 
substituting value of I for AFM topography or phase image and performing IHS-2-RGB 
conversion, one obtains the resolution-merged images (figure 17). As one can see, in those 
images, small chemical heterogeneity from XPS images is preserved as color, while a great 
level of details is now available from AFM high spatial resolution images. One can consider 
fused images as either AFM images with added chemistry as color or better-quality XPS 
images. As discussed above, color does not mean a lot in case of XPS images, so one can 
convert fused images back to original grey color scheme and compare original XPS images 
to fused grey scale images. The same conclusions can be made from these images. Fusion 
with phase AFM images gives especially nice correlation that is might due to the fact that 
phase imaging reflects chemical information. 
Another example of resolution-merging XPS and AFM images represent quite a different 
perspective of this approach. The original registered XPS (O 1s) and AFM images from 
PVC/PMMA blend are shown in Figure 18. As one can see, the bright features in O 1s 
image, i.e. PMMA-enriched phase, correspond to higher features in AFM images. Small area 
spectroscopy confirms that the surface is enriched in PMMA, as composition variation from 
dark to bright areas on the sample is between 60 to 90% PMMA concentration. The level of 



 
 Image Fusion and Its Applications 

 

198 

 
Fig. 17. Resolution-merge of XPS (PS* enriched phase) and AFM images for PS*/PB blend 

details provided by both techniques is quite similar, which shows that there is no micro-
separation of phases within large phase-separated features, but AFM images shows much 
better edge information and better resolution. The same procedure of RGB-2-IHS of false-
colored PMMA-enriched phase XPS image with AFM image was performed. The merged 
image shown in Figure 18 does not show exact feature-to-feature correspondence, indicating 
that the chemical heterogeneity is not in direct correspondence to topography of the surface. 

4. Conclusion  

Fusing imaging data from XPS, CM and AFM is discussed in the current chapter for the 
purpose of obtaining fused data representing quantitative structural morphological 
information from multicomponent heterogeneous systems, such as polymer blends. Steps 
leading to image fusion discussed in details are area marking, area identification, image 
acquisition, feature selection, image alignment and image registration. Three examples of 
image fusion were discussed. In the first, confocal microscope depth series were quantified 
and visualized based on small area photoelectron spectroscopy acquired from exactly the same 
areas of polymer blends. In the second, image morphing between image acquired at 10 nm 
sampling depth by XPS and image acquired at ~1 micron depth by CM provided very detailed 
information on how morphology of polymer blend changes from the very top surface down 
into the bulk. And in the third, resolution merge between low spatial resolution XPS image 
and high spatial AFM image was tested for two types of polymer blend samples.  
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Combining data acquired from the same area on a sample by different analytical techniques 
reveals more information than would be obtained if each data type was processed 
individually. 
  

 
Fig. 18. Resolution-merge of XPS (PMMA enriched phase) and AFM images for 
PVC/PMMA blend 
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1. Introduction

There has been a considerable interest in the development of human-like image perception
systems. Although a number of algorithms have been proposed so far, it is still a challenging
task to achieve a human-like robustness in image perception under various circumstances.
For robust image perception, the feature representation algorithm which extracts essential
features from an image and represents them in a vector format is of critical importance. Since
the discovery by Hubel and Wiesel (Hubel & Wiesel (1959)) in the study of visual cortex
of animals, it is well known that the directional edge information in visual inputs plays
an essential role in early visual processing. Namely, biological systems rely on the spatial
relationship among edges in various directions for image perception. In this regard, local
intensity gradients or directional edges have been widely used in computer vision and pattern
recognition (Belongie et al. (2002); Dalai et al. (2005); Freeman & Roth (1995); Lowe (2004);
Mikolajczyk & Schmid (2005); Shibata et al. (1999)). They are utilized in feature descriptors to
represent object images in image and gesture recognition. The present work also relies on the
edge information extracted from images.
A feature vector representation algorithm called Projected Principal-Edge Distribution
(PPED for short) (Yagi & Shibata (2003)) has been developed to meet the demand of
neural-associative-processor-based hardware recognition systems (Shibata (2002)). The
original idea of PPED was first disclosed in 1999 (Shibata et al. (1999)) and developed in
the work of Yagi & Shibata (2003). The robust nature of the PPED vector representation has
been successfully demonstrated through its applications to hand-written pattern recognition
and medical radiograph analysis (Yagi et al. (2000); Yagi & Shibata (2002)). The feature
representation in PPED is based on the spatial distribution of four directional edges
(horizontal, +45◦, vertical, and −45◦) extracted from an image, in which the local variance
of pixel intensities is taken into account for edge detection. Since the processing is
computationally very expensive, a dedicated VLSI chip has been developed which can
generate PPED vectors at a rate of 106 vectors/sec (Yamasaki & Shibata (2007)). An
architecture that enhances the throughput by a factor of about 30 was also developed
(Nakagawa et al. (2009)). VLSI chips specialized for the associative processing (maximum
likelihood search) have also been developed in both digital (Ogawa et al. (2002)) and
analog (Yamasaki & Shibata (2003)) technologies aiming at real-time performances. The face
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2 Will-be-set-by-IN-TECH

detection algorithm in this article has been developed to explore a pattern matching algorithm
specifically adapted to the psychologically-inspired VLSI brain model system, a hardware
recognition system based on dedicated VLSI chips mimicking the processing in the mind
(Shibata (2002; 2007)).
Humans have a specialized skill in face perception because it is directly related to our social
life. However, it is still debated among psychologists whether the face perception is an ability
specific to humans (Gauthier et al. (1999); Moscovitch et al. (1997)). A widely used technique
to localize facial images in video sequences is to use the color information of faces as a clue
(Hsu et al. (2002); McKenna et al. (1999)). The human perception of faces, however, does not
rely on colors but on features as a clue. A number of face detection algorithms using facial
features as a clue have been developed (Yang et al. (2002)) employing principal component
analysis (Liu & Wechsler (2002)), neural networks (Feraud et al. (2001); Rowley et al. (1998a;b);
Sung & Poggio (1998); Viola & Jones (2004)), support vector machines (Osuna et al. (1997)), and
so forth. In these algorithms, however, a large amount of numerical computation is required in
general. A fast search algorithm was proposed to apply the detector to real world applications
(Feraud et al. (2001)). In Viola & Jones (2004), a real-time face detection system was developed
by introducing “Integral Image” representation which is very efficient in computation, and
face detection performance comparable to the best prior results was obtained (Rowley et al.
(1998a); Sung & Poggio (1998)).
In this article, we focus on the face detection which localizes facial images in an input image
without prior information about illumination, scales, numbers of faces, and so on. The
PPED representation developed in the previous work (Yagi & Shibata (2003)) is not sufficient
for face detection since certain essential information in facial images is lost during the
dimensionality reduction in PPED vector formation, making it difficult to discriminate facial
images from non-facial images. In order to solve the problem, other directional edge-based
feature representations are proposed and the concept of a feature level image fusion called
multiple-clue criterion has been introduced. Namely, several feature representations in
addition to PPED are employed for template matching and the multiple clues derived from
each of the feature representations are utilized for the classification to enhance the face
detection performance. Furthermore, the robustness against scale variations and rotations
of faces has also been achieved. The robustness of the proposed algorithm has been
demonstrated using the CMU test set C (Rowley et al. (1998a)).
Face identification which identifies the localized face images as individuals is another
important application of face perception. Developing both face detection and face
identification systems realizes an automatic face recognition systems. In order to develop the
face identification system, we have adapted the directional edge-based feature representations
to a classification level image fusion with pseudo two-dimensional (2D) hidden Markov
models (HMM). A dedicated VLSI hardware architecture for pseudo 2D HMM’s has also been
developed (Suzuki & Shibata (2007)), thus the real-time performance has been performed by
combining of the dedicated VLSI chips for the feature generation and the pseudo 2D HMM’s.
The robustness against illumination variation was demonstrated in the face identification
system using Yale face database B (Georghiades et al. (2001)).
The organization of the article is as in the following. Firstly, the directional edge-based feature
representations utilized in the present work are described in Section 2. Then, the organization
of face detection system and the concept of multiple-clue criterion are presented in Section 3.
In Section 4, the proposed feature representations are also applied to multiple-angle-view face
detection, which localizes not only frontal face but also posed faces and profiles. In Section 5,
the proposed feature representations have been adapted to the hidden Markov model-based
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face identification system. Section 6 demonstrates the performance of the algorithm. Section 7
concludes the article.

2. Directional edge-based feature representation algorithm

The feature representations utilized in the present work are described in this section. They
are based on the spatial distribution of directional edges extracted from an original image.
As a region of interests (ROI) for generating a feature vector, we employ a fixed-size window
of 64×64-pixel sites, which is compatible with the hardware organization of the VLSI vector
generator chip (Yamasaki & Shibata (2007)). A 64-dimension feature vector is generated from
the pixel intensities within the window.

HorizontalInput image +45 degree  Vertical -45 degree

64 pixels

I(x,y) FH FP FMFV

Fig. 1. Directional edge-based feature maps generated from bright and dark facial images.
Since edges are detected taking local luminance variance into account, similar edge maps are
obtained independent of the illumination condition.

Horizontal +45 degree Vertical -45 degree

Absolute
Value

Absolute
Value

Absolute
Value

Winner-Take-All

+1

-1

Absolute
Value

Edge Direction

Threshold

Median
Value

Thresholding

+1 +1+1 +1

-1 -1 -1 -1

+1

+1
+1
+1

+1

-1 -1

-1
-1

-1

+1
+1
+1

+1

+1

-1
-1

-1

-1
-1

+1
+1+1

+1
+1

-1
-1
-1-1

-1

Fig. 2. Procedure of directional edge extraction.

2.1 Directional edge-based feature maps
The first step in forming feature vectors is the generation of four feature maps in which
edges are extracted from a 64×64-pixel input image in four directions. Fig. 1 shows the
relationship between an input image and four feature maps. Each feature map represents
the distribution of edge flags corresponding to one of the four directions, i.e. horizontal,
+45 degree, vertical, and -45 degree. These four directional-edge-based feature maps are
regarded as representing the most fundamental features extracted from the original image
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and all feature representations utilized in this work are derived from the feature maps. The
procedure of feature-map generation is illustrated in Fig. 2. The input image is firstly subjected
to pixel-by-pixel spatial filtering operations using kernels of 5×5-pixel size as in the following:

Id(x, y) =

������
2

∑
i=−2

2

∑
j=−2

Kd(i, j) · I(x + i, y + j)

������
(1)

d ∈ {H, P, V, M} , (2)

where I(x, y) is the pixel intensity at the location (x, y), and Kd(i, j) is the filtering kernel
shown in Fig. 3. The kernel which gives the maximum value of Id(x, y) determines the
direction of the edge at the pixel site. Namely, the preliminary edge flag F∗

d (x, y) is determined
as follows:

F∗
d (x, y) =




1, if Id(x, y) = max
d∗∈{H,P,V,M}

Id∗(x, y)

0, otherwise.
(3)

This assigns one edge flag at every pixel site. In order to retain only edges of significance
in feature maps, thresholding operation is introduced. The threshold value is determined by
taking the local variance of luminance data into account. The intensity difference between
two neighboring pixels in the horizontal direction Hnm(x, y) and that in the vertical direction
Vnm(x, y) are obtained as

Hnm(x, y) = |I(x + n + 1, y + m)

−I(x + n, y + m)| (4)

Vnm(x, y) = |I(x + m, y + n + 1)

−I(x + m, y + n)| (5)

respectively, where n = −2,−1, 0, 1, and m = −2,−1, 0, 1, 2. The threshold value TH(x, y) is
calculated as

TH(x, y) = Med(x, y)× 5, (6)

where Med(x, y) is the median of the 40 values of Hij(x, y) and Vij(x, y). For each direction
d ∈ {H, P, V, M}, the directional edge map Fd(x, y) is obtained as

Fd(x, y) =

�
F∗

d (x, y), if Id(x, y) > TH(x, y)
0, otherwise.

(7)

Thanks to such a thresholding operation, essential edges representing facial features are well
extracted from both bright and dark facial images as shown in Fig. 1, thus making directional
edge-based representations robust against illumination conditions.
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2.2 Projected principal-edge distribution

Horizontal +45-degree   Vertical -45-degree

Fig. 4. Partitions of feature maps for vector generation based on projected principal-edge
distribution (PPED).

Although the directional edge-based feature maps retain essential feature information in the
original image, the amount of data is still massive and dimensionality reduction is essential
for efficient processing of classification. Fig. 4 illustrates the procedure of feature-vector
generation in the Projected Principal-Edge Distribution (PPED) (Yagi & Shibata (2003)). In the
horizontal edge map, for example, edge flags in every four rows are accumulated and spatial
distribution of edge flags are represented by a histogram. Similar procedures are applied to
other three directions. Finally, a 64-dimension vector is formed by concatenating the four
histograms. Details of the PPED feature representation are given in Yagi & Shibata (2003).

Horizontal +45-degree   Vertical -45-degree

Fig. 5. Partitions of feature maps for vector generation based on averaged principal-edge
distribution (APED).

2.3 Averaged principal-edge distribution
In the PPED feature representation, the information of edge distribution along the direction
identical to the directional edge (e.g. the horizontal distribution of horizontal edge flags)
is lost during the accumulation. In order to complement such loss in PPED vectors, other
feature-vector generation schemes have been developed (Suzuki & Shibata (2004)). In
the Averaged Principal-Edge Distribution scheme (which was originally named Cell Edge
Distribution (CED) in Suzuki & Shibata (2004)), every feature map is divided into 4×4 cells
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each containing 16×16-pixel sites as shown in Fig. 5. The number of edge flags in each cell
is counted and the number constitute a single element in the vector representation by the
Averaged Principal-Edge Distribution (APED) scheme. From the four directional edge feature
maps FH, FP, FV , and FM, four 16-dimension vectors are obtained as in the following:

H(a + 4b) =
15

∑
i=0

15

∑
j=0

FH(16a + i, 16b + j)

P(a + 4b) =
15

∑
i=0

15

∑
j=0

FP(16a + i, 16b + j)

V(a + 4b) =
15

∑
i=0

15

∑
j=0

FV(16a + i, 16b + j)

M(a + 4b) =
15

∑
i=0

15

∑
j=0

FM(16a + i, 16b + j)

a = 0, 1, 2, 3, b = 0, 1, 2, 3. (8)

A 64-dimension feature vector X in the Averaged Principal-Edge Distribution scheme is
obtained by concatenating these four vectors as

X = [H, P, V, M] . (9)

Two types of 64-dimension feature vectors, the PPED (Projected Principal-Edge Distribution)
vector and the APED (Averaged Principal-Edge Distribution) vector, are utilized for face
detection in the present work.

3. System organization of multiple-clue face detection

In this section, the organization of the face detection system developed in the present work is
presented.

3.1 Overview of the system
In order to detect all faces in a target image, a window-scanning technique is employed for
face detection as illustrated in Fig. 6. A partial image in the fixed-size window of 64×64 pixels
is taken from the input image and a 64-dimension feature vector is generated according to
the procedure described in Section 2. Then, the feature vector is matched with all template
vectors of both face samples and non-face samples stored in the system and classified as a
face or a non-face according to the category of the best-matched template vector. Namely,
when the best-matched template is found in the group of face samples, the partial image is
determined as a face. If the best-matched template is in the group of non-face samples, it
is determined as a non-face. In this work, no threshold value is employed in the template
matching. The template matching is carried out utilizing the Manhattan distance as the
dissimilarity measure, which is given by

d(X, T) =
64

∑
i=1

|X(i)− T(i)| , (10)
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Input Image

Feature-Vector Generation

Template Matching

 Face Templates 

 Non-Face Templates 

64x64 pixel

Fig. 6. A partial image in the fixed-size window of 64X64 pixels is taken from the input image
and a 64-dimension feature vector is generated. Then, the feature vector is matched with all
template vectors of both face samples and non-face samples and classified as a face or a
non-face according to the category of the best-matched template vector. The window scans
the entire image.

where X and T are a feature vector of the partial image and that of a template image,
respectively. This classification is carried out by pixel-by-pixel scanning the entire image with
the 64×64-pixel window.

3.2 Multiple-clue criterion

Feature Map Space

Projected Feature Vector Space
(e.g. PPED space)

Projected Feature
Vector Space

(e.g. APED space)

Classified as non-faces

Classified as faces

: Face
: Non-face

Fig. 7. Concept of multiple-clue criterion.

As we stated earlier, we assume that all essential feature information necessary to carry out
correct classification is contained in the four directional edge-based feature maps. Then,
the process of feature-vector generation is considered as the dimensionality reduction in the
feature map space. In other words, the feature vectors are generated by projecting the data
in the high-dimensional space of the four feature maps onto some lower-dimensional spaces
as conceptually illustrated in Fig. 7. Then, we anticipate that some important features that
separate faces from non-faces are certainly lost during the process of dimensionality reduction.
This means, as illustrated in Fig. 7, the mixing of face samples (�) and non-face samples
(×) necessarily occurs during the projection of sample points from the feature map space
onto a reduced-dimension plane, e.g. the PPED space. However, if the sample points in
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the feature map space are projected onto another plane, e.g. the APED space, the mixing
of face and non-face samples would also occur, but the non-face samples mixed with face
samples in the APED space would be different from the non-face samples mixed in the PPED
space. Therefore, we can expect that true faces can be detected as sample points classified as
faces in both PPED and APED spaces. This is the idea of multiple-clue criterion (Suzuki &
Shibata (2004)). If the two low-dimensional spaces (PPED and APED in this example) are well
separated from each other, a true face can be detected by taking logical AND of the detection
results obtained using two types of vector representations.
In the principal components analysis (PCA), the dimensionality reduction is carried out by
transforming the data to proper axes in order to maximize the variance of the data. Although
the PCA is expected to retain essential feature information in the feature map space, it is
not compatible with the VLSI hardware system. Therefore, in this work, we employed the
multiple-clue criterion which is more compatible with the neural-associative processors.

3.3 Verification using fine-resolution feature representations

(a) (b)

Fig. 8. Result of multiple-clue face detection from input image (a); many candidates are
detected around a true face (b).

PPED

APED

APED

APED

APED

Face
Candidate

Parts
Extraction

Feature
Vector

Presence
of Parts

Multiple-Clue
Criterion

32 pixels Right Eye

Left Eye

Mouth

PPED

PPED

or

or

or

Threshold
3 or  more

Face
or

Non-face

Nose
PPED

or

Fig. 9. Face verification by confirming existence of four facial parts by using finer edge
information.

Due to the pixel-by-pixel scanning, multiple face candidates are detected around true faces as
shown in Fig. 8(b). In order to merge the multiple detection results and determine the correct
position of a face, we have utilized the image features extracted from a whole facial image.
Confirming the presence of facial parts enhances the accuracy of the classification. Therefore,
the face verification algorithm employing the feature vectors generated from local blocks with
finer resolutions has been developed. In the verification algorithm, the presence of facial parts
is confirmed by using finer edge information. If facial parts cannot be found, the candidate
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will be rejected. In the four directional feature maps, as shown in Fig. 1, a lot of edge flags
are extracted around the areas of eyes and a mouth in the horizontal edge map and the area
of a nose in the vertical edge map. In this work, these four facial parts are utilized in the face
verification.
The procedure of the verification is as in the following. Four 32×32-pixel windows are
taken from the left-top, the right-top, the center, and the bottom in the candidate window
as illustrated in Fig. 9. They correspond to the locations of the right eye, the left eye, the
nose and the mouth, respectively. Each 32×32-pixel window is converted to both PPED
and APED vectors. In the face verification, finer edge information is utilized as compared
to the original PPED and APED vectors representing whole facial features. Namely, the
elements representing the horizontal or vertical edge histograms in the PPED representation,
for instance, are produced by accumulating the number of edges within two columns or two
rows, respectively, instead of four columns or four rows in the face detection. The elements
in ±45◦ histograms are also produced from reduced areas. Similarly, each element of the
APED vector is generated as the number of edges in a 8×8-pixel cell instead of a 16×16-pixel
cell. Template matching is carried out using the eight feature vectors generated from four
facial parts with two options of PPED and APED vectors. The presence of each facial part
is determined when both PPED and APED vectors match the respective template vectors. If
three out of four parts are confirmed, the candidate is determined as a true face. This threshold
value is determined by the experimental results discussed in Section 6 (Fig. 29).

3.4 Scale and rotation-invariant detection

Size: 1x1

Target Image

1/2x1/2
1/4x1/4

64x64-pixel
window

Fig. 10. Scale-invariant face detection is carried out using a fixed-size face detection window
(64×64) which scans images with full-scale, 1/2, 1/4, and 1/8 scales.

Although we employed the fixed-size window, facial images may appear in various scales
in the target image and not fit to the window. In order to accommodate our system to scale
variations, the size of the input image is reduced by factors of 1, 1/2, 1/4, and 1/8 as illustrated
in Fig. 10, and face detection is carried out for each scale. (Enlargement by factors of 1, 2, 4,
· · · etc. is also possible.) Optional scaled samples are added to the set of face templates
to cover the entire range between the original and 1/2 scaled images. Due to the robust
nature of the directional edge-based representations, the face detection performance does not
appreciably degrade for scale variations within ±15%. Since (1 + 0.15 × 2)3 = 2.2 is larger
than 2, three types of scaled facial images are required to cover the scale range between 1 and
1/2. Therefore, facial images with reduced sizes of 80% and 60% are used in additional to the
original images (see the results in Fig. 21).
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Furthermore, facial images do not always appear upright. A similar interpolating scheme
has been introduced to the system to accommodate the system to the rotated facial image
detection. Namely, face detection is carried out for 90, 180, and 270 degree-rotated images
in addition to the upright target image. Tilted face images within the angles between −45
and +45 degrees are added to the set of face template vectors to cover the entire 360 degrees
rotation. Due to the symmetry of vector generation algorithm for 90-degree rotations in the
PPED and APED vectors, the template vectors for 90, 180, and 270 degree-rotated images can
be generated by just swapping elements in the original vector. The PPED and APED vectors
have also tolerances for image rotation in a certain range. In this work, 0, ±18, and ±36-degree
tilted face images are included as face templates for rotation invariant face segmentation (see
Fig. 21(b)).

3.5 Noise reduction using Gaussian-blur filtering operation

(a) (b)

Fig. 11. Face detection results from original image (a) and 5×5 Gaussian-blur filtered image
(b).

Fig. 11(a) shows an example of face detection and verification result using an image in the
CMU test set C (Rowley et al. (1998a)), which missed the true face. In this case, the target
image is scanned from printed material, containing a lot of print noises. Such pattern noises
degrade the performance of the system since the directional edge extraction is quite sensitive
to them. In order to remove the noises, the target image is subjected to 5×5 Gaussian-blur
filtering operation in advance. The detection result for the blurred image is show in Fig. 11(b).
The true face is detected correctly without false positives. In our system, the face candidates
are obtained by taking OR of the candidates from both the original and Gaussian blurred
images.

4. Multi-view face detection

We have presented the frontal face detection system in Section 3. The system has been adapted
to various scales and rotations of facial images. However, posed faces such as profiles cannot
be detected since their appearance is different from frontal faces. The simple solution to
this problem is to include posed faces into the template sets. Fig. 12 shows the directional
edge-based feature maps generated from frontal face, half-way posed face, and profile images.
Facial parts such as the eyes, the nose and the mouth can be easily recognized in the horizontal
and vertical edge maps generated from frontal face images. However, it is difficult to identify
the patterns of facial parts from the feature maps of the profile. The left-hand side of the
feature map represents the rear half of the profile face, which varies a lot depending on the
hairstyle of each person. Therefore, it degrades the performance of profile detection. Since the
important facial parts are on the right-hand side of the feature map, the front side of the profile
is utilized as a focus-of-attention (FOA) area for profile face detection. Fig. 13 illustrates the
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Horizontal +45-degree Vertical -45-degree

(a) Frontal face

(b) Half-way posed face

(c) Profile

Fig. 12. Directional edge-based feature maps generated from frontal face (a), half-way posed
face (b), and profile (c) images.

Horizontal +45-degree   Vertical -45-degree

Focus of Attention

Fig. 13. Profile-specific feature-vector generation based on Averaged Principal-Edge
Distribution from focus-of-attention (FOA) area.

profile-specific feature-vector generation from the focus-of-attention (FOA) area. The feature
vectors are formed by similar procedures as in the APED vector generation. Namely, the FOA
area is divided into 4 × 4 cells each of which contains 8 × 16-pixel sites, and each element of
the 64-dimension vector represents the number of edge flags within the corresponding cell. In
this system, the face verification algorithm described in Section 3.3 was not carried out.

5. Face identification employing pseudo two-dimensional hidden Markov models

In this section, we focused on a face identification system where the localized facial images,
which are already detected and localized in the scene, are identified as individuals registered
in the system. In order to realize a face identification system, a classification level image fusion
with pseudo two-dimensional (2D) hidden Markov models (HMM) has been employed.
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Fig. 14. 1D Hidden Markov Model (a) and pseudo-2D Hidden Markov Model (b).

HMM’s are one of the statistical classifiers successfully applied to the speech recognition.
The original form of HMM’s is based on a simple one dimensional (1D) Markov chain.
In order to process images as 2D data, pseudo-2D HMM’s have been introduced (Kuo &
Agazzi (1994)) and applied to face recognition (Nefian & Hayes (1998)). The pseudo-2D
HMM consists of a set of super states which contain a 1D HMM within themselves. The
pseudo-2D HMM is utilized for modeling facial images in a hierarchical manners as in the
following. Several super states correspond to the vertical facial features, such as forehead,
eyes, nose, and mouth as illustrated in Fig. 14 (b). Each state within the super state is utilized
for modeling the horizontal sequence of the localized feature. The pseudo-2D HMM-based
face identification has often utilized the coefficients of 2D discrete cosine transform (DCT)
for feature representation (Eickeler et al. (2000); Nefian & Hayes (1999)). However, the
representation is sensitive to the change in illumination conditions. In order to develop an
illumination-invariant system, the directional edge-based feature representation is employed
for the pseudo-2D Hidden-Markov-Model-based face identification.

5.1 Feature representations

Horizontal +45 degree  Vertical -45 degree

Sampling
Window

4 dimensional Feature Vector

Fig. 15. Feature-vector-generation scheme from edge-based feature maps: each element
represents the number of edge flags within sampling window.

The proposed feature representation vectors are generated from the edge-based feature maps
described in Section 2.1 by counting the number of edge flags within the sampling window as
illustrated in Fig. 15. Each element of the vector represents the number of edge flags within the
window of the corresponding edge direction. Since four directional edges are available in the
feature maps, four elements of the feature representation vector are generated from a sampling
window. In order to represent the 2D structural information within the sampling window,
another type of feature-vector-generation scheme illustrated in Fig. 16 was also employed. In
this scheme, a larger size sampling window is employed and then divided into 2 × 2 cells. A
16-dimension feature vector is generated by counting the number of edge flags in each cell.
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Fig. 16. Another feature-vector-generation scheme: four times larger size sampling window
is divided into 2 × 2 cells and each element represents the number of edge flags within a cell.
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Fig. 17. Sampling window scans face image; horizontal scanning (a) and vertical scrolling (b).

The sequence of observation vectors is acquired as follows. The w × w-pixel window scans
the image from left to right and makes the sequence of feature vectors as illustrated in
Fig. 17(a). For each sampling, the sampling window shifts s pixels to right. The horizontal
scanning is repeated with the vertical pitch of s pixels from the top to bottom as shown in
Fig. 17 (b). In this manner, a series of feature vectors is generated. These feature vectors are
utilized as observation vectors for the pseudo-2D Hidden Markov Models on both training
and identification stages.

5.2 Face identification using pseudo-2D HMM’s

Input Facial Image Sequence of
Feature Vectors

Each Person’s Model

Model

Model

Model

Facial Images in Database

Fig. 18. Pseudo-2D HMM-based face identification system. A sequence of feature vectors is
generated from the partial image in the scanning window, which is then matched with each
person’s HMM using the Viterbi algorithm. Then, the maximum-likelihood model yields the
identity of the face.
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The identification of the target facial image is carried out as in the following. The sequence
of edge-based feature-vectors is classified by the pseudo-2D Hidden Markov Models. The
6× 6-state left-right model illustrated in Fig. 14 (b) is utilized in this work. The model consists
of six super states each of which contains an one-dimension Hidden Markov Model with
six embedded states. The sum of three Gaussian mixtures is employed for the probability
function of the embedded state. These parameters of the HMM are optimized by the
experimental results on the AT&T face database (Samaria & Harter (1994)).
In the training, one HMM is generated for each person using the Baum-Welch algorithm. For
avoiding false local minima, the common initial face model (Eickeler et al. (2000)) is utilized.
Namely, the common initial face model is firstly trained on all faces in the training set. The
face model for each person is obtained from the common model by refining it on the training
faces of the person with the Baum-Welch algorithm. In the identification, the target facial
image is evaluated by each face model using the Viterbi algorithm as illustrated in Fig. 18.
The face model which gives the maximum probability determines the identity of the input
image.

5.3 Dedicated VLSI architecture for pseudo-2D HMM classifier

 Embedded HMM 

PE PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE

PE

PE

PE

PE

PE

PE PEProcessing element
for embedded states

Processing element
for superstates

Fig. 19. Block diagram of pseudo-2D HMM VLSI processor. Each PE corresponds to an
embedded state or a superstate in pseudo-2D HMM.

In order to realize the real-time face identification system, a dedicated VLSI hardware
architecture for pseudo-2D HMM classifier has been developed. The proposed architecture
consists of processing elements (PE’s) each of which corresponds to an embedded state or
a super state as illustrated in Fig. 19. The processing element for the embedded state is
composed of the Viterbi decoder and the observation probability calculator which identifies
the maximum-likelihood path among all possible state transitions within the HMM. The
details of the proposed architecture are described in Suzuki & Shibata (2007).
The proposed architecture has been implemented in a field programmable gate array (FPGA).
The processing time for identifying a 92×112 pixel grayscale facial image from 40 people was
4.42 ms at 100 MHz clock frequency. Therefore, the processor is capable of identifying more
than 220 facial images in a second.
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6. Experimental results and discussion

6.1 Frontal face detection

Fig. 20. Group photo in which 2,000 non-face images were randomly taken from the
background scenery as non-face templates.

In this work, the upright frontal facial images of 300 Japanese people from HOIP facial image
database were utilized as face templates in the experiment of frontal face detection. As the
non-face templates, 2,000 non-face images which were randomly taken from the background
scenery of only a group photo shown in Fig. 20 were employed. Updating of the non-face
templates by feeding back the results of false positives, or other sorts of maintenance were not
conducted in this work. The same non face templates were used throughout the experiments.
The performance of the face detection system has been evaluated on the CMU test set (Rowley
et al. (1998a)).
The system was evaluated by using two types of measures which are detection rates and
false positive rates. They were defined as in the followings. Because of the pixel-by-pixel
scanning, multiple windows of the detection results are overlapped as shown in Fig. 8(b). If
two windows were overlapped in area more than 50% each other, they were merged into one
window. Only when the merged window covered the entire face including the eyes, the nose,
and the mouth, we determined that the face was detected correctly. The detection rate is the
number of faces detected against faces in the test images. The false positive rate is the number
of false detections against all 64×64-pixel windows examined in the evaluation. The system
decides whether an image within the window is a face or not at each pixel site independently.
Therefore, the false positive rate described above is employed for the evaluation.

6.1.1 Optimization for scale-invariant detection
As described in Section 3.4, it is required to append the optional scaled samples to the set
of face templates to cover the range between the original and 1/2 scaled images. In order
to optimize the sets of templates for scale variations, face detection was carried out with
the template vectors derived from different combinations of scaled face samples. Fig. 21(a)
demonstrates the results of face detection rate. The template set of 100%+70%, for example,
means that 70% scaled 300 face samples were appended to the original 300 face samples
for the face templates of reduced scales. As illustrated in Fig. 21(a), when three types of
scaled face samples (100%, 80%, and 60%) were utilized, over 99% detection rate was shown.
Therefore, the three types of face samples (100%, 80%, and 60%) were utilized in the following
experiments.
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Fig. 21. Face detection rates with template vectors derived from different combinations of
scaled face samples (a); detection rates from rotated target images with template vectors
derived from different combinations of tilted face samples.

6.1.2 Optimization for rotation-invariant detection

(a) (b)

Fig. 22. Results of scale and rotation-invariant face detection using images in Rowley et al.
(1998b). Verification by facial parts were not carried out in the experiment.

As described in Section 3.4, it is required to prepare the tilted face samples as the face
templates to cover the range between −45 and +45 degrees. To optimize the face template
sets, face detection was carried out on rotated target images between 0 and +45 degrees
using different combinations of tilted template vectors. The detection rates are presented in
Fig. 21(b). Using only upright templates, namely only 0-degree template vectors, the detection
rate falls rapidly at 10 degrees of tilting. Although the set of 0 and ±30-degree template
vectors covers the range, the detection rate fluctuates depending on the tilt angle. The results
obtained with the template set generated from 0, ±18, and ±36-degree tilted facial images
show the detection rate over 95% all over the range. Fig. 22 demonstrates the results of scale
and rotation-invariant face detection using images that contain difference size and angle of
faces in the CMU rotation test set (Rowley et al. (1998b)).

6.1.3 Tests of face detection and verification
In order to eliminate false positives, face verification algorithm described in Section 3.3 was
employed here. Here, if at least three facial parts were confirmed out of four parts, the
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Fig. 21. Face detection rates with template vectors derived from different combinations of
scaled face samples (a); detection rates from rotated target images with template vectors
derived from different combinations of tilted face samples.

6.1.2 Optimization for rotation-invariant detection
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Fig. 22. Results of scale and rotation-invariant face detection using images in Rowley et al.
(1998b). Verification by facial parts were not carried out in the experiment.

As described in Section 3.4, it is required to prepare the tilted face samples as the face
templates to cover the range between −45 and +45 degrees. To optimize the face template
sets, face detection was carried out on rotated target images between 0 and +45 degrees
using different combinations of tilted template vectors. The detection rates are presented in
Fig. 21(b). Using only upright templates, namely only 0-degree template vectors, the detection
rate falls rapidly at 10 degrees of tilting. Although the set of 0 and ±30-degree template
vectors covers the range, the detection rate fluctuates depending on the tilt angle. The results
obtained with the template set generated from 0, ±18, and ±36-degree tilted facial images
show the detection rate over 95% all over the range. Fig. 22 demonstrates the results of scale
and rotation-invariant face detection using images that contain difference size and angle of
faces in the CMU rotation test set (Rowley et al. (1998b)).

6.1.3 Tests of face detection and verification
In order to eliminate false positives, face verification algorithm described in Section 3.3 was
employed here. Here, if at least three facial parts were confirmed out of four parts, the
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(a) (b)

Fig. 23. Result of face detection (a) and face verification (b).

(a) (b)

Fig. 24. Examples of face candidates which were detected in Fig. 23(a) but rejected by
verification in Fig. 23(b); (a) and (b) are on top left and top right corner in original image,
respectively.

(a) (b)

Fig. 25. Face detection results on line drawing face using original image (a) and 5×5
Gaussian-blur filtered image (b).

(a) (b)

Fig. 26. Results of face detection on Dali’s “Gala Contemplating the Mediterranean Sea” from
original image (a) and 5×5 Gaussian-blur image (b).
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candidate was accepted as a true face. Fig. 23(a) demonstrates the result of face detection
using a picture in the CMU test set B. All faces in the picture are detected. However, a lot of
false positives occur. These detected faces were screened using the face verification algorithm
and the result of verification is demonstrated in Fig. 23(b). All false positives except one were
rejected by the verification without missing the true faces. Fig. 24 shows examples of false
positives in face detection shown in Fig. 23. These candidates, which looks like faces at a
glance by human perception, were rejected by verification algorithm since facial parts could
not be confirmed.
As described in Section 3.5, the face candidates are obtained from both original and 5×5
Gaussian-blur filtered images. This Gaussian-blur operation makes another effect to face
detection. A line drawing facial image shown in Fig. 25(a) was not detected from the
original image but detected and verified from the blurred one as illustrated in Fig. 25(b).
Fig. 26 demonstrates the face verification results for the drawing by Salvador Dali, “Gala
Contemplating the Mediterranean Sea” which is also called “Lincoln in Dalivision”. Although
no faces are detected from the original image in a reduced size shown in Fig. 26(a), Lincoln is
detected and verified correctly in the blurred image as illustrated in Fig. 26(b).

6.2 Performance evaluation on CMU test set
In order to evaluate the performance of the system, the proposed algorithm has been
evaluated on the CMU test set C which consists of 65 images containing 183 faces. Fig. 27
presents the detection rates and false positive rates using the PPED and APED feature
representations. The detection rate is the number of faces detected correctly against all 183
faces in the test set. The false positive rate is the number of false detections against 80,146,631
which is the number of 64×64-pixel windows examined in this evaluation. Generally, there
are trade-offs between the detection rates and the false positive rates, and the closer the data
points approach the left-top corner, the better the performance is. When PPED vectors are
utilized, 93% of faces are detected from the original images and 97% detection rate is achieved
for 5×5-pixel Gaussian-blur filtered images. APED vectors show better performance than
PPED, and 97% and 99% detection rates are obtained for the original and Gaussian blurred
images, respectively. Only one facial image shown in Fig. 28 was not detected from either
original or blurred images. This image is composed of black-and-white dots and the high
frequency components in the image were not removed by the Gaussian-blur filter, which
contributed edge flags to the feature maps. When the image was subjected to Gaussian-blur
filtering operation one more time, however, the face was detected. On the other hand, the
false positive rates are about 0.01 (1%) and a huge number of false positives occur. Fig. 27 also
shows the detection results using the multiple-clue criterion using both PPED and APED,
which are 88% and 95% for the original and Gaussian-blur filtered images, respectively.
Although the face detection rate is a little degraded as compared to the case using only PPED
vectors or APED vectors, the false positive rate is improved. In order to improve the detection
rate, we merged the detection results from both the original images and Gaussian blurred
images. This OR operation achieves 95% detection rate when the multiple-clue criterion is
employed as shown in Fig. 27.
In order to further reduce the number of false positives, the face verification algorithm
explained in Section 3.3 was introduced and the number of facial parts to confirm in the face
verification algorithm was varied. The face detection rates for the verification algorithm in
which the existence of no less than one, two, three, and four facial parts out of four parts
are given in Fig. 29. If all of four facial parts are required for verification, the detection rate
is degraded to about 50% while the number of false positive is drastically reduced. From
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Fig. 28. Facial image could not be detected using APED feature vector from either original
image (a) or blur image (b).
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(a) (b)

Fig. 30. Results of face detection (a) and verification (b) from facial image whose right eye is
occluded.

these results, we adopted three or more facial parts as the threshold for verification. Fig. 30
illustrates the result of detection and verification on an occluded face. In this case, the right
eye failed to be confirmed but the other parts were validated and the true face was correctly
verified.
As demonstrated in Fig 29, there are trade-offs between the detection rates and the
false positive rates, thus the system yielding less false positives demonstrates the better
performance at the same face detection rate. In the face detection system employing two
facial parts for the threshold value in face verification, for instance, the detection rate using
the CMU test set C was 87.4% while 689 false positives occured. When the system was
evaluated on all images in the CMU test set A, B, and C, the detection rate was degraded
to 71.5% while 1,055 false positives occured. The systems developed by Viola & Jones (2004)
and by Rowley et al. (1998a) achieved the higher detection rate (81.1% and 83.2%) with 10
false positives, respectively. These results indicate that the performance of our system is
not comparable to other systems. In the learning, Viola and Jones employed the AdaBoost
algorithm which increases the effective number of non-face templates. Rowley et al. updated
the non face-templates by feeding back the results of false positives. These techniques have
not been studies in this work yet. Introducing such techniques to the learning algorithm of
false positives would improve the performance of our system in reducing the false positive
detection rate, which would be the subject of future study.
The present face detection algorithm has been developed as a typical pattern matching
algorithm specifically tuned for the VLSI brain mimicking system under intensive
development (Shibata (2002; 2007)). Therefore, it involves a lot of computationally demanding
operations. However, they are very efficiently processed using dedicated VLSI chips
developed for the system. For instance, the directional-edge based vector generation from
every pixel site in a VGA-size image is carried out at a rate of 6.1 frames/s (Yamasaki &
Shibata (2007)). Further enhancement in the processing speed by a factor of 30 has been
achieved by an advancement in the chip architecture (Nakagawa et al. (2009)). In order to
accelerate the scale-invariant detection, a CMOS image sensor chip capable of performing
multiple-scale filtering processing for a 64×64-pixel image has been developed and operation
at a 680 frames/s was demonstrated (Takahashi et al. (2009)). Therefore, the processing in
the present algorithm is all very efficiently conducted in the VLSI brain mimicking system.
However, regarding the recognition performance, the present results are not sufficient when
compared to those of advanced software systems. If the false positive rate is defined as the
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eye failed to be confirmed but the other parts were validated and the true face was correctly
verified.
As demonstrated in Fig 29, there are trade-offs between the detection rates and the
false positive rates, thus the system yielding less false positives demonstrates the better
performance at the same face detection rate. In the face detection system employing two
facial parts for the threshold value in face verification, for instance, the detection rate using
the CMU test set C was 87.4% while 689 false positives occured. When the system was
evaluated on all images in the CMU test set A, B, and C, the detection rate was degraded
to 71.5% while 1,055 false positives occured. The systems developed by Viola & Jones (2004)
and by Rowley et al. (1998a) achieved the higher detection rate (81.1% and 83.2%) with 10
false positives, respectively. These results indicate that the performance of our system is
not comparable to other systems. In the learning, Viola and Jones employed the AdaBoost
algorithm which increases the effective number of non-face templates. Rowley et al. updated
the non face-templates by feeding back the results of false positives. These techniques have
not been studies in this work yet. Introducing such techniques to the learning algorithm of
false positives would improve the performance of our system in reducing the false positive
detection rate, which would be the subject of future study.
The present face detection algorithm has been developed as a typical pattern matching
algorithm specifically tuned for the VLSI brain mimicking system under intensive
development (Shibata (2002; 2007)). Therefore, it involves a lot of computationally demanding
operations. However, they are very efficiently processed using dedicated VLSI chips
developed for the system. For instance, the directional-edge based vector generation from
every pixel site in a VGA-size image is carried out at a rate of 6.1 frames/s (Yamasaki &
Shibata (2007)). Further enhancement in the processing speed by a factor of 30 has been
achieved by an advancement in the chip architecture (Nakagawa et al. (2009)). In order to
accelerate the scale-invariant detection, a CMOS image sensor chip capable of performing
multiple-scale filtering processing for a 64×64-pixel image has been developed and operation
at a 680 frames/s was demonstrated (Takahashi et al. (2009)). Therefore, the processing in
the present algorithm is all very efficiently conducted in the VLSI brain mimicking system.
However, regarding the recognition performance, the present results are not sufficient when
compared to those of advanced software systems. If the false positive rate is defined as the
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number of false detections against all the detection results, our results are in the range of
several 10%, which are far inferior to the results in Rowley et al. (1998a) and Viola & Jones
(2004). PPED-based face detection was also studied using a support vector machine (SVM)
as a classifier instead of the simple nearest-neighbor search method employed in this work,
which showed much better results. In this regard, the basic VLSI circuits for SVM have also
been developed for use in a certain kind of classification problems (Kang & Shibata (2009)).

6.3 Experiment on multi-view face detection
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Fig. 31. Template images for multi-view face detection.
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Fig. 32. Target images for multi-view face detection.
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Fig. 33. Results of multi-view face detection rate (a); results of profile detection rate (b).

In order to evaluate the multi-view face detection, 130 face images of 13 people taken from 10
directions between the range of 0 to 90 degrees with an increment of 10 degrees were utilized.
These sample images were prepared as a preliminary database to use in the multi-dimensional
facial soft tissue analysis for the treatment planning in orthodontics. Four direction posed
faces at 0, 30, 60, and 90 degrees were utilized as templates. In addition, −30, −60, and
−90-degree direction faces were generated by taking the mirror images of original samples
as shown in Fig. 31. Face detection was carried out on face images angled at 0, 20, 40, 60,
80, and 90 degrees for 13 people as shown in Fig. 32. The detection rate was evaluated by
the cross validation. Namely, all face images except for one person were utilized as templates
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and the face detection was carried out for the face images of the person excluded from the
templates. This procedure was repeated for all images in the database. In this experiments,
based on the prior knowledge that only one face image is existing in the target image, the
location where the feature vector gives the minimum distance to the best matched template
was determined as a face. And the direction of the template which gives the minimum
distance among the all templates determines the pose of the target face. Fig. 33(a) shows the
detection rates of six direction faces using the PPED and APED feature vectors, respectively.
Although almost over 80% detection rates are obtained in frontal and 20-degree faces for both
feature vectors, the detection rates degrade to less than 60% in profile images. In order to
improve the performance, the multiple-clue criterion have been utilized. Fig. 33(a) illustrates
the correct detection rates using the multiple-clue criterion. The detection rates all of angled
faces were improved and approximate 80% detection rates were obtained. Fig. 33(b) shows
the detection rates of profile images for three types of feature vectors: the PPED, APED, and
profile-specific APED as discussed in Section 4. In addition, the detection rates using the
multiple clue derived from all three feature vectors are also shown in Fig. 33(b). Only about
50% of the target profile images were detected with the original feature vectors (PPED and
APED). However, over 90% detection rate was obtained with the proposed profile-specific
APED feature vector.

6.4 Experiment on face identification using pseudo-2D HMM’s
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Fig. 34. Recognition rate on AT&T database with different illumination conditions (a) and
with different scales of target facial images (b).

(a) (b)

Fig. 35. Viterbi segmentation of face images under different illumination conditions using
edge-based feature vectors (a) and DCT-based feature vectors (b); each block corresponds to
each state of pseudo-2D HMM.

In order to evaluate the performance of the proposed face identification system, the AT&T face
database (Samaria & Harter (1994)) was used for both training and test sets. This database
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and the face detection was carried out for the face images of the person excluded from the
templates. This procedure was repeated for all images in the database. In this experiments,
based on the prior knowledge that only one face image is existing in the target image, the
location where the feature vector gives the minimum distance to the best matched template
was determined as a face. And the direction of the template which gives the minimum
distance among the all templates determines the pose of the target face. Fig. 33(a) shows the
detection rates of six direction faces using the PPED and APED feature vectors, respectively.
Although almost over 80% detection rates are obtained in frontal and 20-degree faces for both
feature vectors, the detection rates degrade to less than 60% in profile images. In order to
improve the performance, the multiple-clue criterion have been utilized. Fig. 33(a) illustrates
the correct detection rates using the multiple-clue criterion. The detection rates all of angled
faces were improved and approximate 80% detection rates were obtained. Fig. 33(b) shows
the detection rates of profile images for three types of feature vectors: the PPED, APED, and
profile-specific APED as discussed in Section 4. In addition, the detection rates using the
multiple clue derived from all three feature vectors are also shown in Fig. 33(b). Only about
50% of the target profile images were detected with the original feature vectors (PPED and
APED). However, over 90% detection rate was obtained with the proposed profile-specific
APED feature vector.
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Fig. 34. Recognition rate on AT&T database with different illumination conditions (a) and
with different scales of target facial images (b).

(a) (b)

Fig. 35. Viterbi segmentation of face images under different illumination conditions using
edge-based feature vectors (a) and DCT-based feature vectors (b); each block corresponds to
each state of pseudo-2D HMM.

In order to evaluate the performance of the proposed face identification system, the AT&T face
database (Samaria & Harter (1994)) was used for both training and test sets. This database
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contains 10 different images for each of 40 people. These face images are taken at similar
illumination conditions. As a preliminary evaluation of the robustness against illumination
variations, various illumination conditions were emulated by the gamma correction. The
recognition rate was evaluated by the cross validation. Namely, each person’s model was
trained on all face images except for one image and the classification was carried out for the
image excluded in the training. This procedure was repeated for all images in the database.
The recognition rates on various illumination conditions employing the edge-based and
the DCT-based feature representations are presented in Fig. 34(a). In this experiment, first
nine coefficients of discrete cosine transform on the sampling window are utilized for the
DCT-based feature vectors, and the four dimensional feature vector of Fig. 15 was used as
the edge-based feature vectors. w = 8 and s = 4 were employed for both feature vectors
as the parameters of window scanning. Figure 34(a) shows that the recognition rate of the
DCT-based feature vectors falls rapidly at γ = 1.3 while the edge-based feature vectors
performed over 99% recognition rate at the entire range. Figure 35 shows the results of the
Viterbi segmentation on the two test images (γ = 1.0 and γ = 2.0). Each block separated
by the white lines corresponds to each state of the pseudo-2D HMM illustrated in Fig. 14.
The segmentation results using the edge-based features are almost the same independent of
illumination conditions as shown in Fig. 35(a). On the other hand, Fig. 35(b) shows that the
states to which the nose and the mouth belong do not match between the dark and bright
images in case of the DCT-based feature vectors.
Figure 34(b) shows the recognition rate on the various size of the target faces. Although the
recognition rate using the edge-based feature vectors (4 dimensions) is a little degraded as
compared to that using the DCT-based ones, the recognition rate using the 16 dimensional
edge-based feature vectors is almost same with that using the DCT-based ones. Over 99%
recognition rate was obtained with the 16 dimensional edge-based vectors on the scale range
between 70%

� ≈ 1√
2

�
and 140%

� ≈ √
2
�
. The scale-invariant face detection system described

in Section 3 is capable of enclosing facial images of any sizes in a frame in which the scale
variation of the face image is limited within the range between 1√

2
and

√
2. Therefore, it would

be possible to build a scale-invariant face identification system using our already-developed
face detection system as a preprocessing stage in the present identification system.

Training Set

(a)

Test Set

(b)

Fig. 36. Examples of facial images from Yale face database B used for training (a) and test (b).

The proposed system demonstrates a good performance. However, the results are obtained
from the AT&T face database which consists of relatively simple images for identification. We
also evaluated the performance on the Yale face database B (Georghiades et al. (2001)). The
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Fig. 37. Recognition rate on Yale face database B.

Yale face database B contains 5760 single light source images of 10 people each seen under
576 viewing conditions (9 poses × 64 illumination conditions). The face model of each person
was learned from the nine poses with frontal illumination, and then the face identification is
carried out for the images under various illumination conditions. Examples of facial images
are shown in Fig. 36. Figure 37 illustrates the results of face identification. The recognition rate
obtained with the proposed 16 dimensional edge-based feature vectors was 92% and better
than that of the DCT-based feature vectors.

7. Summary

A face detection system has been developed aiming at exploring a pattern matching algorithm
specifically adapted to the psychologically-inspired VLSI brain model system (Shibata (2002;
2007)). Namely, the computations involved in the algorithm are all very efficiently carried out
by the dedicated VLSI chips developed for the system. Four directional edges are extracted
from a 64×64-pixel image and two kinds of image feature vectors (PPED and APED) are
generated by forming spatial distribution histograms from the edge maps. By the introduction
of multiple-clue criterion using these two edge vectors, a face detection robust against scale
variation and rotation has been developed. Although the total performance including the
false positive rate has not yet reached those of advanced software systems, the algorithm has
shown a lot of potentiality and issues for use in the VLSI hardware recognition system. The
system has also been applied to the detection of posed faces and it has been shown that the
performance for the profile face detection can be enhanced by generating edge-based vectors
only from the region of focus-of-attention. Furthermore, the directional edge-based feature
representations has been adapted to the HMM-based face identification system and the robust
nature of the representations has been proven.
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1. Introduction 

In many countries around the world, about 70% of water resource will be used to for 
agriculture irrigation each year. Precisely control irrigation can significantly reduce the 
waste of irrigation water while increasing plant productivity. Automated sensing of plant 
water status via non-destructive, automatic techniques plays a central role in such irrigation 
control system development. Plant canopy temperature acts as a good indicator of the plant 
water status. When plants experience water stress, their temperature increases. A novel 
approach to irrigation scheduling and thus, potential water savings, is to monitor plant 
temperature and relate to the plants water status. To say further, if we want to know the 
plant water status, we need to know the canopy temperature at first. Recent research in 
agriculture indicates that plant water status may be monitored if the canopy temperature 
distribution of the plant is known (Jones, 1999a,b; Jones and Leinonen, 2003; Guilioni, et al., 
2008; Grant, et al., 2007; Wheaton et al., 2007). Plant water status information can be 
obtained via the computation of the crop water stress index (CWSI) (Jones, 1999a). This 
index offers great potential to generate an automated irrigation control system where plant 
canopy temperature distribution is acquired via thermal imaging. Such a system is expected 
to be able to optimize irrigation water usage and the potential to maintain plant health in 
real time, thus increasing the productivity of limited water resources. 
Typically, measurement data of the infrared (IR) thermography sensing system consists of a 
reference optical image and an IR image. The optical image is obtained by using a normal 
digital camera and is taken at the same location as the IR image to provide a true view of the 
IR image scene, one may identify the area of interest (e.g., plant leaves other than ground or 
sky) from the optical image. The optical image allows the underlying plant canopy of 
interest to be flawlessly identified. To quantify plant water stress, the value of CWSI is 
calculated based on the canopy temperature, and temperatures of a dry and wet reference 
surface. These temperatures can be estimated once the temperature distribution of the 
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canopy leaf area is obtained. Clearly, for automatic determination of plant canopy 
temperature, the detection of the overlap area between the pair of IR and optical images 
plays a central role in the plant canopy temperature acquisition in a program for the 
automatic controlled irrigation program. Preliminary results from recent work (Wang et al., 
2010a,b) indicates that the accuracy of canopy temperature distribution estimation, for the 
evaluation of the plant water stress, strongly depends on the accuracy of optical and IR 
image fusion registration. But using nondestructive optical image sensing technique to 
obtain the canopy temperature is challenging. The first step is to automatically register the 
infrared image with the optical image, then extract the temperature of the interested regions, 
and finally can get the temperature estimation of the canopy. However, the exact canopy 
temperature can not be acquired only by using optical image or by using IR image. Thus 
image fusion registration between optical and IR image becomes vitally necessary.  
Algorithms for image registration are numerous and widely available, for example, cross 
correlation (Tsai & Lin, 2003), mutual information(Roche, et al., 1998), correlation 
ratio(Klein，2007), and SIFT based methods(Chen & Tian, 2009). There are also some fast 
algorithms such as automatic registration approach based on point features(Yu, et al., 2008), 
automatic image registration algorithm with sub-pixel accuracy(Althof, et. al., 1997) and 
using importance sampling(Bhagalia, et al., 2009), etc. Image registration has been applied 
across a range of domains. For example, medical image registration to assisted clinical 
diagnosis, and remote sensing image fusion registration for multi-band images.  
Although many effective image registration algorithms exist, in order to align images from 
different sources and formats, further algorithm refinement is required. The major 
difficulties which arise when intensive images are used for image registration are listed 
below: 
 Images are taken by different sensors and possibly at different view angles and 

different times. 
 At the overlap area the intensities of both images can be quite different. Therefore, 

approaches involving image intensity are unlikely to obtain satisfactory registration. 
 Apart from some similarity in overall structure, it is difficult to identify consistent 

feature points from both images in some popular feature spaces via an automatic 
registration method, such as the scale invariant feature transformation (SIFT) method. 

Image registration algorithms fundamentally fall into two main categories, i.e., area-based 
methods and feature-based methods. The SIFT method perhaps is the most representative 
approach in the feature-based automatic methods. The SIFT implementation is able to find 
distinctive points that are invariant to location, scale and rotation, and robust to affine 
transformations (changes in scale, rotation, shear, and position) and changes in illumination 
for images of the same source or of the same type of sensors. When this is the case, the 
algorithm is particularly effective. However, for our application the success rate of SIFT is 
less than 10%. Fig 1 demonstrates the SIFT based methods cannot get enough matching key 
points so the image registration process is not effective. The main reason is that the objects 
of interest are not rigid in this kind of image registration application.  
Solutions based on area correlation techniques seem to be more applicable to the problem 
presented in Fig 1. Exception however, are those which use intensity (or color) dependent 
functions as similarity measures, such as the Fourier transformation type and mutual 
information type approaches.  
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              (a)       (b) 

   
             (c)                   (d) 

Fig. 1. Results of SIFT based registration algorithm (no matching key-points) (a) 5906 keypoints 
found in optical image, (b) 447 keypoints found in IR image, (c) 5666 keypoints found in 
optical image, (d) 605 keypoints found in IR image 

Instead of using cross correlation coefficient, Huttenlocher et al,(1993) used the Hausdorff 
distance as a similarity measure to register binary images that are the output of an edge 
detector(Huttenlocher, et al., 1993).. To deal with the problem of multimodality medical image 
registration, Maes et al, (1997) proposed a method which applies mutual information (MI) to 
measure the statistical dependence or information redundancy between the image 
intensities of corresponding pixels in both images. Using correlation ratio (CR) as the 
similarity measure, Roche et al, (1998) proposed a CR method which assumes the pixel-pair 
intensities between two registered images are functional dependent. These area-based 
methods were summarized in Lau et al., (2001). 
A variety of image registration techniques and algorithms were tested in reference to their fast 
realization (Yang et al., 2009). Though the SIFT based methods have good effects in many 
applications, they are usually used to process rigid objects and same source image pairs 
registration. Here the main objects in the images are leaves which move over time, which can 
result in the same source images (IR & optical) containing different imaging characteristics. 
Yang et al, (2009) suggested that because of the existing differences between optical and 
infrared images, an algorithm should edge the images at first, then use an image registration 
method to process the edge images. Because the standard cross correlation (NCC--
normalized cross correlation) method is slow, the variable resolution method based on 
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normalized cross correlation may be the best choice. Experiments show that the variable 
resolution normalized cross correlation method has not only the same good registration 
results, but also fast running speed, taking one fortieth the time compared to the standard 
cross correlation method (Yang et al, 2009). Among several image registration methods such 
as NMI(Normalized Mutual Information), CR(Correlation Ratio) and NCC, the variable 
resolution normalized cross correlation has the overall best performance. 
Chapters are organized as follows:  
Section 2 the algorithm is described and the flow diagram is given; Section 3 is the 
implementation of the above algorithm; The experimental results are presented in Section 4, 
followed by Section 5 Discussion and Section 6 Conclusion. 

2. Variable resolution algorithm based on normalized cross correlation 

By monitoring plant canopy temperature and the temperatures of wet and dry leaves, it is 
possible to estimate the underlying plant water stress status and therefore, intelligently 
control the related irrigation process. Fig. 2 illustrates a typical plant irrigation strategy, 
where the plant water status information acquired (inside the dotted box) plays a critical 
role in the optimization of plant productivity and water usage. As a key link of 
nondestructive plant water status monitoring processing, image registration method plays 
an important role. Via image registration from the optical and IR image pair, the plant 
canopy temperature can be acquired. Then by using expected maximum value method, the 
wet and dry leaf temperatures can be determined via image fusion between the optical and 
IR image (Wang et al, 2010a). Colour of canopy, and wet and dry leaves, plays an important 
role as green sunlit leave transpire most the plants water. Thus, the green leaf areas are 
correlated with their corresponding IR image data. 
 

 
Fig. 2. Illustration of irrigation actuation via a plant based sensor 

To register an IR image to a reference optical image, its location and rotation angle should 
be obtained. When the IR image is wholly overlapped by the reference optical image, it can 
be assumed that the space resolution of the two images is the same. A flow diagram of the 
variable resolution algorithm based on normalized cross correlation is shown in Fig 3.  
Because the algorithm needs to calculate the correlation coefficient pixel by pixel, the 
normalized cross correlation (NCC) method is time expensive. In order to resolve the slow 
running speed, several methods can be tested, for example, the Sequential Similarity 
Detection Algorithm(SSDA), the Bit Plane Correlation Algorithm(BPCA), the Variable 
Resolution Correlation Algorithm(VRCA). Here, the Variable resolution correlation 
algorithm is used to accelerate it. The key steps in the variable resolution algorithm are: a) 

Plant canopy IR / Optical Sensing Measurement processing 

Scheduling algorithm  Irrigation 

Scheduling algorithm  

Plant water status information 
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reduce the image resolution, b) roughly register the lower resolution images, and c) register 
images more accurately at the possible positions in the full resolution images. 
Suppose ImO and ImIR (image size is M×N) stands for the optical and IR image respectively, 
f is the image zoom factor, ImOl and ImIRl (image size is Mh×Nh) stands for the lower 
resolution images, accordingly, ImOe, ImIRe, ImOle, ImIRle are the edged images of the 
corresponding images, then the generalize cross correlation can be expressed as: 
 

 
Fig. 3. Flow diagram of variable resolution algorithm based on NCC 
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where ( , )l u vr  is the cross correlation coefficient calculated from the lower resolution image 
pair ImOle and ImIRle, (u,v) is the coordinate index of the optical image ImOle, ,ImOleu v is an 

image located in (u,v)th of the image ImOle and its size is the same as image ImIRle, σOlu,v and 

σIRl are the standard deviation of the corresponding images respectively; ( , )k lr  is the cross 
correlation coefficient calculated from the raw resolution image pair ImOe and ImIRe, (k,l) is 
the coordinate index of the optical image ImOe, ,ImOek l is an image located in (k,l)th of the 

image ImOe and its size is the same as image ImIRe, σOk,l and σIR are the standard deviation of 
the corresponding images respectively. 
In our case, f is set to 2, and the search strategy in the lower resolution layer is perform once 
rough image registration process for every 2×2pixels. The search strategy in the original 
resolution layer is to perform a pixel by pixel based image registration in the neighboring 
area of the rough registration position spanning 4 pixels for each direction. 

3. Algorithm implementation of the variable resolution algorithm 
 

  
            (a)           (b)  

Fig. 4. One image pair (a) An optical image, (b) An IR image 

The first stage of algorithm implementation is is edge extraction, which plays an important 
role in the image registration between different image sources. There are many methods on 
edge detection and extraction; such as Prewitt, Sobel, Robert operators and Canny 
algorithm, and so on. As the above mentioned, the infrared image is different with the 
reference optical image (see Fig 4, the resolution of the optical image is 2848*2136pixels, the 
resolution of the IR image is 320*240pixels), having a lower resolution, less details, and 
therefore it will need to reserve its edge information which are the common features in both 
Infrared and optical images (if they are in the same scene) while conducting the edge 
processing. Here the edge operation is based on the modified Sobel operators (There are 
four operators unlike the normal two operators with horizontal and vertical one) and they 
can be described as follows, 

 1
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Using these four operators to convolute with the raw images, we can resolove 

 
2 2

0 0

( , ) Im( 1, 1) * ( , )k k
m n

E i j i m j n S m n
= =

= + - + -åå             k=1,2,3,4 (4) 

 ( , ) max ( , )k
k

E i j E i j=  (5) 

Where ( , )E i j  is the edge of the point (i,j) of image Im.  

After edge detection, the edged image ImOe , ImIRe , ImOle , ImIRle, is processed using NCC 
algorithm to do the rough registration. On account of possible disturbing, we choose the 
some points with the former higher correlation coefficients marked as { }( , )k ku v .  

The candidate points { }( , )k ku v  are obtained.  The next step is to acquire accurate image 

registration is then performed in a small neighboring area in  the full resolution images. 
Here we adopt a weighted coefficient c to ensure that the final point with the maximum 
correlation coefficient is the optimal one.  

 ( , ) (1 ) ( , )k l k k k kc u v c u vr r r ¢ ¢= + -  (6) 

 * max kk k
r r=  (7) 

Where ( , )k ku v¢ ¢  is the point position in the full resolution image ImOe and ( , )k ku vr ¢ ¢  is the 

correlation coefficient of accurate image registration, ( , )l k ku vr is the correlation coefficient 

of rough image registration. Through this step registration position * *( , )
k k

u v¢ ¢  is obtained. 

The final step is the estimation of rotation angle. In our case, the permitted rotation angle θ 
range is from -10°to 10°. The range is divided into 200 small angles. To each angle, its 
correlation coefficient is calculated, followed by an angle θ* with the maximum correlation 
value. 

4. Experiment results 

The above algorithm was tested using many image pairs. As shown in Fig 5, all the results are 
successful with tolerable errors. In order to compare the algorithm run time, the experiment 
has been done using both the variable resolution algorithm and the standard NCC algorithm 
in an identical condition, and the results are shown in Table 1. Results illustrate that the 
variable resolution algorithm can achieve the same acceptable registration criteria as the 
standard NCC but with a fast speed, i.e., it requires less than one fortieth running time 
compared with the standard NCC algorithm. Because we do not know the true registration 
positions, need to compare them against the results of the manual registration.  In order to 
verify the variable resolution method, the NMI and CR algorithms are tested concurrently. 
Results indicate that the NMI method almost has the same consistent results as that of the 
proposed algorithm, but the results of CR method are poor. Under the variable resolution 
technique, both NMI and CR methods require a higher computational load, for example, the 
run time of NMI algorithm is several times longer than the fast NCC one. If the calculated 
amount is disregarded, the NMI method may be the alternative method for this application. 
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Number of 
Image pairs 

Success 
number 

Running time per pair
(average) 

Registration error 
(max, min, average) 

Standard NCC 20 20 610s (6,0,2.6) 
Variable resolution 

algorithm 
20 20 15s (6,0,2.6) 

Table 1. Experiment results of variable resolution algorithm based on NCC 
 

    
                (a)                          (b)  

    
                            (c)                         (d)  

Fig. 5. Image pairs and their registration results (a) Image pair 1(Optical(left),IR(right)), (b) 
Registration result of image pair 1(287,299,0.2), (c) Image pair 2(Optical(left),IR(right)), (d) 
Registration result of image pair 2(343,166,0) 

In the NMI method the correlation matrix RNMI(u,v) is calculated by 
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where POIRuv(i,j) is the joint probability that the intensities of Imuv and ImIR are at levels i and j 
respectively. Puv and PIR are the marginal probability of the images Imuv and ImIR. Imuv is the 
(u,v)th sub-image of optical image ImO with the same size as the infrared image ImIR. These 
probabilities can be computed from the normalized joint and marginal intensity histograms. 
In the CR method the correlation matrix RCR(u,v) is calculated by 
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All summations in (8) and (9) are taken over image intensity space. 
 

 
Number of Image

 pairs 
Success* number

Registration error 
(max, min, average) 

Variable resolution algorithm 10 10 (6,0,2.6) 
NMI algorithm 10 8 (9,0,2.7) 
CR algorithm 10 0 Null 

Table 2. Experiment results of several different algorithms 
Remark: * stands for that a successful registration is whose position error is less than 10 pixels. 

 

        
        (a)                (b) 

        
        (c)                (d)  

        
        (e)                 (f)  

        
                     (g)                (h)  

Fig. 6. Image pairs and their registration results using different algorithms (a) Image pair 
1(Optical(left),IR(right)), (b) Registration result 1 of Variable resolution algorithm (299,120,0.8), 
(c) Registration result 1 of NMI algorithm (304,125,-0.5), (d) Registration result 1 of CR 
algorithm (318,257,0.5), (e) Image Pair 2(Optical(left),IR(right)), (f) Registration result 2 of 
Variable resolution algorithm (364,153,1.5), (g) Registration result 1 of NMI algorithm 
(362,157,1.0), (h) Registration result 1 of CR algorithm (283,93,3.9) 
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All of the tests are done in the condition of f = 2 and using Sobel operator to get the image 
edges. The contrasting experiments with the NMI (normalized mutual information) and 
CR(correlation ratio) algorithms have also been done(Fig 6, Table 2). From these figures 
and tables, we can see the variable resolution algorithm based on normalized cross 
correlation is the best choice. Fig 7 and Table 3 show that the variable resolution 
algorithm based on Sobel edge operators is a little inferior to Canny edge based 
algorithm, but it is a compromising solution with easier realization and higher running 
efficiency. 
 
 

    
(a) 

 

       
(b) 

 

     
(c) 

 

      
(d)) 

Fig. 7. Tests of variable resolution algorithm based on different edge extraction methods 
(a) Optical raw image(left) and infrared raw image(right), (b) Results of edge extraction 
using Canny algorithm(left) and registration result (266,254,-0.4), (c) Results of edge 
extraction using Roberts operators(left) and registration result (265,253,1.8), (d) Results of 
edge extraction using Sobel Operators(left) and registration result (265,256,1.1) 
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                 Type 
 

Edge extraction 

Number of successful 
registration 

Registration location error 
(maximum, minimum, 

average) 
Sobel based edge 10 (6,0,2.8) 

Canny edge extraction 10 (6,0,2.6) 
Roberts based edge 10 (9,0,3.2) 

Table 3. Image registration results based different edge extraction methods(10 image pairs) 

5. Discussion 

Our experiment results suggest that NMI and CR algorithms are unsuitable for image 
registration of different sources because these two methods are dependent on the 
intensity distributions of the images which is of different values in the input images, 
while the proposed algorithm considers the edge feature which is common to both images 
involved and is independent of the image intensities. The image registration methods 
base on SIFT are also unsuitable to our application because the common key points can 
rear. The important reason is that the key points are largely dependent on the image 
intensities.  
With regard to computational efficiency, although the images are only zoomed out at 2 
times, computational load is significantly reduced. The variable resolution algorithm can 
run about 40 times faster than the standard pixel by pixel cross correlation method without 
registration performance degradation. 
 

 
Fig. 8. Comparison of linear regression of CWSI calculated using different methods and 
conditions versus stem water potential (SWP) 
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As demonstrated in the experiment results, the rapid NCC algorithm implementation is 
able to achieve the same registration accuracy as the standard NCC implementation. Once 
an image pair is registered, the plant water status information can be estimated via the 
method in (Wang et. al. 2010a), where it is evidenced that the accuracy of the IR and 
optical image registration may have significant influence to the canopy temperature 
estimation. Fig 8 illustrates the experiment results presented in (Wang, et al., 2010a) which 
verifies that the trend of the computed CWSI is consistent with an alternative plant water 
stress indicator, the SWP data. 

6. Conclusion 

The chapter presented a fast realization algorithm of automatic optical and infrared image 
registration. It reduces the computation considerably by utilizing variable resolution 
algorithm without sacrificing registration performance. It can also be used in other 
applications. As we mentioned above, the image registration is only the first stage in the 
process to estimate the canopy temperature.  We are developing methods to obtain more 
accurate registration and how to construct a algorithm suit to allow for more variation in the 
background images.  
It is our aim to continue research in this field towards a decision support system to deliver 
real time automated irrigation control based on CWSI where the ‘plant is the sensor’.   
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