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Preface 
 

The book “Speech Technologies” addresses different aspects of the research field and a 
wide range of topics in speech signal processing, speech recognition and language 
processing. The chapters are divided in three different sections: Speech Signal Model-
ing, Speech Recognition and Applications. The chapters in the first section cover some 
essential topics in speech signal processing used for building speech recognition as 
well as for speech synthesis systems: speech feature enhancement, speech feature vec-
tor dimensionality reduction, segmentation of speech frames into phonetic segments. 

The chapters of the second part cover speech recognition methods and techniques 
used to read speech from various speech databases and broadcast news recognition for 
English and non-English languages. The third section of the book presents various 
speech technology applications used for body conducted speech recognition, hearing 
impairment, multimodal interfaces and facial expression recognition. 

I would like to thank to all authors who have contributed research and application pa-
pers from the field of speech and language technologies. 

 
Ivo Ipšić 

University of Rijeka,  
Croatia 
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Multi-channel Feature Enhancement for Robust
Speech Recognition

Rudy Rotili, Emanuele Principi, Simone Cifani, Francesco Piazza and
Stefano Squartini

Università Politecnica delle Marche
Italy

1. Introduction

In the last decades, a great deal of research has been devoted to extending our capacity
of verbal communication with computers through automatic speech recognition (ASR).
Although optimum performance can be reached when the speech signal is captured close
to the speaker’s mouth, there are still obstacles to overcome in making reliable distant speech
recognition (DSR) systems. The two major sources of degradation in DSR are distortions,
such as additive noise and reverberation. This implies that speech enhancement techniques
are typically required to achieve best possible signal quality. Different methodologies have
been proposed in literature for environment robustness in speech recognition over the past
two decades (Gong (1995); Hussain, Chetouani, Squartini, Bastari & Piazza (2007)). Two main
classes can be identified (Li et al. (2009)).
The first class encompasses the so called model-based techniques, which operate on the
acoustic model to adapt or adjust its parameters so that the system fits better the distorted
environment. The most popular of such techniques are multi-style training (Lippmann et al.
(2003)), parallel model combination (PMC) (Gales & Young (2002)) and the vector Taylor series
(VTS) model adaptation (Moreno (1996)). Although model-based techniques obtain excellent
results, they require heavy modifications to the decoding stage and, in most cases, a greater
computational burden.
Conversely, the second class directly enhances the speech signal before it is presented to the
recognizer, and show some significant advantages with respect to the previous class:

• independence on the choice of the ASR engine: there is no need of intervening into the
(HMM) of the ASR since all modifications are accomplished at the feature level, which has
a significant practical mean;

• ease of implementation: the algorithm parameterization is extremely simpler than in the
model-based case study and no adaptation is requested to find the optimal one;

• lower computational burden, surely relevant in real-time applications.

The wide variety of algorithms in this class can be further divided based on the number of
channels used in the enhancing stage.
Single-channel approaches encompass classical techniques operating in the frequency domain
such as Wiener filtering, spectral subtraction (Boll (1979)) and Ephraim & Malah (logMMSE
STSA) (Ephraim & Malah (1985)), as well as techniques operating in the feature domain such
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2 Speech Technologies Book 1

as the MFCC-MMSE (Yu, Deng, Droppo, Wu, Gong & Acero (2008)) and its optimizations
(Principi, Cifani, Rotili, Squartini & Piazza (2010); Yu, Deng, Wu, Gong & Acero (2008)) and
VTS speech enhancement (Stouten (2006)). Other algorithms belonging to the single-channel
class are feature normalization approaches as cepstral mean normalization (CMN) (Atal
(1974)), cepstral variance normalization (CVN) (Molau et al. (2003)), higher order cepstral
moment normalization (HOCMN), histogram equalization (HEQ) (De La Torre et al. (2005))
and parametric feature equalization (Garcia et al. (2006)).
Multi-channel approaches use the benefits of the additional informations carried out by the
presence of multiple speech observations. In most cases the speech and noise sources are in
different spatial locations, thus a multi-microphone system is theoretically able to obtain a
significant gain over single-channel approaches, since it may exploit the spatial diversity.
This chapter will be devoted to illustrate and analyze multi-channel approaches for robust
ASR in both the frequency and feature domain. Three different subsets will be addressed
highlighting advantages and drawbacks of each one: beamforming techniques, bayesian
estimators (operating at different level of the feature extraction pipeline) and histogram
equalization.
In ASR scenario, beamforming techniques are employed as pre-processing stage. In (Omologo
et al. (1997)) the delay and sum beamformer (DSB) has been successfully used coupled with a
talker localization algorithm but its performance are poor when the number of microphones
is small (less than 8) or when it operates in a reverberant environment. This motivated
the scientific community to develop more robust beamforming techniques e.g. generalized
sidelobe canceler (GSC) and transfer function GSC (TF-GSC). Among the beamforming
techniques, likelihood maximizing beamforming (LIMABEAM) is an hybrid approach that
uses informations from the decoding stage to optimize a filter and sum beamformer (Seltzer
(2003)).
Multi-channel bayesian estimators in frequency domain has been proposed in (Lotter et al.
(2003)) where both minimum mean square error (MMSE) and maximum a posteriori (MAP)
criteria were developed. The feature domain counterpart of the previous algorithms has been
presented in (Principi, Rotili, Cifani, Marinelli, Squartini & Piazza (2010)). The simulations
conducted on the Aurora 2 database showed performance similar to the frequency domain
ones with the advantage of a reduced computational burden.
The last subset that will be addressed, is the multi-channel variant of histogram equalization
(Squartini et al. (2010)). Here the presence of multiple audio channels is exploited to better
estimate the histograms of the input signal and so making the equalization processing more
effective.
The outline of this chapter is as follows: section 2 describe the feature extraction pipeline
and the adopted mathematical model. Section 3 gives a brief review of the beamforming
concept mentioning some of most popular beamformer. Section 4 is devoted to illustrate
the multi-channel MMSE and MAP estimators both in frequency and feature domain while
section 5 proposes various algorithmic architectures for multi-channel HEQ. Section 6 presents
and discuss recognition results in a comparative fashion. Finally, section 7 draws conclusions
and proposes future developments.

2. ASR front-end and mathematical background

In the feature-enhancement approach, the features are enhanced before the ASR decoding
stage, with the aim of making them as close as possible to the clean-speech environment
condition. This means that some extra-cleaning steps are performed into or after the
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feature extraction module. As shown in figure 1, the feature extraction pipeline has
four possible insertion points, each one being related to different classes of enhancement
algorithms. Traditional speech enhancement in the discrete-time Fourier transform (DFT)
domain (Ephraim & Malah (1984); Wolfe & Godsill (2003)), is performed at point 1,
mel-frequency domain algorithms (Yu, Deng, Droppo, Wu, Gong & Acero (2008); Rotili
et al. (2009)), operate at point 2 and log-mel or MFCC (mel frequency cepstral coefficients)
domain algorithms (Indrebo et al. (2008); Deng et al. (2004)), are performed at point 3 and 4
respectively. Since the focus of traditional speech enhancement is on the perceptual quality
of the enhanced signal, the performance of the former class is typically lower than the other
classes. Moreover, the DFT domain has a much higher dimensionality than mel or MFCC
domains, which leads to an higher computational cost of the enhancement process. Let us

Mel-filter bank

Pre-Emphasis Windowing DFT

LogDCT/

1

234

Fig. 1. Feature extraction pipeline.

consider M noisy signals yi(t), M clean speech signals xi(t) and M uncorrelated noise signals
ni(t), i ∈ {1, . . . , M} , where t is a discrete-time index. The i-th microphone signal is given by:

yi(t) = xi(t) + ni(t). (1)

In general, the signal xi(t) is the convolution between the speech source and the i-th room
impulse response. In our case study the far-field model (Lotter et al. (2003)) that assumes equal
amplitude and angle-dependent TDOAs (Time Difference Of Arrival) has been considered:

xi(t) = x (t− τi(βx)) , τi = d sin (βx/c) (2)

where τi is the i-th delay, d is the distance between the source and the microphone array, θx is
the angle of arrival and c is the speed of sound.
According to figure 1, each input signal yi(t) is firstly pre-emphasized and windowed with
a Hamming window. Then, the fast Fourier transform (FFT) of the signal is computed and
the square of the magnitude is filtered with a bank of triangular filters equally spaced in
the mel-scale. After that, the energy of each band is computed and transformed with a
logarithm operation. Finally, the discrete cosine transform (DCT) stage yields the static MFCC
coefficients, and the Δ/ΔΔ stage compute the first and second derivatives.
Given the additive noise assumption, in the DFT domain we have

Yi(k, l) = Xi(k, l) + Ni(k, l) (3)

where X(k, l), Y(k, l) and N(k, l) denote the short-time Fourier transforms (STFT) of x(t),
y(t) and n(t) respectively, where k is the frequency bin index and l is the time frame index.
Equation (3) can be rewritten as follows:

Yi = Riejφi = Aiejαi + Ni, 1 ≤ i ≤ M (4)

5Multi-channel Feature Enhancement for Robust Speech Recognition
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where Ri, φi, Ai and αi are the amplitude and phase terms of Yi and Xi respectively. For
simplicity of notation, the frequency bin and time frame indexes have been omitted.
The mel-frequency filter-bank’s output power for noisy speech is

myi (b, l) = ∑
k

wb(k)|Yi(k, l)|2 (5)

where wb(k) is the b-th mel-frequency filter’s weight for the frequency bin k. A similar
relationship holds for the clean speech and the noise. The j-th dimension of MFCC is
calculated as

cyi (j, l) = ∑
b

aj,b log myi (b, l) (6)

where aj,b = cos((πb/B)(j − 0.5)) are the DCT coefficients. The output of equation (3)
denotes the input of the enhancement algorithms belonging to class 1 (DFT domain) and that
of equation (5) the input of class 2 (mel-frequency domain). The logarithm of the output of
equation (5) is the input for the class 3 algorithms (log-mel domain) while that of equation (6)
the input of class 4 (MFCC domain) algorithms.

3. Beamforming

Beamforming is a method by which signals from several sensors can be combined to
emphasize a desired source and to suppress all other noise and interference. Beamforming
begins with the assumption that the positions of all sensors are known, and that the positions
of the desired sources are known or can be estimated as well.
The simplest of beamforming algorithms, the delay and sum beamformer, uses only this
geometrical knowledge to combine the signals from several sensors. The theory of DSB
originates from narrowband antenna array processing, where the plane waves at different
sensors are delayed appropriately to be added exactly in phase. In this way, the array can be
electronically steered towards a specific direction. This principle is also valid for broadband
signals, although the directivity will then be frequency dependent.
A DSB aligns the microphone signals to the direction of the speech source by delaying and
summing the microphone signals.
Let us define the steering vector of the desired source as

v(kd, ω) =
[
exp {jωτd,0}, exp {jωτd,1}, · · · , exp {jωτd,M−1}

]H , (7)

where kd is the wave number and τd,i, i ∈ {1, , . . . , M} is the delay relative to the i-th channels.
The sensor weights w f (ω) are chosen as the complex conjugate steering vector v∗(kd, ω), with
the amplitude normalized by the number of sensors M:

w f (ω) =
1
M

v∗(kd, ω). (8)

The absolute value of all sensor weights is than equal to 1/M (uniform weighting) and the
phase is equalized for signals with the steering vector v(kd, ω) (beamsteering).
The beampattern B(ω; θ, φ) of the DSB with uniform sensor spacing d is obtained as

B(ω; θ, φ) =
1
M

vH(kd, ω)v(k, ω) =
1
M

M−1

∑
m=0

exp
{

jω
(

M− 1
2

−m
)

d
c
(cosθd − cosθ)

}
. (9)
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This truncated geometric series may be simplified to a closed form as

B(ω; θ, φ) =
1
M

sin(ωMτb/2)
sin(ωτb/2)

(10)

τb =
d
c
(cosθd − cosθ). (11)

This kind of beamformer is proved to perform well when the number of microphones is
relatively high, and when the noise sources are spatially white. On the contrary, performance
degrade since noise reduction is strongly dependent on the direction of arrival of the noise
signal. As a consequence, DSB performance on reverberant environments is poor.
In order to increase the performance, more sophisticated solution can be adopted. In
particular, adaptive beamformers can ideally attain high interference reduction performance
with a small number of microphones arranged in a small space. GSC (Griffiths & Jim (1982))
attempt to minimize the total output power of an array of sensor under the constraint that the
desired source must be unattenuated.
The main drawback of such beamformer is the target signal cancellation that occurs in the
presence of steering vector errors. They are caused by errors in microphone positions,
microphone gains, reverberation, and target direction. Therefore, errors in the steering vector
are inevitable with actual microphone arrays, and target signal cancellation is a serious
problem. Many signal processing techniques have been proposed to avoid signal cancellation.
In (Hoshuyama et al. (1999)), a robust GSC (RGSC) able to avoid these difficulties, has
been proposed, which uses an adaptive blocking matrix consisting of coefficient-constrained
adaptive filters. Such filters exploit the reference signal from the fixed beamformer to
adapt themselves and adaptively cancel the undesirable influence caused by steering vector
errors. The interference canceller uses norm-constrained adaptive filters (Cox et al. (1987)) to
prevent target-signal cancellation when the adaptation of the coefficient-constrained filters
is incomplete. In (Herbordt & Kellermann (2001); Herbordt et al. (2007)) a frequency
domain implementation of the RGSC has been proposed in conjunction with acoustic echo
cancellation.
Most of the GSC based beamformers rely on the assumption that the received signals are
simple delayed versions of the source signal. The good interference suppression attained
under this assumption is severely impaired in complicated acoustic environments, where
arbitrary transfer functions (TFs) may be encountered. In (Gannot et al. (2001)), a GSC solution
which is adapted to the general TF case (TF-GSC) has been proposed. The TFs are estimated
by exploiting the nonstationarity characteristics of the desired signal, as reported in (Shalvi
& Weinstein (1996); Cohen (2004)), and then used to calculate the fixed beamformer and the
blocking matrix coefficients.
However, in case of incoherent or diffuse noise fields, beamforming alone does not provide
sufficient noise reduction, and postfiltering is normally required. Postfiltering includes signal
detection, noise estimation, and spectral enhancement.
Recently, a multi-channel postfilter was incorporated into the TF-GSC beamformer (Cohen
et al. (2003); Gannot & Cohen (2004)). The use of both the beamformer primary output and
the reference noise signals (resulting from the blocking branch of the GSC) for distinguish
between desired speech transient and interfering transient, enables the algorithm to work in
nonstationary noise environments. The multi-channel postfilter, combined with the TF-GSC,
proved the best for handling abrupt noise spectral variations. Moreover, in this algorithm,
the decisions made by the postfilter, distinguishing between speech, stationary noise, and

7Multi-channel Feature Enhancement for Robust Speech Recognition
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transient noise, might be fed back to the beamformer to enable the use of the method
in real-time applications. Exploiting this information will also enable the tracking of the
acoustical transfer functions, caused by the talker movements.
A perceptually based variant of the previous architecture have been presented in (Hussain,
Cifani, Squartini, Piazza & Durrani (2007); Cifani et al. (2008)) where a perceptually-based
multi-channel signal detection algorithm and a perceptually-optimal spectral amplitude
(PO-SA) estimator presented in (Wolfe & Godsill (2000)) have been combined to form a
perceptually-based postfilter to be incorporated into the TF-GSC beamformer
Basically, all the presented beamforming techniques outperform the DSB. Recalling the
assumption of far-field model (equation (2)) where no reverberation is considered and the
observed signals are a simple delayed version of the speech source, the DSB is well suited for
our purpose and it is not required to take into account more sophisticated beamformers.

4. Multi-channel bayesian estimators

The estimation of a clean speech signal x given its noisy observation y is often performed
under the Bayesian framework. Because of the generality of this framework, x and y
may represent DFT coefficients, mel-frequency filter-bank outputs or MFCCs. Applying the
standard assumption that clean speech and noise are statistically independent across time
and frequency as well as from each other, leads to estimators that are independent of time and
frequency.
Let ε = x − x̂ denote the error of the estimate and let C(ε) � C(x, x̂) denote a non-negative
function of ε. The average cost, i.e. E[C(x, x̂)], is known as Bayes risk R (Trees (2001)), and it
is given by

R � E[C(x, x̂)] =
∫ ∫

C(x, x̂)p(x, y)dxdy (12)

=
∫

p(y)dy
∫

C(x, x̂)p(x|y)dx, (13)

in which Bayes rule has been used to separate the role of the observation y and the a priori
knowledge.
MinimizingRwith respect to x̂ for a given cost function results in a variety of estimators. The
traditional mean square error (MSE) cost function,

CMSE(x, x̂) = |x− x̂|2, (14)

gives the following expression:

RMSE =
∫

p(y)dy
∫
|x− x̂|2 p(x|y)dx. (15)

RMSE can be minimized by minimizing the inner integral, yielding the MMSE estimate:

x̂MMSE =
∫

xp(x|y)dx = E[x|y]. (16)

The log-MMSE estimator can be obtained by means of the cost function

Clog−MSE(x, x̂) = (log x− log x̂)2 (17)

8 Speech Technologies
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thus yielding to:
x̂log−MMSE = exp {E[ln x|y]} . (18)

By using the uniform cost function,

CMAP(x, x̂) =
{

0, |x− x̂| ≤ Δ/2
1, |x− x̂| > Δ/2 (19)

we get the maximum a posteriori (MAP) estimate:

x̂MAP = argmax
x

p(x|y). (20)

In the following several multi-channel bayesian estimators are addressed. First the
multi-channel MMSE and MAP estimators in frequency domain, presented in (Lotter et al.
(2003)), are briefly reviewed. Afterwards, the feature domain counterpart of the MMSE and
MAP estimators respectively is proposed. It is important to remark that feature domain
algorithms are able to exploit the peculiarities of the feature space and produce more effective
and computationally more efficient solutions.

4.1 Speech feature statistical analysis
The statistical modeling of the process under consideration is a fundamental aspect of
the Bayesian framework. Considering DFT domain estimators, huge efforts have been
spent in order to find adequate signal models. Earlier works (Ephraim & Malah (1984);
McAulay & Malpass (1980)), assumed a Gaussian model from a theoretical point of view,
by invoking the central limit theorem, stating that the distribution of the DFT coefficients
will converge towards a Gaussian probability density function (PDF) regardless of the PDF
of the time samples, if successive samples are statistically independent or the correlation is
short compared to the analysis frame size. Although this assumption holds for many relevant
acoustic noises, it may fail for speech where the span of correlation is comparable to the typical
frame sizes (10-30 ms). Spurred by this issue, several researchers investigated the speech
probability distribution in the DFT domain (Gazor & Zhang (2003); Jensen et al. (2005)), and
proposed new estimators leaning on different models, i.e., Laplacian, Gamma and Chi (Lotter
& Vary (2005); Hendriks & Martin (2007); Chen & Loizou (2007)).
In this section the study of the speech probability distribution in the mel-frequency and MFCC
domains is reported, so as to open the way to the development of estimators leaning on
different models in these domains as well.
The analysis has been performed either on the TiDigits (Leonard (1984)) and on the Wall
Street Journal (Garofalo et al. (1993)) database using one hour clean speech segments built
by concatenation of random utterances. DFT coefficients have been extracted using a 32 ms
Hamming window with 50% overlap. The aforementioned Gaussian assumption models the
real and imaginary part of the clean speech DFT coefficient by means of a Gaussian PDF.
However, the relative importance of short-time spectral amplitude (STSA) rather than phase
has led researchers to re-cast the spectral estimation problem in terms of the former quantity.
Moreover, amplitude and phase are statistically less dependent than real and imaginary parts,
resulting in a more tractable problem. Furthermore, it can be shown that phase is well
modeled by means of a uniform distribution p(α) = 1/2π for α ∈ [−π, π). This has lead
the authors to investigate the probability distribution of the STSA coefficients.
For each DFT channel, the histogram of the corresponding spectral amplitude was computed
and then fitted by means of a nonlinear least-squares (NLLS) technique to six different PDFs:

9Multi-channel Feature Enhancement for Robust Speech Recognition
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Rayleigh: p = x
σ exp

(
−x2

2σ

)
Laplace: p = 1

2σ exp
(−|x−a|

σ

)
Gamma: p = 1

θkΓ(k) |x|k−1 exp
(−|x|

θ

)
Chi: p = 2

θkΓ(k/2) |x|k−1 exp
((−|x|

θ

)2
)

Approximated Laplace: p =
μν+1

Γ(ν+1) |x|ν exp
(−μ|x|

σ

)
, μ = 2.5 and ν = 1

Approximated Gamma: p =
μν+1

Γ(ν+1) |x|ν exp
(−μ|x|

σ

)
, μ = 1.5 and ν = 0.01

The goodness-of-fit has been evaluated by means of the Kullback-Leibler (KL) divergence,
which is a measure that quantifies how close a probability distribution is to a model (or
candidate) distribution. Choosing p as the N bins histogram and q as the analytic function
that approximates the real PDF, the KL divergence is given by:

DKL =
N

∑
n=1

(p(n)− q(n)) log
p(n)
q(n)

. (21)

DKL is non-negative (≥ 0), not symmetric in p and q, zero if the distributions match exactly
and can potentially equal infinity. Table 1 shows the KL divergence between measured
data and model functions. The divergences have been normalized to that of the Rayleigh
PDF, that is, the Gaussian model. The curves in figure 2 represent the fitting results, while

STSA Model TiDigits WSJ
Laplace 0.15 0.17
Gamma 0.04 0.04

Chi 0.23 0.02
Approximated Laplace 0.34 0.24
Approximated Gamma 0.31 0.20

Table 1. Kullback-Leibler divergence between STSA coefficients and model functions.

the gray area represents the STSA histogram averaged over the DFT channels. As the KL
divergence highlights, the Gamma PDF provides the best model, being capable of adequately
fit the histogram tail as well. The modeling of mel-frequency coefficients has been carried out
using the same technique employed in the DFT domain. The coefficients have been extracted
by applying a 23-channel mel-frequency filter-bank to the squared STSA coefficients. The
divergences, normalized to that of the Rayleigh PDF, have been reported in table 2. Again,

Mel-frequency Model TiDigits WSJ
Laplace 0.21 0.29
Gamma 0.08 0.07

Chi 0.16 0.16
Approximated Laplace 0.21 0.22
Approximated Gamma 0.12 0.12

Table 2. Kullback-Leibler divergence between mel-frequency coefficients and model
functions.

figure 3 represents the fitting results and the mel-frequency coefficient histogram averaged

10 Speech Technologies
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Fig. 2. Averaged Histogram and NLLS fits of STSA coefficients for the TiDigits (left) and WSJ
database (right).

Fig. 3. Averaged Histogram and NLLS fits of mel-Frequency coefficients for the TiDigits (left)
and WSJ database (right).

over the filter-bank channels. The Gamma PDF still provides the best model, even if the
difference with other PDFs are more modest.
The modeling of log-mel coefficients and MFCCs cannot be performed using the same
technique employed above. In fact, the histograms of these coefficients, depicted in figure
4 and 5, reveal that their distributions are multimodal and cannot be modeled by means of
unimodal distributions. Therefore, multimodal models, such as Gaussian mixture models
(GMM) (Redner & Walker (1984)) are more appropriate in this task: finite mixture models
and their typical parameter estimation methods can approximate a wide variety of PDFs and
are thus attractive solutions for cases where single function forms fail. The GMM probability
density function can be designed as a weighted sum of Gaussians:

p(x) =
C

∑
c=1

αcN (x; μc, Σc), with αc ∈ [0, 1],
C

∑
c=1

αc = 1 (22)
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where αc is the weight of the c-th component. The weight can be interpreted as a priori
probability that a value of the random variable is generated by the c-th source. Hence, a
GMM PDF is completely defined by a parameter list ρ = {α1, μ1, Σ1, . . . , αC, μC, ΣC}.
A vital question with GMM PDF’s is how to estimate the model parameters ρ. In
literature exists two principal approaches: maximum-likelihood estimation and Bayesian
estimation. While the latter has strong theoretical basis, the former is simpler and widely
used in practice. Expectation-maximization (EM) algorithm is an iterative technique for
calculating maximum-likelihood distribution parameter estimates from incomplete data. The
Figuredo-Jain (FJ) algorithm (Figueiredo & Jain (2002)) represents an extension of the EM
which allows not to specify the number of components C and for this reason it has been
adopted in this work. GMM obtained after FJ parameter estimation are shown in figure 4
and 5.

Fig. 4. Histogram (solid) and GMM fit (dashed) of the first channel of LogMel coefficients for
TiDigits (left) and WSJ database (right).

Fig. 5. Histogram (solid) and GMM fit (dashed) of the second channel of MFCC coefficients
for TiDigits (left) and WSJ database (right).

12 Speech Technologies
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4.2 Frequency domain multi-channel estimators
Let us consider a model of equation (4). It is assumed that the real and imaginary parts of
both the speech and noise DFT coefficients have zero mean Gaussian distribution with equal
variance. This results in a Rayleigh distribution for speech amplitudes Ai, and in Gaussian
and Ricians distributions for p(Yi|Ai, αi) and p(Ri|Ai) respectively. Such single-channel
distributions are extended to the multi-channel ones by supposing that the correlation
between the noise signals of different microphones is zero. This leads to

p(R1, . . . , RM|An) =
M

∏
i=1

p(Ri|An), (23)

p(Y1, . . . , YM|An, αn) =
M

∏
i=1

p(Yi|An, αn), (24)

∀n ∈ {1, . . . , M}. The model assumes also that the time delay between the microphones is
small compared to the short-time stationarity of the speech. Thus, Ai = ci Ar and σ2

Xi
=

E[|Xi|2] = ciσ
2
X where ci is a constant channel dependent factor. In addition

E[Ni N∗j ] =
{

σ2
Ni

, i = j,
0, i �= j.

These assumptions give the following probability density functions:

p(Ai, αi) =
Ai

πσ2
Xi

exp

(
− A2

i
σ2

Xi

)
, (25)

p(Y1, . . . , YM|An, αn) =
M

∏
i=1

1
πσ2

Ni

exp

(
−

M

∑
i=1

|Yi − (ci/cn)Aiejαi |2
σ2

Ni

)
(26)

p(R1, . . . , RM|An) = exp

(
−

M

∑
i=1

R2
i + (ci/cn)2 A2

n

σ2
Ni

)
M

∏
i=1

2Ri

σ2
Ni

I0

(
2(ci/cn)AnRi

σ2
Ni

)
. (27)

where σ2
Xi

and σ2
Ni

are the variance of the clean speech and noise signals in channel i, and I0
denotes the modified Bessel function of the first kind and zero-th order. As in (Ephraim &
Malah (1984)), the a priori SNR ξi = σ2

Xi
/σ2

Ni
and a posteriori SNR γi = R2

i /σ2
Ni

are used in
the final estimators, and ξi is estimated using the decision directed approach.

4.2.1 Frequency domain multi-channel MMSE estimator (F-M-MMSE)
The multi-channel MMSE estimate of the speech spectral amplitude is obtained by evaluating
the expression:

Âi = E[Ai|Y1, . . . , YM] ∀i ∈ {1, . . . , M}. (28)

By mean of Bayes rule, and supposing that αi = α ∀i, it can be shown (Lotter et al. (2003)) that
the gain factor for channel i is given by:

Gi = Γ(1.5)

√
ξi

γi(1 + ∑M
r=1 ξr)

F1

(
−0.5, 1,

|∑M
r=1
√

γrξrejφr |2
1 + ∑M

r=1 ξr

)
, (29)

where F1 denotes the confluent hypergeometric series, and Γ is the Gamma function.
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4.2.2 Frequency domain multi-channel MAP estimator (F-M-MAP)
In (Lotter et al. (2003)), in order to remove the dependency from the direction of arrival (DOA)
and obtain a closed-form solution, MAP estimator has been used. The assumption αi = α
∀i ∈ {1, . . . , M} is in fact only valid if βx = 0◦, or after perfect DOA correction. Supposing
that the time delay of the desired signal is small respect to the short-time stationarity of speech,
the noisy amplitudes Ri are independent from βx.
MAP estimate was obtained extending the approach described in (Wolfe & Godsill (2003)).
The estimate Âi of the spectral amplitude of the clean speech signal is given by

Âi = arg max
Ai

p(Ai|R1, . . . , RM) (30)

The gain factor for channel i is given by (Lotter et al. (2003)):

Gi =

√
ξi/γi

2 + 2 ∑M
r=1 ξr

Re

[
M

∑
r=1

√
γrξr ++

√√√√( M

∑
i=r

√
γrξr

)2

+ (2−M)

(
1 +

M

∑
r=1

ξr

)⎤⎥⎦ . (31)

4.3 Feature domain multi-channel bayesian estimators
In this section the MMSE and the MAP estimators in the feature domain, recently proposed
in (Principi, Rotili, Cifani, Marinelli, Squartini & Piazza (2010)), are presented. They extend
the frequency domain multi-channel algorithms in (Lotter et al. (2003)) and the single-channel
feature domain algorithm in (Yu, Deng, Droppo, Wu, Gong & Acero (2008)). Let assume again
the model of section 2. As in (Yu, Deng, Droppo, Wu, Gong & Acero (2008)), for each channel
i it is useful to define three artificial complex variables Mxi , Myi and Mni that have the same
modulus of mxi , myi and mni and phases θxi , θyi and θni . Assuming that the artificial phases
are uniformly distributed random variables leads to consider Mxi and Myi − Mni as random
variables following zero mean complex Gaussian distribution. High correlation between mxi

of each channel is also supposed in analogy with the frequency domain model (Lotter et al.
(2003)). This, again, results in mxi = λimx, with λi a constant channel dependent factor.
These statistical assumptions result in probability distributions similar to the frequency
domain ones (Lotter et al. (2003)):

p (mxi , θxi ) =
mxi

πσ2
xi

exp
[
− (mxi )

2 /σ2
xi

]
, (32)

p
(

Myr

∣∣mxi , θxi

)
=

1
πσ2

dr

exp
[
−|Ψ|2/σ2

dr

]
, (33)

where σ2
xi
= E

[|Mxi |2
]
, σ2

dr
= E

[|Myr −Mxr |2
]
, Ψ = Myr −Λrimxi e

jθxi and Λri = (λr/λi)
2.

In order to simplify the notation, the following vectors can be defined:

cy(p) =
[
cy1 (p), . . . , cyM (p)

]
,

my(b) =
[
my1 (b), . . . , myM (b)

]
,

My(b) =
[
My1 (b), . . . , MyM (b)

]
.

(34)

Each vector contains respectively the MFCCs, mel-frequency filter-bank outputs and artificial
complex variables of all channels of the noisy signal y(t). Similar relationships hold for the
speech and noise signals.
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4.3.1 Feature domain multi-channel MMSE estimator (C-M-MMSE)
The multi-channel MMSE estimator can be found by evaluating the conditioned expectation
ĉxi = E

[
cxi |cy

]
. As in the single-channel case, this is equivalent to (Yu, Deng, Droppo, Wu,

Gong & Acero (2008)):

m̂xi = exp
{

E
[
log mxi |my

]}
= exp

{
E
[
log mxi |My

]}
. (35)

Equation (35) can be solved using the moment generating function (MGF) for channel i:

m̂xi = exp
(

d
dμ

Φi(μ)
∣∣∣
μ=0

)
, (36)

where Φi(μ) = E
[
(mxi )

μ |My
]

is the MGF for channel i. After applying Bayes rule, Φi(μ)
becomes:

Φi(μ) =

∫ +∞
0

∫ 2π
0 (mxi )

μ p
(
My
∣∣mxi , θx

)
p (mxi |θx) dθxdmxi∫ +∞

0

∫ 2π
0 p

(
My
∣∣mxi , θx

)
dθxdmxi

. (37)

Supposing the conditional independence of each component of the My vector, we can write

p
(

My

∣∣∣mxi , θx

)
=

M

∏
r=1

p
(

Myr

∣∣∣mxi , θx

)
, (38)

where it was supposed that θxi = θx, i.e. perfect DOA correction. The final expression of the
MGF can be found by inserting (32), (33) and (38) in (37).
The integral over θx has been solved applying equation (3.338.4) in (Gradshteyn & Ryzhik
(2007)), while the integral over mxi has been solved using (6.631.1). Applying (36), the final
gain function Gi(ξi, γi) = Gi, for channel i is obtained:

Gi =

∣∣∣∑M
r=1
√

ξrγrejθyr

∣∣∣
1 + ∑M

r=1 ξr

√
ξi
γi

exp
(

1
2

∫ +∞

vi

e−t

t
dt
)

, (39)

where

vi =

∣∣∣∑M
r=1
√

ξrγrejθyr

∣∣∣2
1 + ∑M

r=1 ξr
, (40)

and ξi = σ2
xi

/σ2
ni

is the a priori SNR and γi = m2
yi

/σ2
ni

is the a posteriori SNR of channel i.
The gain expression is a generalization of the single-channel cepstral domain approach shown
in (Yu, Deng, Droppo, Wu, Gong & Acero (2008)). In fact, setting M = 1 yields the
single-channel gain function. In addition, equation (39) depends on the fictitious phase terms
introduced to obtain the estimator. Uniformly distributed random values will be used during
computer simulations.

4.3.2 Feature domain multi-channel MAP estimator (C-M-MAP)
In this section, a feature domain multi-channel MAP estimator is derived. The followed
approach is similar to (Lotter et al. (2003)) in extending the frequency MAP estimator to the
multi-channel scenario. The use of the MAP estimator is useful because the computational
complexity can be reduced respect to the MMSE estimator and DOA independence can be
achieved.
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A MAP estimate of the MFCC coefficients of channel i can be found by solving the following
expression:

ĉxi = arg max
cxi

p(cxi |cy). (41)

As in Section 4.3.1, MAP estimate on MFCC coefficients is equivalent to an estimate on
mel-frequency filter-bank’s output power. By means of Bayes rule, the estimate problem
becomes

m̂xi = arg max
mxi

p(my|mxi )p(mxi ). (42)

Maximization can be performed using (32) and knowing that

p(my|mxi ) = exp

{
−

M

∑
i=1

myi + (λi/λr)2 (mxi )
2

σ2
ni

}
M

∏
i=1

[
2myi

σ2
ni

I0

(
2(λi/λr)myi mxi

σ2
ni

)]
, (43)

where conditional independence of myi was supposed.
A closed form solution can be found if the modified Bessel function I0 is approximated as
I0(x) = (1/

√
2πx)ex. The final gain expression is:

Gi =

√
ξi/γi

2 + 2 ∑M
r=1 ξr

· Re

⎡⎢⎣ M

∑
r=1

√
ξrγr +

√√√√( M

∑
r=1

√
ξrγr

)2

+ (2−M)

(
1 +

M

∑
r=1

ξr

)⎤⎥⎦ . (44)

5. Multi-channel histogram equalization

As shown in the previous sections, feature enhancement approaches improve the test signals
quality to produce features closer to the clean training ones. Another important class of feature
enhancement algorithms is represented by statistical matching methods, according to which
feature are normalized through suitable transformations with the objective of making the
noisy speech statistics as much close as possible to the clean speech one. The first attempt in
this sense has been made with CMN and cepstral mean and variance nomalization (CMVN)
(Viikki et al. (2002)). They employ linear transformations that modify the first two moments
of noisy observations statistics. Since noise induces a nonlinear distortion on signal feature
representation, other approaches oriented to normalize higher-order statistical moments have
been proposed (Hsu & Lee (2009); Peinado & Segura (2006)).
In this section the focus is on those methods based on histogram equalization (Garcia et al.
(2009); Molau et al. (2003); Peinado & Segura (2006)): it consists in applying a nonlinear
transformation based on the clean speech cumulative density function (CDF) to the noisy
statistics. As recognition results confirm, the approach is extremely effective but suffers of
some drawbacks, which motivated the proposal of some different variants in the literature.
One important issue to consider is that the estimation of noisy speech statistics cannot usually
rely on sufficient amount of data.
Up to the author’s knowledge, no efforts have been put to employ the availability
of multichannel acoustic information, coming from a microphone array acquisition, to
augment the amount of useful data for statistics modeling and therefore improve the
HEQ performances. Such a lack motivated the present work, where original solutions to
combine multichannel audio processing and HEQ at a feature-domain level are advanced
and experimentally tested.
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5.1 Histogram equalization
Histogram equalization is the natural extension of CMN and CVN. Instead of normalizing
only a few moments of the MFCCs probability distributions, histogram equalization
normalizes all the moments to the ones of a chosen reference distribution. A popular choice
for the reference distribution is the normal distribution.
The problem of finding a transformation that maps a given distribution in a reference one is
difficult to handle and it does not have a unique solution in the multidimensional scenario.
For the mono-dimensional case an unique solution exists and it is obtained by coupling the
original and transformed CDFs of the reference and observed feature vectors.
Let y be a random variable with probability distribution py(y). Let also x be a random variable
with probability distribution px(x) such that x = Ty(y), where Ty(·) is a given transformation.
If Ty(·) is invertible, it can be shown that the CDFs Cy(y) and Cx(x) of y and x respectively
coincide:

Cy(y) =
∫ y

−∞
py(υ)∂υ =

∫ x=Ty(y)

−∞
px(υ)∂υ = Cx(x). (45)

From equation (45), it is easy to obtain the expression of x = Ty(y) from the CDFs of observed
and transformed data:

Cy(y) = Cx(x) = Cx(Ty(y)), (46)

x = Ty(y) = C−1
x (Cy(y)). (47)

Finally, the relationship between the probability distributions can be obtained from equation
(47):

py(y) =
∂Cy(y)

∂y
=

∂Cx(Ty(y))
∂y

=

= px(Ty(y))
∂Ty(y)

∂y
= px(x)

∂Ty(y)
∂y

. (48)

Since Cy(y) and Cx(x) are both non-decreasing monotonic functions, the resulting
transformation will be a non-linear monotonic increasing function (Segura et al. (2004)).
The CDF Cx(x) can be obtained from the histograms of the observed data. The histogram of
every MFCC coefficient is created partitioning the interval [μ− 4σ, μ + 4σ] into 100 uniformly
distributed bins Bi, i = 1, 2, . . . , 100, where μ and σ are respectively the mean and standard
deviation of the MFCC coefficient to equalize (Segura et al. (2004)). Denoting with Q the
number of observations, the PDF can be approximated by its histogram as:

py(y ∈ Bi) =
qi

Qh
(49)

and the CDF as:

Cy(yi) = Cy(y ∈ Bi) =
i

∑
j=1

qj

Q
, (50)

where qi is the number of observations in the bin Bi and h = 2σ/25 is the bin width. The
center yi of every bin is then transformed using the inverse of the reference CDF function,
i.e. x = C−1

x (yi). The set of values (yi, xi) defines a piecewise linear approximation of the
desired transformation. Transformed values are finally obtained by linear interpolation of
such tabulated values.
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5.2 Multi-channel histogram equalization
One of the well-known problems in histogram equalization is represented by the fact that
there is a minimum amount of data per sentence necessary to correctly calculate the needed
cumulative densities. Such a problem exists both for reference and noisy CDFs and it is
obviously related to the available amount of speech to process. In the former case, we can
use the dataset for acoustic model training: several results in literature (De La Torre et al.
(2005); Peinado & Segura (2006)) have shown that Gaussian distribution represents a good
compromise, specially if the dataset does not provide enough data to suitably represent the
speech statistics (as it occurs for Aurora 2 database employed in our simulations). In the
latter, the limitation resides in the possibility of using only the utterance to be recognized (like
in command recognition task), thus introducing relevant biases in the estimation process. In
conversational speech scenarios, is possible to consider a longer observation period, but this
inevitably would have a significant impact not only from the perspective of computational
burden but also and specially in terms of processing latency, not always acceptable in real-time
applications. Of course, the amount of noise presence makes the estimation problem more
critical, likely reducing the recognition performances.
The presence of multiple audio channels can be used to alleviate the problem: indeed
occurrence of different MFCC sequences, extrapolated by the ASR front-end pipelines fed
by the microphone signals, can be exploited to improve the HEQ estimation capabilities. Two
different ideas have been investigated on purpose:
• MFCC averaging over all channels;
• alternative CDF computation based on multi-channel audio.
Starting from the former, it is basically assumed that the noise captured by microphones is
highly incoherent and far-field model with DOA equal to 0◦ applied to speech signal (see
section 6); therefore it is reasonable to suppose of reducing its variance by simply averaging
over the channels.
Consider the noisy MFCC signal model (Moreno (1996)) for the i-th channel

yi = x + D log(1 + exp(D−1(ni − x)), (51)

where D is the discrete cosine transform matrix and D−1 its inverse: it can be easily shown
that the averaging operation reduces the noise variance w.r.t the speech one, thus resulting
in an SNR increment. This allows the subsequent HEQ processing, depicted in figure 6, to
improve its efficiency.
Coming now to the alternative options for CDF computation, the multi-channel audio
information availability cab be exploited as follows (figure 7):
1. histograms are obtained independently for each channel and then all results averaged

(CDF Mean);
2. histograms are calculated on the vector obtained concatenating the MFCC vectors of each

channel (CDF Conc).

Baseline
Front-end

Average

Speech signals CDF Mean/Conc HEQ

Fig. 7. HEQ MFCCmean CDF mean/conc: HEQ based on averaged MFCCs and mean of
CDFs or concatenated signals.
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Baseline
Front-end

Average
Speech signals HEQ

CDF

Fig. 6. HEQ MFCCmean: HEQ based on averaged MFCCs.
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(a) HEQ single-channel (central microphone).
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(b) HEQ single-channel (signal average).
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(c) CDF mean approach.
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(d) CDF conc approach.

Fig. 8. Histograms of cepstral coefficient c1 related utterance FAK_5A corrupted with car
noise at SNR 0 dB. CDF mean and CDF con histograms are estimated using four channels.

The two approaches are equivalent if the bins used to build the histogram coincide.
However, in the CDF Mean approach, taking the average of the bin centers as well, gives
slightly smoother histograms which helps the equalization process. Whatever the estimation
algorithm, equalization has to be accomplished taking into account that the MFCC sequence
used as input in the HEQ transformation must fit the more accurate statistical estimation
performed, otherwise outliers occurrence due to noise contribution could degrade the
performance: this explains the usage of the aforementioned MFCC averaging.
Figure 8 shows histograms of single-channel and multi-channel approaches of the first cepstral
coefficient using four microphones in far-field model. Bins are calculated as described in
section 5.1. A short utterance of length 1.16 s has been chosen to emphasize the difference
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in histogram estimation in single and multi-channel approaches. Indeed, histograms of
multi-channel configurations depicted in figure 7 better represent the underlying distribution
(figure 8(c)-(d)) specially looking at the distribution tails, not properly rendered by the other
approaches. This is due to availability of multiple signals corrupted by incoherent noise,
which augments the observations available for the estimation of noisy feature distributions.
Such a behavior is particularly effective at low SNRs, as recognition results in section 6 will
demonstrate.
Note that operations described above are done independently for each cepstral coefficient:
such an assumption is widely accepted and used among scientist working with statistics
normalization for robust ASR.

6. Computer Simulations

In this section the computer simulations carried out to evaluate the performance of the
algorithms previously described are reported. The work done in (Lotter et al. (2003)) has
been taken as reference: simulations have been conducted considering the source signal in
far-field model (see equation (2)) with respect to an array of M = 4 microphones with distance
d = 12 cm. The source is located at 25 cm from the microphone array. The near-field and
reverberant case studies will be considered in future works.
Three values of θx have been tested: 0◦, 10◦ and 60◦. Delayed signals have been obtained
by suitably filtering the clean utterances of tests A, B and C of the Aurora 2 database (Hirsch
& Pearce (2000)). Subsequently, noisy utterances in test A, B and C were obtained from the
delayed signals by adding the same noises of Aurora 2 test A, B and C respectively. For each
noise, signals with SNR in the range of 0-20 dB have been generated using tools (Hirsch &
Pearce (2000)) provided with Aurora 2.
Automatic speech recognition has been performed using the Hidden Markov Model Toolkit
(HTK) (Young et al. (1999)). Acoustic models structure and recognition parameters are the
same as in (Hirsch & Pearce (2000)). The feature vectors are composed of 13 MFCCs (with C0
and without energy) and their first and second derivatives. Acoustic model training has been
performed in a single-channel scenario and applying each algorithm in its insertion point of
the ASR front-end pipeline as described in section 2. “Clean” and “Multicondition” acoustic
models have been created using the provided training sets.
For the sake of comparison, in table 3 are reported the recognition results using the baseline
feature extraction pipeline and the DSB. In using DSB the exact knowledge of the DOAs
which leads to a perfect signal alignment is assumed. Recalling the model assumption made
in section 2, since the DSB performs the mean over all the channels it reduces the variance
of the noise providing higher performance than the baseline case. The obtained results can
be employed to better evaluate the improvement arising from the insertion of the feature
enhancement algorithms presented in this chapter.

Test A Test B Test C A-B-C AVG
C M C M C M C M

baseline (βx = 0◦) 63.56 83.18 65.87 84.91 67.93 86.27 65.79 84.78
DSB 76.50 93.12 79.86 94.13 81.47 94.96 79.27 94.07

Table 3. Results for both baseline feature-extraction pipeline and DSB
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6.1 Multi-channel bayesian estimator
Tests have been conducted on algorithms described in Sections 4.2 and 4.3, as well as on their
single-channel counterpart. The results obtained with the log-MMSE estimator (LSA) and
its cepstral extension (C-LSA), and those obtained with frequency and feature domain MAP
single-channel estimators are also reported for comparison purpose.
Frequency domain results in table 4 show as expected that the multi-channel MMSE algorithm
gives the best performance when βx = 0◦, while accuracy degrades as βx increases.
Results in table 5 confirm the DOA independence of multi-channel MAP: averaging on βx
and acoustic models, recognition accuracy is increased of 11.32% compared to the baseline
feature extraction pipeline. Good performance of multi-channel frequency domain algorithms
confirm the segmental SNR results in (Lotter et al. (2003)).
On clean acoustic model, feature domain multi-channel MMSE algorithm gives a recognition
accuracy around 73% regardless of the value of βx (table 6). Accuracy is below the
single-channel MMSE algorithm, and differently from its frequency domain counterpart it
is DOA independent. This behaviour is probably due to the presence of artificial phases in the
gain expression. The multi-channel MAP algorithm is, as expected, independent of the value
of βx, and while it gives lower accuracies respect to F-M-MMSE and F-M-MAP algorithms, it
outperforms both the frequency and feature domain single-channel approaches (table 7).

Test A Test B Test C A-B-C AVG
C M C M C M C M

F-M-MMSE (βx = 0◦) 84.23 93.89 83.73 92.19 87.10 94.71 85.02 93.60
F-M-MMSE (βx = 10◦) 80.91 92.61 81.10 91.19 84.78 93.78 82.26 92.53
F-M-MMSE (βx = 60◦) 70.83 88.29 71.84 86.50 76.68 91.67 73.12 88.82

LSA 76.83 87.02 77.06 85.24 78.97 88.48 77.62 86.91

Table 4. Results of frequency domain MMSE-based algorithms

Test A Test B Test C A-B-C AVG
C M C M C M C M

F-M-MAP (βx = 0◦) 82.52 89.62 82.13 88.29 86.11 91.30 83.59 89.73
F-M-MAP (βx = 10◦) 82.20 89.46 81.93 88.00 85.84 90.39 83.32 89.28
F-M-MAP (βx = 60◦) 82.39 89.36 82.07 88.05 86.13 90.38 83.53 89.26

MAP 75.95 84.97 76.29 82.81 77.75 85.72 76.66 84.44

Table 5. Results of frequency domain MAP-based algorithms

Test A Test B Test C A-B-C AVG
C M C M C M C M

C-M-MMSE (βx = 0◦) 70.80 89.94 73.00 88.75 75.37 92.02 72.96 90.23
C-M-MMSE (βx = 10◦) 70.40 89.68 72.88 88.72 75.21 91.89 72.83 90.10
C-M-MMSE (βx = 60◦) 70.72 89.69 72.77 88.80 75.19 91.93 72.89 90.14

C-LSA 75.68 87.81 77.06 86.85 76.94 89.25 76.56 87.97

Table 6. Results of feature domain MMSE-based algorithms
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Test A Test B Test C A-B-C AVG
C M C M C M C M

C-M-MAP (βx = 0◦) 78.52 91.51 79.28 89.99 81.63 93.04 79.81 91.51
C-M-MAP (βx = 10◦) 78.13 91.22 79.04 89.94 81.59 92.68 79.52 91.28
C-M-MAP (βx = 60◦) 78.23 91.22 79.04 90.07 81.38 92.68 79.55 91.32

C-MAP 74.62 88.44 76.84 87.67 75.61 89.58 75.69 88.56

Table 7. Results of feature domain MAP-based algorithms

To summarize, computer simulations conducted on a modified Aurora 2 speech database
showed the DOA independence of the C-M-MMSE algorithm, differently from its frequency
domain counterpart, and poor recognition accuracy probably due to the presence of random
phases in the gain expression. On the contrary, results of the C-M-MAP algorithm confirm, as
expected, its DOA independence and show that it outperforms single-channel algorithms in
both frequency and feature domain.

6.2 Multi-channel histogram equalization
Experimental results for all tested algorithmic configurations are reported in tables 8 and 9 in
terms of recognition accuracy. Table 10 shows results for different values of βx and number of
channels for the MFCC CDF Mean algorithm: since the other configurations behave similarly,
results are not reported. Focusing on “clean” acoustic model results, the following conclusions
can be drawn:

• No significant variability with DOA is registered (table 8): this represents a remarkable
result, specially if compared with the MMSE approach in (Lotter et al. (2003)) where such
a dependence is much more evident. This means that no delay compensation procedure
have to be accomplished at ASR front-end input level. A similar behaviour can be observed
both in the multi-channel mel domain approach of (Principi, Rotili, Cifani, Marinelli,
Squartini & Piazza (2010)), and in the frequency domain MAP approach of (Lotter et al.
(2003)), where phase information is not exploited.

• Recognition rate improvements are concentrated at low SNRs (table 9): this can be
explained by observing that the MFCC averaging operation significantly reduces the
feature variability leading to computational problems in correspondence of CDF extrema
values when nonlinear transformation (47) is applied.

• As shown in table 10, the average of MFCCs over different channels is beneficial when
applied with HEQ: in this case we can also take advantage of the CDF averaging process
or of the CDF calculation based on MFCC channel vectors concatenation. Note that the
improvement is proportional to the number of audio channels employed (up to 10% of
accuracy improvement w.r.t. the HEQ single-channel approach).

In the “Multicondition” case study, the MFCCmean approach is the best performing and
improvements are less consistent than the “Clean” case but still significative (up to 3% of
accuracy improvement w.r.t. the HEQ single-channel approach). For the sake of completeness,
it must be said that similar simulations have been performed using the average on the mel
coefficients, so before the log operation (see figure 1): the same conclusions as above can be
drawn, even though performances are approximatively and on the average 2% less than those
obtained with MFCC based configurations.
In both “Clean” and “Multicondition” case the usage of the DSB as pre-processing stage for
the HEQ algorithm leads to a sensible performance improvement with regard to the only
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single-channel HEQ. The configuration with the DSB and the single channel HEQ have been
tested in order to compare the effect of averaging the channels in the time domain or in the
MFCC domain. As shown in table 8, the DSB + HEQ outperform the HEQ MFCCmean
CDFMean/CDFconc algorithms but it must be pointed out that in using the DSB a perfect
DOAs estimation is assumed. In this sense the obtained results can be seen as reference for
future implementations, where a DOA estimation algorithm is employed with the DSB.

(a) Clean acoustic model
βx = 0◦ βx = 10◦ βx = 60◦

HEQ MFCCmean 85.75 85.71 85.57
HEQ MFCCmean CDFMean 90.68 90.43 90.47
HEQ MFCCmean CDFconc 90.58 90.33 91.36

HEQ Single-channel 81.07
DSB + HEQ Single-channel 92.74

Clean signals 99.01

(b) Multicondition acoustic model
βx = 0◦ βx = 10◦ βx = 60◦

HEQ MFCCmean 94.56 94.45 94.32
HEQ MFCCmean CDFMean 93.60 93.54 93.44
HEQ MFCCmean CDFconc 92.51 92.48 92.32

HEQ Single-channel 90.65
DSB + HEQ Single-channel 96.89

Clean signals 97.94

Table 8. Results for HEQ algorithms: accuracy is averaged across Test A, B and C.

0 dB 5 dB 10 dB 15 dB 20 dB AVG
HEQ MFCCmean 66.47 82.63 89.96 93.72 95.96 85.74

HEQ MFCC CDFmean 73.62 89.54 95.09 97.02 98.18 90.69
HEQ MFCCmean CDFconc 72.98 89.42 95.23 97.16 98.14 90.58

HEQ Single-channel 47.31 76.16 89.93 94.90 97.10 81.78

Table 9. Recognition results for Clean acoustic model and βx = 0◦: accuracy is averaged
across Test A, B and C.

2 Channels 4 Channels 8 Channels
C M C M C M

0◦ 88.27 93.32 90.68 93.60 91.44 93.64
10◦ 87.97 93.18 90.39 93.44 91.19 93.46
60◦ 87.81 92.95 90.43 93.43 91.32 93.52

Table 10. Results for different values of βx and number of channels for the HEQ MFCC
CDFmean configuration. “C” denotes clean whereas “M” multi-condition acoustic models.
Accuracy is averaged across Test A, B and C.

7. Conclusions

In this chapter, different multi-channel feature enhancement algorithms for robust speech
recognition were presented and their performances have been tested by means of the Aurora
2 speech database suitably modified to deal with the multi-channel case study in a far-field
acoustic scenario. Three are the approaches here addressed, each one operating at a different
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level of the common speech feature extraction front-end, and comparatively analyzed:
beamforming, bayesian estimators and histogram equalization.
Due to the far-field assumption, the only beamforming technique here addressed is the
delay and sum beamformer. Supposing that the DOA is ideally estimated, DSB improves
recognition performances both alone as well as coupled with single-channel HEQ. Future
works will investigate DSB performances when DOA estimation is carried out by a suitable
algorithm.
Considering bayesian estimators, the multi-channel feature-domain MMSE and MAP
estimators extend the frequency domain multi-channel approaches in (Lotter et al. (2003))
and generalize the feature-domain single-channel MMSE algorithm in (Yu, Deng, Droppo,
Wu, Gong & Acero (2008)). Computer simulations showed the DOA independence of
the C-M-MMSE algorithm, differently from its frequency domain counterpart, and poor
recognition accuracy probably due to the presence of random phases in the gain expression.
On the contrary, results of the C-M-MAP algorithm confirm, as expected, its DOA
independence and show that it outperforms single-channel algorithms both in frequency and
feature-domain.
Moving towards the statistical matching methods, the impact of multi-channel occurrences of
same speech source in histogram equalization has been also addressed. It has been shown that
averaging both the cepstral coefficients related to different audio channels and the cumulative
density functions of the noisy observations allow augmenting the equalization capabilities
in terms of recognition performances (up to 10% of word accuracy improvement using clean
acoustic model), with no need of worrying about the speech signal direction of arrival.
Further works are also intended to establish what happens in near-field and reverberant
conditions. Moreover, the promising HEQ based approach could be extended to other
histogram equalization variants, like segmental HEQ (SHEQ) (Segura et al. (2004)),
kernel-based methods (Suh et al. (2008)) and parametric equalization (PEQ) (Garcia et al.
(2006)), which the proposed idea can be effectively applied.
Finally, due to the fact of operating in different domains, it is possible to envisage of suitably
merge the three approaches here addressed in a unique performing noise robust speech
feature extractor.
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1. Introduction
The concept of using speech for communicating with computers and other machines has
been the vision of humans for decades. User input via speech promises overwhelming
advantages compared with standard input/output peripherals, such as, mouse, keyboard,
and buttons. To make this vision a reality, considerable effort and investment into automatic
speech recognition (ASR) research has been conducted for over six decades. While current
speech recognition systems perform very well in benign environments, their performance is
rather limited in many real-world settings. One of the main degrading factors in these systems
is background noise collected along with the wanted speech.
There are a wide range of possible uncorrelated noise sources. They are generally short
lived and non-stationary. For example in the automotive environments, noise sources can
be road noise, engine noise, or passing vehicles that compete with the speech. Noise can
also be continuous, such as, wind noise, particularly from an open window, or noise from a
ventilation or air conditioning unit.
To make speech recognition systems more robust, there are a number of methods being
investigated. These include the use of robust feature extraction and recognition algorithms
as well as speech enhancement. Enhancement techniques aim to remove (or at least reduce)
the levels of noise present in the speech signals, allowing clean speech models to be utilised
in the recognition stage. This is a popular approach as little-or-no prior knowledge of the
operating environment is required for improvements in recognition accuracy.
While many ASR and enhancement algorithms or models have been proposed, an issue of
how to implement them efficiently still remains. Many software implementations of the
algorithms exist, but they are limited in application as they require relatively powerful general
purpose processors. To achieve a real-time design with both low-cost and high performance,
a dedicated hardware implementation is necessary.
This chapter presents the design of a Real-time Hardware Feature Extraction System
with Embedded Signal Enhancement for Automatic Speech Recognition appropriate for
implementation in low-cost Field Programmable Gate Array (FPGA) hardware. While
suitable for many other applications, the design inspiration was for automotive applications,
requiring real-time, low-cost hardware without sacrificing performance. Main components of
this design are: an efficient implementation of the Discrete Fourier Transform (DFT), speech
enhancement, and Mel-Frequency Cepstrum Coefficients (MFCC) feature extraction.
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2. Speech enhancement
The automotive environment is one of the most challenging environments for real-world
speech processing applications. It contains a wide variety of interfering noise, such as engine
noise and wind noise, which are inevitable and may change suddenly and continually. These
noise signals make the process of acquiring high quality speech in such environments very
difficult. Consequently, hands-free telephones or devices using speech-recognition-based
controls, operate less reliably in the automotive environment than in other environments,
such as in an office. Hence, the use speech enhancement for improving the intelligibility and
quality of degraded speech signals in such environments has received increasing interest over
the past few decades (Benesty et al., 2005; Ortega-Garcia & Gonzalez-Rodriguez, 1996).
The rationale behind speech enhancement algorithms is to reduce the noise level present in
speech signals (Benesty et al., 2005). Noise-reduced signals are then utilized to train clean
speech models, and as a result, effective and robust recognition models may be produced
for speech recognizers. Approaches of this sort are common in speech processing since they
require little-to-no prior knowledge of the operating environment to improve the recognition
performance of the speech recognizers.
Based on the number of microphone signals used, speech enhancement techniques can be
categorized into two classes, single-channel (Berouti et al., 1979; Boll, 1979; Lockwood &
Boudy, 1992) and multi-channel (Lin et al., 1994; Widrow & Stearns, 1985). Single channel
techniques utilize signals from a single microphone. Most techniques on noise reduction
belong to this category, including spectral subtraction (Berouti et al., 1979; Boll, 1979) which is
one of the traditional methods.
Alternatively, multi-channel speech enhancement techniques combine acoustic signals from
two or more microphones to perform spatial filtering. The use of multiple microphones
provides the ability to adjust or steer the beam to focus the acquisition on the location
of a specific signal source. Multi-channel techniques can also enhance signals with low
signal to noise ratio due to the inclusion of multiple independent transducers (Johnson &
Dudgeon, 1992). Recently, dual microphone speech enhancement has been applied to many
cost sensitive applications as it has similar benefits to schemes using many microphones, while
still being cost-effective to implement (Aarabi & Shi, 2004; Ahn & Ko, 2005; Beh et al., 2006).
With the focus on the incorporation of a real-time low-cost but effective speech enhancement
system for automotive speech recognition, two speech enhancement algorithms are discussed
in this chapter. These are Linear Spectral Subtraction (LSS) and Delay-and-Sum Beamforming
(DASB). The selection was made based on the simplicity and effectiveness of the algorithms
for automotive applications. The LSS works well for speech signals contaminated with
stationary noise such as engine and road noise, while the DASB can perform effectively when
the location of signal sources (speakers) are specified, for example, the driver. Each algorithm
can work in standalone mode or cascaded.
Before discussing these speech enhancement algorithms in detail, common speech
preprocessing is first described.

2.1 Speech preprocessing and the Discrete Fourier Transform
2.1.1 Speech preprocessing
Most speech processing algorithms perform their operations in the frequency domain. In
these cases, speech preprocessing is required. Speech preprocessing uses the DFT to transform
speech from a time domain into a frequency domain. A general approach for processing
speech signals in the frequency domain is presented in Figure 1.
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Fig. 1. Block diagram of basic speech processing in the frequency domain

Speech signals, acquired via a microphone, are passed through a pre-emphasis filter, which is
normally a first-order linear filter. This filter ensures a flatter signal spectrum by boosting the
amplitude of high frequency components of the original signals.
Each boosted signal from the pre-emphasis filter is then decomposed into a series of frames
using square sliding windows with frame advances typically being 50% of the frame length.
The length of a frame is normally 32ms which has 512 samples at 16Khz sampled rate. To
attenuate discontinuities at frame edges, a cosine window is then applied to each overlapping
frame. A common window used in speech recognition is the Hamming window.
The framing operation is followed by the application of the DFT, in which time-domain
acoustic waveforms of the frames are transformed into discrete frequency representations.
The frequency-domain representation of each frame in turn is then used as inputs of
the Frequency Domain Processing (FDP) block, where signals are improved by speech
enhancement techniques and a speech parametric representation is extracted by the speech
recognition front-end.

2.1.2 DFT algorithm
The discrete transform for the real input sequence x {x(0), x(1), · · · , x(N− 1)}T is defined as:

X(k)
N−1

∑
n=0

x(n)e
−j2πkn

N , k = 0, 1, . . . , N− 1. (1)

In practice, the above DFT formula is composed of sine and cosine elements:

XRe(k) =
N−1

∑
n=0

x(n) cos(
2πkn

N
), (2)

XIm(k) =
N−1

∑
n=0

x(n) sin(
2πkn

N
), (3)

where Re and Im represent the real and imaginary parts of DFT coefficients.
The two formulas (2) and (3) can be implemented directly in FPGA hardware using two MAC
(Multiplier and Accumulator) blocks which are embedded in many low-cost FPGA devices.
Figure 2 shows the structure of this implementation for either a real or imaginary component.
As shown in the figure, the multiplier and the accumulator are elements of one MAC hardware
primitive. Therefore, the direct implementation of the DFT formula on FPGA hardware results
in a simple design requiring only modest hardware resources. However, it does result in a
considerably long latency (2N2 multiplications and 2N2 additions).
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Fig. 2. Hardware structure of direct DFT implementation

Fig. 3. Overlapped frames

2.1.3 Utilizing overlapping frames property in DFT to reduce latency
Figure 3 shows an example of two overlapped frames: F1 and F2. F2 overlaps N− m samples
with the previous frame (F1). It is expected that computations for those N − m samples from
the previous frame (F1) can be reused for the current frame (F2). In this way, significant
computation, and thus latency, can be saved.
Based on frame F1 and F2 mentioned above (Figure 3), the algorithm can be described simply
as follows.
In order to utilize the 50% overlapping frames feature, the DFT of Frame F1 is

X1(k) =

N
2 −1

∑
n=0

x(n)e
−j2πkn

N +
N−1

∑
n= N

2

x(n)e
−j2πkn

N . (4)

Similarly, the DFT of Frame F2 is

X2(k) =

N
2 −1

∑
n=0

x(n +
N
2
)e

−j2πkn
N +

N−1

∑
n= N

2

x(n +
N
2
)e

−j2πkn
N . (5)

In short, formulas (4) and (5) can be respectively inferred as:

X1(k) = A + B, (6)

and
X2(k) = C + D. (7)

If n in term C is substituted by n = i− N
2 , then:

C =
N−1

∑
i= N

2

x(i)e
−j2πk(i−N

2 )

N = ejπk
N−1

∑
i= N

2

x(i)e
−j2πki

N . (8)
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By observation, C now clearly has a similar formula to B except for ejπk factor. Also, all the
samples used in B will be elements of C, as frame F1 and frame F2 are 50% overlapped. So the
DFT of Frame F2 is:

X2(k) = ejπkB + D. (9)

If we generally call term B and D as Xhal f _old(k) and Xhal f _new(k) respectively, the DFT of each
frame can be presented as:

X(k) = ejπkXhal f _old(k) + Xhal f _new(k), (10)

where the calculation of Xhal f _old(k) is performed on the N
2 overlapped samples that already

appear in the previous frame, while that of Xhal f _new(k) is performed on the N
2 new samples

in the current frame. Recursively, Xhal f _new(k) will become Xhal f _old(k) in the next frame. The
expressions Xhal f _new(k) are computed by the term D formula, with the index running from
0:

Xhal f _new(k) =

N
2

∑
i=0

x(i)e
−j2πk(i+N

2 )

N . (11)

In practice, term ejπk only takes a value of either +1 or −1, thus, the computation of N
2

overlapped samples can be directly reused. So, only Xhal f _new(k) needs to be computed, and
thus, the DFT computation requirement is reduced by 50%.
Resulting from this saving in computation, a novel simple hardware structure has been
developed and compares well to the simpleness of the direct DFT implementation.

2.1.4 Efficient DFT hardware implementation
This section presents an efficient hardware implementation of the previous described
overlapping DFT (OvlDFT) algorithm. This algorithm and implementation are subjected to
patent (Vu, 2010).
Firstly, assuming that the input samples, x(i), are real, the output of the DFT is symmetric,
then as a result, only values k from 0 to N

2 − 1 are required. Also, as described in the previous
section, only Xhal f _new is required to be computed. To simplify the formula, the real (XRe) and
imaginary (XIm) parts of Xhal f _new are computed individually, as presented in equation (12)
and (13). By doing this, the term ejπk in (10) only takes values of either 1 or −1 depending on
k.

XRe(k) =

N
2 −1

∑
i=0

x(i) cos(
2πk(i + N

2 )

N
), (12)

XIm(k) =

N
2 −1

∑
i=0

x(i) sin(
2πk(i + N

2 )

N
). (13)

The structure of the proposed hardware DFT algorithm is shown in Figure 4. In order to
achieve the 50% computational saving, additional memory (the RAM block) is required to
buffer appropriate results from the computation of the previous frame.
The heart of this hardware structure lies in the novel implementation of this RAM buffer
memory. By using RAM blocks which are commonly embedded in low-cost FPGA devices
and configured as dual port memory in our proposed hardware structure, the content of
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Fig. 4. OvlDFT hardware structure-Components within dashed box belong to one FPGA
MAC primitive

the buffer memory slot can be read and written to simultaneously via two different ports
as illustrated by the RAM blocks in Figure 4.
As shown in Figure 4, each frame sample in the input buffer is firstly multiplied (MUL block)
with a cosine or sine element and then the multiplication results are accumulated (ADD
block). After every N

2 samples, the current value in the accumulator (Xhal f _new(k) of current
frame) is stored in the RAM at address k (k is the DFT bin index) in order to be used as
Xhal f _old(k) for the upcoming frame.
Simultaneously, the previously stored value in RAM (Xhal f _old(k), at the same address k) is
read via the second port of the dual port RAM and added to (or subtracted from) the current
Xhal f _new(k) in the accumulator by the same ADD block before being replaced by the current
value Xhal f _new(k). The decision between addition or subtraction is dependent on value k, due
to the term ejπk, previously mentioned. The result produced by the ADD element at this time
is latched as a DFT coefficient at bin k as follows from Equation (10).
When the next frame arrives, half of the computation of DFT for this new frame is already
available from the DFT computation of the previous frame stored in the RAM buffer, hence
reducing the calculation latency by half. The process is repeated until the last DFT bin is
reached.
The MUL (multiplier) block is a dedicated hardware block common on current FPGA devices.
Moreover, the MUL, MUX, and ADD blocks are elements of one primitive MAC block
embedded in many low-cost FPGAs. Thus, the proposed hardware architecture can be
implemented with simple interconnection and minimum resources on such devices.
The above hardware implementation requires N

2 clock cycles to compute each DFT bin. Thus

all N
2 required frequency bins require only N2

4 clock cycles. If a 50% overlapped frame has
512 samples, with a typical FPGA clock frequency of 100MHz, this represents a latency of
0.16384ms. This is well within the new frame generation rate of 16ms for a 16KHz sample
rate. Therefore, the OvlDFT is easily fast enough for speech preprocessing tasks.

2.1.5 Windowing and frame energy computation
In order to reduce spectral leakage, a window on the time-domain input signal is usually
applied. However, windowing in the time-domain would compromise the symmetry
properties utilized by the proposed algorithm and the saved calculation from the previous
frame would no longer be valid.
The alternative to applying a window in the time domain is to use convolution to perform
the windowing function in the frequency domain (Harris, 1978). Although, as convolution
is typically a very time consuming operation, windowing in the frequency domain is
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Fig. 5. Modification of the imaginary part of Fig. 4 for energy computation.

only generally used when the window function produces a short sequence of convolution
coefficients. Fortunately, this desired property is present in some commonly used window
functions such as Hamming and Hann windows. The Hann window produces three values
(−0.25, 0.5, and −0.25) which can be easily implemented in the convolution processing by
shift registers instead of the more expensive multipliers.
Furthermore, the frame energy power required by the MFCC block (discussed later) can be
computed with almost no cost by modifying the first DFT bin calculation phase in the OvlDFT
design. In contrast, the energy value must be calculated separately if a normal time-domain
window is applied, hence, the OvlDFT algorithm will result in further resource savings when
used in a MFCC hardware design.
The frame energy is computed follows. In the DFT computation, the imaginary part of
the first frequency component is always zero. This can be exploited to compute the frame
energy with a modest amount of additional hardware. The imaginary part of the proposed
DFT implementation is modified to embed the frame energy computation by adding two
multiplexers and a latch, as shown in Fig. 5.
When the first frequency component of a frame is computed, the input frame sample is fed
to the imaginary MAC instead of the sine value (sin). Thus, the input sample will be squared
and accumulated in the MAC. Consequently, the final output of this imaginary MAC, when
calculating the first component, is the energy of the frame while the actual imaginary part of
the first frequency component is tied to zero. For other components, the normal procedure
described in Section 2.1.4 is performed.
This method of frame energy computation can only be used in conjunction with
frequency-domain windowing. If windowing is performed in the time domain, the frame
will be altered, and thus, the frame energy will not be computed correctly.

2.2 Linear spectra subtraction
2.2.1 Algorithm
In an environment with additive background noise r(n), the corrupted version of the speech
signal s(n) can be expressed as:

y(n) = s(n) + r(n). (14)

Following the preprocessing procedure, the captured signal is framed and transformed to the
frequency domain by performing the discrete Fourier transform (DFT) on the framed signal
y(n):

Y(i, ω) = S(i, ω) + R(i, ω), (15)

where i is the frame index.
Before the spectral subtraction is performed, a scaled estimate of the amplitude spectrum of
the noise

∣∣R̂(i, ω)
∣∣ must be obtained in a silent (i.e. no speech) period. An estimate of the

amplitude spectrum of the clean speech signal can be calculated by subtracting the spectrum
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of the noisy signal with the estimated noise spectrum:∣∣Ŝ(i, ω)
∣∣γ = |Y(i, ω)|γ − α(i, ω)

∣∣R̂(i, ω)
∣∣γ , (16)

where γ is the exponent applied to the spectra, with γ = 1 for amplitude spectral subtraction
and γ = 2 for power spectral subtraction. The frequency-dependent factor, α(i, ω), is included
to compensate for under-estimating or over-estimating of the instantaneous noise spectrum.
Should the subtraction in Equation (16) give negative values (i.e. the scaled noise estimate
is greater than the instantaneous signal), a flooring factor is introduced. This leads to the
following formulation of spectral subtraction:∣∣Ŝt(i, ω)

∣∣γ = |Y(i, ω)|γ − α(i, ω)
∣∣R̂(i, ω)

∣∣γ ,

and ∣∣Ŝ(i, ω)
∣∣γ =

{ ∣∣Ŝt(i, ω)
∣∣γ ∣∣Ŝt(i, ω)

∣∣γ > β |Z(i, ω)|γ ,
β |Z(i, ω)|γ otherwise,

(17)

where |Z(i, ω)| is either the instantaneous noisy speech signal amplitude or the noise
amplitude estimate, β is the noise floor factor (0 < β � 1). Common values for the floor
factor range between 0.005 and 0.1 (Berouti et al., 1979).
The enhanced amplitude spectrum

∣∣Ŝ(i, ω)
∣∣ is recombined with the unaltered noisy speech

phase spectrum to form the enhanced speech in the frequency domain and ready to be fed to
the further speech processing blocks.

2.2.2 Linear spectral subtraction implementation
A generalized hardware implementation of the spectral subtraction derived directly from the
previous description is shown in Figure 6.

Fig. 6. The block diagram of the generalized implementation of spectral subtraction.

The estimated noise is calculated from the first N frames and stored in an internal buffer by
the Mean of |DFT|γ block. The essence of the spectral subtraction technique occurs through
subtracting the stored estimated noise from the subsequent magnitude spectrum for each
frame as stated in Equation (17). The result of this subtraction is then compared with a scaled
version of the average noise magnitude (known as the noise floor), with the larger of the two
chosen as the output, denoted by |X|.
To recover the normal magnitude level, |X| is raised to the power of 1/γ. The output of this
block, out, is ready to be used as the magnitude part of the enhanced signal to be fed into the
speech recognition engine.
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Fig. 7. Noise calculation block

Fig. 8. Noise subtraction block

Algorithm refinement for in-car speech enhancement
For cost-effective automotive speech enhancement, we make the assumption that the noise
characteristics

∣∣R̂(i, ω)
∣∣ can be accurately estimated during a silent period before the speech,

for example 8 frames; and
∣∣R̂(i, ω)

∣∣ remains unchanged during the entire speech. Therefore,
we can set α(i, ω) = 1 for all the values of i and ω. We also use the noise estimate for the
calculation of the noise floor, that is |Z(i, ω)| =

∣∣R̂(ω)
∣∣.

Typically, the parameters γ and β are set to optimize the signal-to-noise ratio (SNR).
However, for the best speech recognition performance optimization, we may choose these two
parameters differently from their common values (Kleinschmidt, 2010; Kleinschmidt et al.,
2007).
It has been shown that magnitude spectral subtraction provides better speech recognition
accuracy than power spectral subtraction (Whittington et al., 2008). Therefore, γ = 1
is selected for our implementation. One important benefit of this selection is that the
resource requirement of the implementation is significantly reduced because the need for
resource-intensive square and square root operations is avoided.
With γ = 1, experiments using floating-point software (Whittington et al., 2009) have been
used to determine the optimal value of β on part of the AVICAR database (Lee et al., 2004).
It has been shown that maximum recognition accuracy can be obtained by setting β = 0.55
and that the performance is only marginally worse (approximately 0.1%) if we set β = 0.5.
Therefore, β = 0.5 was selected for the implementation because of its simplicity.

Efficient noise estimation and subtraction
An inefficient design covering the steps to estimate the noise and apply noise subtraction
can result in significant additional hardware resources due to the requirement of a complex
control flow and data buffering. To achieve low hardware resource usage, a pipeline design
is proposed. The design requires no control mechanism as the data is processed in an orderly
fashion due to the simple pipeline structure.
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Fig. 9. The block diagram for the FPGA design

The first 8 frames of the input signal are used to compute the estimated noise magnitude
spectrum by the structure shown in Figure 7. From frame 9, the noise subtraction is applied
by a cascaded structure, as shown in Figure 8.
The magnitude valid pulse, Bin_mag_valid, drives an 8-bit counter as the memory location in
RAM for the current sample. Concurrently, to perform the noise calculation, the magnitude
value is accumulated and stored to the same memory location as long as the signal rdy is not
set. If rdy is set, the same counter will function as the read address to access the estimated
noise in the RAM buffer, thus eliminating the need for the complex feedback control from the
subsequent block, the Noise Subt block.
Similarly, the New frame pulse, indicating a new frame, drives a frame counter during noise
estimation. When the frame counter reaches 8, the rdy signal will be set, indicating the end of
the noise estimation process. Signal rdy is also used to disable the frame counter and the RAM
writing function.
The noise subtraction is applied by a structure shown in Figure 8 and the cascaded wiring in
Figure 9. The subtraction result is compared with the associated estimated noise scaled by
β = 0.5. To perform this, the MAX block simply re-interprets the estimated noise signal by
moving the fraction point of the value one bit to the left, eliminating a shift register.

The proposed structure of the overall system.
The structure of the proposed FPGA implementation of spectral subtraction is shown in
Figure 9, with the detail is described below.
The input signal first passes through the speech preprocessing block. In addition to the DFT
real and imaginary components, a pulse output signal, new frame, is generated to indicate that
a frame has been processed. The DFT coefficients are then fed to the Cordic block (a core
supplied by Xilinx (Xilinx, 2010) to produce the magnitude of each coefficient.
The essence of the spectral subtraction technique occurs through the Noise Calc and
the cascaded Noise Subt blocks which estimate the noise and perform noise subtraction
respectively, as detailed in Section 2.2.2.

2.3 Dual-channel array beam-forming
2.3.1 Algorithm
Beamforming is an effective method of spatial filtering that differentiates the desired signals
from noise and interference according to their locations. The direction where the microphone
array is steered is called the look direction.
One beamforming technique is the delay-and-sum beamformer which works by
compensating signal delay to each microphone appropriately before they are combined using
an additive operation. The outcome of this delayed signal summation is a reinforced version
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of the desired signal and reduced noise due to destructive interference among noises from
different channels.

Fig. 10. Dual-microphone delay-and-sum beamforming

As illustrated in Figure 10, consider a desired signal received by N omni-directional
microphones at time t, in which each microphone output is an attenuated and delayed version
of the original signal ans(t− τn) with added noise vn, is given by:

xn(t) = ans (t− τn) + vn (t) . (18)

In the frequency domain, the array signal model is defined as:

X (ω) = S (ω)d + V (ω) , (19)

where X = [X1(ω), X2(ω), · · · , XN(ω)]T, V = [V1(ω), V2(ω), · · · , VN(ω)]T. The vector
d represents the array steering vector which depends on the actual microphone and source
locations.
For a source located near the array, the wavefront of the signal impinging on the array should
be considered a spherical wave and the source signal is said to be located within the near-field
of the array instead of a planar wave commonly assumed for a source located far from the
array. In the near field, d is given by (Bitzer & Simmer, 2001):

d = [a1e−jωτ1 , a2e−jωτ2 , ..., aNe−jωτN ]T, (20)

an =
dre f

dn
, τn =

dn − dre f

c
, (21)

where dn and dre f denote the Euclidean distance between the source and the microphone n,
or the reference microphone, respectively, and c is the speed of sound.
To recover the desired signal, each microphone output is weighted by frequency domain
coefficients wn(ω). The beamformer weights are designed to maintain the beam at the look
direction to be constant (e.g. wHd = 1). For a dual-microphone case, the beamformer output
is the sum of each weighted microphone:

Y(ω) =
2

∑
n=1

w∗n(ω)Xn(ω). (22)
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Fig. 11. General diagram of the DASB

The beamformer output Y(ω) is enhanced speech in the frequency domain and is ready to be
fed to the following speech processing blocks. In digital form, the whole process of DASB can
be summarized in Figure 11 where the delay filters are defined by the weighting coefficients
wn(ω).
For fixed microphone positions, the array steering vector d and therefore the weighting
coefficients wn(ω) will be fixed. Hence, wn(ω) can be pre-computed and stored in read-only
memory (ROM) to save real-time computation.

2.3.2 Dual-channel array beam-forming implementation
In this section, the duplicated processing sections of the general DASB structure shown in
Figure 11 are identified and some efficient sharing mechanisms are proposed.

Sharing between two input channels
The sharing of one hardware block for both input channels can be achieved with a novel
and simple modification to the OvlDFT structure presented previously (Vu, Ye, Whittington,
Devlin & Mason, 2010).
As all the intermediate computations between segments of OvlDFT are stored in RAM, the
computation of the second input channel can be added by simply doubling the memory space
of the Input Buffer as well as the RAM blocks to convert them to “ping-pong” buffers, as
illustrated in Figure 12. With the double size buffer, data for Channel 1 and Channel 2 can be
located on the lower and upper half of the memory respectively. When a segment of Channel 1
is finished, the Input Buffer’s address is increased, and the most significant bit of each memory
address will be automatically set so that the second half of the memory is examined. Thus,
Channel 2 will then be processed automatically.
Assuming the speech input is a sequence of N real samples, only N

2 frequency bins are needed.
The output of the system will be sequences of N

2 DFT coefficients of the first channel, followed
by an equivalent sequence of the second channel.

Delay filter sharing
In the frequency domain, the process of filtering is simply the multiplication of the DFT
coefficients of the input signal with the corresponding delay filter coefficients. Delay filter
coefficients are pre-computed and stored in read only memory (ROM).
As discussed previously, the overlapping DFT produces DFT coefficients of the two channels
alternatively in one stream. Thus, to make the structure simple and easy to implement, the
coefficients of the two delay filters are stored in one block of ROM; one filter is located in the
lower half of address space while the other is located in the upper half. These filter coefficients
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Fig. 12. Dual channel overlapping DFT hardware structure

can be read independently by the most significant bit of the ROM address, which changes
automatically when the address is increased.

Fig. 13. DASB Delay Filter Diagram

Figure 13 shows the diagram of the Delay filter used for both channels. The product of the
filter coefficient (from the lower half of the ROM) and the corresponding DFT coefficient (from
the sequence of channel 1) is buffered at the same address of the Channel 1 Buffer block
memory. When the DFT coefficients of Channel 2 are calculated and multiplied with filter
coefficients from the upper half of the ROM, the product will be added to the Channel 1 delay
filter product (already stored in the buffer) to produce the final DASB output.

FPGA implementation
The FPGA design consists of three main blocks as illustrated in Figure 14.

Fig. 14. FPGA design diagram of DASB

The first block is the pre-emphasis filter. The common practice for setting this pre-emphasis
filter is given by y(i) = x(i)− 0.97x(i − 1), where x(i) and y(i) are the ith input and output
samples, respectively. Its implementation requires a delay block, a multiplier and an adder.
The second block is the dual-channel overlapping frame DFT as presented in Section 2.3.2 with
Hann windowing. The Input Buffer using dual-port BlockRAM is configured as a circular
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buffer. Two input channels are multiplexed so that they are stored into the same circular
buffer at the lower and upper memory location, respectively.
The third block is the delay filter as presented in Section 2.3.2 and shown in Figure 13. As
there is a large time gap between any two DFT coefficients, only one MAC primitive is used
to perform the complex multiplication through 4 clock cycles. This provides further saving of
hardware resources.
The FPGA design of the DASB can easily process dual 16 bit inputs at 16 KHz sample rate in
real-time with the master clock as low as 8.2 MHz.

3. Speech recognition feature extraction front-end
The speech recognition front-end transforms a speech waveform from input devices, such as
a microphone, to a parametric representation which can be recognized by a speech decoder.
Thus, the front-end process, known as feature extraction, plays a key role in any speech
recognition system. In many systems, the feature extraction front-end is implemented using a
high-end floating-point processor, however, this type of implementation is expensive both in
terms of computer resources and cost.
This section discusses a new small footprint Mel-Frequency Cepstrum Coefficients front-end
design for FPGA implementation that is suitable for low-cost speech recognition systems.
By exploiting the overlapping nature of the input frames and by adopting a simple pipeline
structure, the implemented design only utilizes approximately 10% of the total resources of
a low-cost and modest-size FPGA device. This design not only has a relatively low resource
usage, but also maintains a reasonably high level of performance.

3.1 Mel-frequency cepstrum coefficients
Following the speech preprocessing and enhancement, the signal spectrum is calculated and
filtered by F band-pass triangular filters equally spaced on the Mel-frequency scale, where F is
a number of filters. Specifically, the mapping from the linear frequency to the Mel-frequency
is according to the following formula:

Mel( f ) = 1127 ln(1 +
f

700
). (23)

The cepstral parameters are then calculated from the logarithm of the filter banks amplitude,
mi, using the discrete cosine transform (DCT) (Young et al., 2006):

ck =

√
2
F

F

∑
i=1

mi cos
[

πk
F

(i− 0.5)
]

. (24)

where index k runs from 0 to K− 1 (K is the number of cepstral coefficients).
The higher order cepstral coefficients are usually quite small so that there is a large variation of
cepstral coefficients between the low-order and high-order coefficients. Therefore, it is handy
to re-scale the cepstral coefficients to achieve similar magnitudes. This is done by using a lifter
scheme as follows (Young et al., 2006):

c′k = (1 +
L
2

sin
πk
L
)ck, (25)

where c′k is the rescaled coefficient for the ck value.
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Fig. 15. Block diagram of the overall FPGA design

An energy term is normally appended with the cepstra. The energy (E) is computed as the
logarithm of the signal energy, that is, for speech frame {y(n), n = 0, 1, · · · , N− 1}.

E = log
N−1

∑
n=0

y2(n). (26)

Optionally, time derivatives, Delta and Acceleration Coefficients, can be added to the basic
static parameters which can greatly enhance the performance of a speech recognition system.
The delta coefficients are computed using the following regression formula

dt =
∑Θ

θ=1 θ(ct+θ − ct−θ)

2 ∑Θ
θ=1 θ2

, (27)

where dt is a delta coefficient at time t computed in terms of the corresponding static
coefficients ct−Θ to ct+Θ, and the value of Θ is the window size. Acceleration coefficients
are obtained by applying the same formula to the delta coefficients.

3.2 MFCC front-end implementation
In many applications, such as an in-car voice control interface, low power consumption is
important, but low cost is vital. Therefore, the design will first attempt to save resources and
then reduce latency for low-power consumption (Vu, Whittington, Ye & Devlin, 2010).

3.2.1 Top-level MFCC front-end design
The new front-end design consists of 5 basic blocks as illustrated in Fig. 15, which has 24
Mel-frequency filter banks and produces 39 observation features: 12 cepstra coefficient and
one frame energy value, plus their delta and accelerator time derivatives.
The core MFCC blocks include: Filter-bank, Logarithm, DCT block (combining DCT and the
lifter steps), and Append-Deltafy (computing Delta and Accelerator time derivatives) blocks
are described in later sections.

3.2.2 A note on efficient windowing by convolution
As noted previously, the speech preprocessing with OvlDFT performs windowing by
convolution with an embedded frame energy computation. Although the circular convolution
is simple, significant hardware resources are specifically required to compute the first and the
last frequency bins.
Each of the other output frequency bins depend on three input components: the previous bin,
itself and the following bin. However, the first frequency bin requires the last frequency bin to
compute the circular convolution and via versa. This incurs an additional hardware resource
cost for buffering and control.
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Fig. 16. Triangular Mel frequency filter bank

Fig. 17. Block diagram for Mel frequency bank calculation

These hardware resource costs can be saved if band-limiting is applied. Very low and very
high frequencies might belong to regions in which there is no useful speech signal energy.
As a result, a few frequency bins at the beginning and the end of the frequency range can
be rejected without a significant loss of performance. Thus hardware used for the additional
buffering and control can be saved.
In related work, Han et al. proposed an MFCC calculation method involving half-frames (Han
et al., 2006). However, in their method, the windowing is performed in the time domain and
the Hamming window is applied to the half-frames instead of the full-frames in the original
calculation. As the method presented here applies the window function on the full-frames,
in theory, the output of this method should have a smaller error from the original calculation
than the method of Han et al.

3.2.3 Mel filter-bank implementation
The signal spectrum is calculated and filtered by 24 band-pass triangular filters, equally
spaced on the Mel-frequency scale. Dividing the 24 filters into 12 odd filters and 12 even
filters as shown in Figure 16 leads to a simplification in the required hardware structure.
As the maximum magnitude of each filter is unity and aligned with the beginning of the next
filter (due to the equal separation in the Mel-frequency scale), the points of the even filter
banks can be generated by subtracting each of the odd filter bank samples from 1. Thus, only
the odd-numbered filters need to be calculated and stored, leading to the saving of significant
memory space.
More specifically, if the weighted odd power spectrum, Eodd, is calculated first then the
weighted even power spectrum, Eeven, can be easily computed as:

Eeven = Xk(1−Wk
odd) = Xk − Eodd, (28)

where Xk is the power of the frequency bin k; and Wk
odd is the associated weight values from

the stored odd filter.
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Fig. 18. Sharing scheme for logarithm calculation

The above observation leads to efficient implementation of the filter bank algorithm shown
in Figure 17. The data from speech preprocessing is processed in a pipelined fashion through
the Multiplier blocks. The Multiplier block multiplies each data sample with the odd filter
value at the corresponding sample location (according to the frequency bin address, bin_addr)
producing Eodd, while Eeven is an output of the Subtractor block. These products are then
added to the value in the odd and even accumulators (oAccumulator and eAccumulator blocks)
successively. The resulting either odd or even filter-bank data values are then merged into the
out stream by the multiplexer (MUX).
The ROM stores the frequency bin address where the accumulators need to be reset in order
to start a fresh calculation. The same process is repeated until 24 filterbank values have been
calculated.
Equation (28) was also investigated by Wang et al. (Wang et al., 2002), although, without the
distinction of the odd and the even filter, where a complex Finite State Machine (FSM) for
control is required as described in (Wang et al., 2002). This complex FSM normally generates
a long latency as well as requiring significant hardware resources.
In contrast, the work presented here results in a much simpler pipeline implementation (with
only 1 multiplier, 1 ROM and 3 adders/subtractors) and thus saves more hardware resources.
Furthermore, this implementation runs in a pipeline fashion with a much smaller latency; it
requires only N + 4 (where N is the number of frequency bins) clock cycles to compute any
number of filters.

3.2.4 Logarithm calculation
Two different data points in the MFCC design, triangle filter banks and frame energy output,
are required to perform the logarithm. Figure 18 shows a structure of sharing one logarithm
block to compute both data streams alternatively.
A multiplexer is needed to select if either the incoming energy data or filter bank data are to
be processed by the log block which is implemented by using CORDIC logic core provided by
Xilinx (Xilinx, 2010).
From this block, the logarithmic operation is applied to the input data so long as valid signals
are active high. Log_valid is activated if either E0_valid or FB_valid signals are high. If
the logarithmic value is available at the output, then the log_out _valid signal will go high.
Energy_valid indicates when the logarithmic value of the E0 energy is available at the output.
This signal will only be high when both log_out_valid and E0_valid are true. Similarly,
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Fig. 19. Block diagram for cepstra and lifter calculation

FBLog_valid indicates if the logarithmic value of the filter bank coefficient is available at the
output.

3.2.5 Cepstra and lifter computation
The Mel-Frequency Cepstral Coefficients (MFCCs) are calculated from the log filter bank’s
amplitude m using the DCT defined in Equation (24). The cosine values are multiplied with

the constant
√

2
F (F is 24 in this example) and are stored in a ROM, prior to the summation

operation. This yields the following equation:

ck =
24

∑
i=1

mi ri, (29)

where ri =
√

2
F cos

[
π k
F (i− 0.5)

]
.

Due to the symmetry of the cosine values, the summation can be reduced to a count from 1 to
12 according to the following formula:

ck =
12

∑
i=1

[
miri + (−1)i−1m25−iri

]
=

12

∑
i=1

ri

[
mi + (−1)i−1m25−i

]
. (30)

As discussed previously, it is advantageous to re-scale the cepstral coefficients to have similar
magnitudes by using the lifter in Equation (25). A separate calculation of this lifter formula is
essential, although it requires time and resources. However, by combining the lifter formula
with the pre-computed DCT matrix, ri, the lifter can be calculated without any extra time or
hardware cost. Thus, ri now becomes:

ri =

√
2
F

cos
[

πk
F

(i− 0.5)
]
(1 +

L
2

sin
πk
L
). (31)

The block diagram of cepstra and lifter computation is presented in Fig. 19. A dual-port
RAM is first filled with the 24 log filter bank amplitudes. Then, two symmetrical locations
are read from the RAM via two independent ports. The RAM data outputs are added to,
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Fig. 20. Deltafy block diagram

or subtracted from, each other respectively. The computation results and the constant values
from the ROM are then processed by a MAC which performs a multiplication and accumulates
the resulting values. The accumulator of the MAC is reset by Ck_rst at the beginning of every
new c′k computation.

3.2.6 Deltafy block
In this work, both delta and accelerator coefficients have a window size of 2, so they can
share the same formula (Equation 27) and the same hardware structure. With the window
size having a value of 2 (Θ = 2 in Equation 27), the derivative dt of element ct is calculated by
the following formula

dt =
(ct+1− ct−1) + 2× (ct+2 + ct−2)

10
. (32)

Figure 20 shows the corresponding hardware structure of both delta and accelerator
computation. The thirteen elements of MFCC data (12 DCT coefficient appended by one frame
energy value) are shifted from register Reg0 to Reg4. When all four registers have one valid
element, the signal del_in_valid enables the derivative calculation for the element in Reg2
only, performing the computation shown in Equation 32.
The del_out_valid signal then enables the MFCC data and its derivative to be available at the
output. Then, the MFCC elements in each register are shifted forward by one register and the
above process is repeated.
The accelerator coefficients are computed by cascading the same hardware after the delta
computation hardware.
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4. Performance evaluation
Having constructed the new OvlDFT hardware design and integrated it into a speech
recognition feature extraction front-end with two embedded speech enhancement techniques,
it is necessary to validate their performance. For this work there are four aspects of interest:
(i) is the OvlDFT is an effective DFT processing block; (ii) how well does the fixed-point
hardware MFCC feature extraction front-end match a floating-point software equivalent; (iii)
do the embedded speech enhancement techniques improve speech recognition performance;
and (iv) how effective in terms of hardware resource usage and hardware processing are these
implementations.

4.1 Testing and resource usage of FPGA design
The small footprint fixed-point hardware MFCC feature extraction with embedded speech
enhancement design has been implemented on a Xilinx Spartan 3A-DSP 1800 development
board. As this is a low-cost and modest-size FPGA device the, the design’s resource utilization
can illustrate the advantages of this hardware implementation. The development of the
FPGA design was conducted block by block, based on equivalent floating-point MATLAB
implementation. Each block was tested after it was completed to ensure correct operation
before the next block was developed.
To verify key sections and the complete design, test data signals were fed into the system
with the output data passed to a computer for analysis. This output was then compared
with that from a floating-point model of the system. To determine relative quantization error
range, both the FPGA and the floating-point model outputs were converted back into the time
domain.

Testing of the OvlDFT design
To test the OvlDFT, the same speech files from the AVICAR database (Lee et al., 2004) were
fed to the OvlDFT and a floating-point Matlab DFT. The power spectrum of the both versions
was then compared side by side. The comparison result showed that the two output data
sets are identical to the fourth or fifth digit following the decimal point. This experiment was
repeated using other AVICAR speech files used in the later speech recognition experiments
with corresponding results.

Testing of the LSS design
Figure 21 shows an example of the input (speech from the AVICAR, AF2_35D_P0_C2_M4.wav
file), corresponding output, and quantization error of the hardware system compared to the
floating point model output. It can be seen that the enhanced output is much cleaner than
the inputs and that the quantization error is of the order of 10−4. This test was repeated with
similar AVICAR speech files used in the later speech recognition experiments and resulted in
a consistent quantization error.

Testing of the DASB design
Two speech files from microphone 2 and 6 of the AVICAR (AF2_35D_P0_C2 records) were
chosen for Channel 1 and Channel 2 respectively. Figure 22 shows the test inputs and output
of the fixed-point FPGA system and the difference between the FPGA output and that of the
floating-point model. Here it can be seen that the enhanced output is clean and the error is
within the range of ±10−4. This test was repeated with a range of AVICAR data sets used
later in the performance experiments with all cases exhibiting a consistent error of ±10−4.
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Fig. 21. An example of input and output signals of the LSS FPGA design
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Fig. 22. The input, output and FPGA quantization error of DASB on the test files

Testing of the MFCC design
To test the quantization error of the MFCC design, a comparison of the fixed-point FPGA
output was made with the output from the equivalent floating-point Hidden Markov Model
Toolkit (HTK) (Young et al., 2006). The configurations of both HTK and the FPGA design are:
512 samples per 50% overlapped frame, 50Hz-7950Hz cut-off frequency, 24-filter filter bank,
12 cepstra coefficients and lifted by a parameter L = 22. Using the same speech input, the
quantization error is 10−3 which is still consistent over the AVICAR test set.

FPGA resource usage
Table 1 shows the resource usage of the MFCC front-end with embedded DASB and then LSS
speech enhancement. With the LSS applied first, the hardware is slightly larger due to the
application on both channels. However, due to the low working clock rate, the hardware
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Resources Available Enhanced MFCC resources Usage
Slices 16640 3401 20.44%
BRAMs 84 28 33.33%
Multiplier 84 12 14.28%

Table 1. Resource usage on Spartan-3A DSP 1800 device of the MFCC feature extraction
design with embedded speech enhancement

resource can be share between the two channels, thus, the additional hardware is mainly
input/output buffer generated using BRAM blocks.
The FPGA resource utilisation for the design at present is only around 14% to 33%, thus only
a modest portion of the target FPGA resources have been utilised, giving significant space for
other future designs, such as, the implementation of a speech recognition decoder.
The MFCC implementation with speech enhancement processes data in pipeline. This
pipeline requires only a 4.1Mhz clock, which is the required clock of the slowest component
(the OvlDFT), to process a 16KHz sample rate speech in real-time. Hence, if a significant
higher clock was used, say 100Mhz, the resulting spare processing capacity could be applied
to addition tasks, such as, enabling input from a large microphone array.

4.2 Recognition performance
Validation of speech enhancement performance in this context can only be measured through
statistical analysis of speech recognition rates for various enhancement scenarios, including
the no enhancement case, using data sets containing a variety of speakers. Experiments for
this work were conducted using the phone numbers task of the AVICAR database (Lee et al.,
2004).

AVICAR database
AVICAR is a multi-channel Audio-Visual In-CAR speech database collected by the University
of Illinois, USA. It is a large, publicly available speech corpus designed to enable low-SNR
speech recognition through combining multi-channel audio and visual speech recognition.
For this collection, an array of eight microphones was mounted on the sun visor in front of the
speaker who was positioned on the passenger’s side of the car. The location of the speaker’s
mouth was estimated to be 50 cm behind, 30 cm below and horizontally aligned with the
fourth microphone of the array (i.e. 58.3cm in a direct line). The microphones in the array
are spaced 2.5 cm apart. Utterances for each speaker were recorded under five different noise
conditions which are outlined in Table 2 (Lee et al., 2004)

Condition Description
IDL Engine running, car stopped, windows up
35U Car travelling at 35 mph, windows up
35D Car travelling at 35 mph, windows down
55U Car travelling at 55 mph, windows up
55D Car travelling at 55 mph, windows down

Table 2. AVICAR noise conditions

The speech recognition experiments involved passing sets of the AVICAR speech waveforms
through the hardware feature extraction unit (incorporating the OvlDFT and embedded
speech enhancement) followed by the HTK speech decoder. This was repeated for each of
the various enhancement scenarios in turn, as well as the no enhancement case to provide a
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baseline reference. All speech recognition results quoted below are word correction (in %),
calculated as:

WordCorrection =
N− D

N
.100% (33)

Where:

• N represents the total number of words in the experiment;

• D the number of correct words omitted in the recogniser output;

Performance experiments
To evaluate the designs, A baseline speech recognition is first set up for comparison. For this
work, the HTK software is used as a recognition engine for both of the baseline and the FPGA
system.
In these experiments, the baseline used HCopy supplied by HTK as the speech recognition
front-end, while the the FPGA design produces the MFCC features which are then fed directly
to the HTK recognition engine. In both cases, the HTK recognition engine uses an acoustic
model trained by HTK tools from a Wall Street Journal corpus with 16 Gaussians per state. To
simplify the evaluation steps, the continuous speech phone numbers task (i.e. digit sequences)
has been used with the following grammar:

$digit = one | two | three | four | five |
six | seven | eight | nine | oh | zero;
( SENT-START <$digit> SENT-END )

There are about 60 sentences in the test set of each noise condition. Each sentence is a speech of
10 digit phone number, thus, there are around 600 digits in total to be recognised for each noise
condition. For the speech recognition experiments of the LSS enhancement alone, speech file
from microphone 4 (central to the speaker) were used. While for evaluation of other scenarios
which all include DASB, speech files from microphone 2 and 6 (equal distant on either side of
the speaker) were used.
This experiment was designed to provide an indicative measure of the speech recognition
performance of the hardware design. What is important here is to show that there is
an improvement in speech recognition performance using hardware speech enhancement
techniques, not the absolute value of the speech recognition performance. To conduct such
a test, a huge speech database and complex language model would be required with test
conducted across a wide range of scenarios, this is beyond the scope of this work.

IDL 35U 35D 55U 55D Average
Baseline 88.0 67.8 56.1 58.8 29.0 59.9

FPGA LSS 90.8 70.7 58.6 64.4 47.0 66.3

Table 3. Word correction of FPGA LSS-MFCC design

The Linear Spectral Subtraction scenario demonstrates clear improvement over the no
enhancement baseline case under all noise conditions. Although the improvement is a rather
modest 2-3% for the lower noise conditions, becoming a more substantial 18% for the noisiest
condition, 55MPH, windows down (Table 3).
The Delay-Sum Beamforming scenario provides a substantial improvement over the baseline
of between 17-20% for all but the lowest noise (idle) condition where the improvement is
still over 5% (Table 4). The DASB also provides greater recognition improvement than the
Linear Spectral Subtraction alone for all cases apart from the noisiest condition, where the
improvement is basically the same for both techniques.
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IDL 35U 35D 55U 55D Average
Baseline 88.0 67.8 56.1 58.8 29.0 59.9

FPGA DASB 93.6 86.1 74.0 78.1 46.5 75.6

Table 4. Word correction of FPGA DASB-MFCC design

IDL 35U 35D 55U 55D Average
Baseline 88.0 67.8 56.1 58.8 29.0 59.9

FPGA DASB-LSS 94.2 87.8 77.5 81.4 62.3 80.6

Table 5. Word correction of FPGA DASB-LSS-MFCC design

IDL 35U 35D 55U 55D Average
Baseline 88.0 67.8 56.1 58.8 29.0 59.9

FPGA LSS-DASB 94.6 88.4 78.3 82.7 62.3 81.2

Table 6. Word correction of FPGA LSS-DASB-MFCC design

Cascading the two enhancement techniques results in even greater performance improvement
than either scenario operating alone. As shown in Table 5 and 6, the improvement is over
20% in all but the lowest noise case which has an improvement of more than 6%. While
the recognition rate for highest noise case, 55MPH windows down, has more than doubled.
The order in which the hardware enhancement blocks cascaded doesn’t seem to exhibit any
significant difference for this test. While the recognition performance of the Linear Spectral
Subtraction followed by Delay-Sum Beamforming is between 0 and 1.3% higher than the
reverse case this difference is likely to be within the limitation of the test.

5. Discussion and conclusions
In this chapter, a small footprint FPGA hardware implementation of a MFCC feature
extraction front-end with embedded speech enhancement has been presented. The two speech
enhancement techniques were chosen because of their simpleness and effectiveness for the
example in-car application.
By exploiting the overlapping nature of the input frames and other redundancy in data and
control processes, the design has achieved a modest hardware resource usage on a low-cost
FPGA. The patented OvlDFT is a key to this small hardware utilization, and along with other
optimization has resulted in only about 20% utilisation of a Spartan 3A DSP 1800 device.
In addition, the design is able to work in real time with a clock of only 4.1 Mhz which is
very much slower than a typical FPGA clock of 100 Mhz. These two factors illustrate how
little of the FPGA’s speech processing potential is actually used, leaving significant room
for addition designs, such as, a hardware speech decoder. Furthermore, with the sharing
of speech preprocessing hardware between the MFCC feature extraction and the two speech
enhancement designs, the embedded speech enhancement feature is provided almost for free.
Speech recognition experiments using noisy files from the AVICAR database indicates the
speech enhancement provides clear improvement in recognition performance, particularly
for cases where the speech enhancement techniques are combined.
However, it should be noted that this speech recognition test is rather limited in scope. In that,
it only uses the AVICAR phone numbers task and microphones in limited positions. To gain a
more accurate measurement of speech recognition performance, comprehensive experiments
would be required using many speech databases and vocabularies. To do this requires
considerable time and processing power which was beyond the range of this work where the
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focus was on the hardware design. Also, tests using different microphone positions relative
to the speaker should be conducted as microphone position may impact on performance.
In conclusion, the real-time hardware feature extraction with embedded signal enhancement
for automatic speech recognition design has been demonstrated to be effective and equivalent
in performance to a comparable software system. Furthermore, it exhibits characteristic
suitable for application in low-cost automotive applications, although it may also be used
in other noisy environments.
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1. Introduction 
For nearly a century, researchers have investigated and used mathematical techniques for 
reducing the dimensionality of vector valued data used to characterize categorical data with 
the goal of preserving “information” or discriminability of the different categories in the 
reduced dimensionality data. The most established techniques are Principal Components 
Analysis (PCA) and Linear Discriminant Analysis (LDA) (Jolliffe, 1986; Wang & Paliwal, 
2003). Both PCA and LDA are based on linear, i.e. matrix multiplication, transformations. 
For the case of PCA, the transformation is based on minimizing mean square error between 
original data vectors and data vectors that can be estimated from the reduced 
dimensionality data vectors. For the case of LDA, the transformation is based on minimizing 
a ratio of “between class variance” to “within class variance” with the goal of reducing data 
variation in the same class and increasing the separation between classes.  There are newer 
versions of these methods such as Heteroscedastic Discriminant Analysis (HDA) (Kumar & 
Andreou, 1998; Saon et al., 2000). However, in all cases certain assumptions are made about 
the statistical properties of the original data (such as multivariate Gaussian); even more 
fundamentally, the transformations are restricted to be linear. 
In this chapter, a class of nonlinear transformations is presented both from a theoretical and 
experimental point of view. Theoretically, the nonlinear methods have the potential to be more 
“efficient” than linear methods, that is, give better representations with fewer dimensions. In 
addition, some examples are shown from experiments with Automatic Speech Recognition 
(ASR) where the nonlinear methods in fact perform better, resulting in higher ASR accuracy 
than obtained with either the original speech features, or linearly reduced feature sets. 
Two nonlinear transformation methods, along with several variations, are presented.  In one 
of these methods, referred to as nonlinear PCA (NLPCA), the goal of the nonlinear 
transformation is to minimize the mean square error between features estimated from 
reduced dimensionality features and original features. Thus this method is patterned after 
PCA. In the second method, referred to as nonlinear LDA (NLDA), the goal of the nonlinear 
transformation is to maximize discriminability of categories of data. Thus the method is 
patterned after LDA. In all cases, the dimensionality reduction is accomplished with a 
Neural Network (NN), which internally encodes data with a reduced number of 
dimensions. The differences in the methods depend on error criteria used to train the 
network, the architecture of the network, and the extent to which the reduced dimensions 
are “hidden” in the neural network. 
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The two basic methods and their variations are illustrated experimentally using phonetic 
classification experiments with the NTIMIT database and phonetic recognition experiments 
with the TIMIT database. The classification experiments are performed with either a neural 
network or Bayesian maximum likelihood Mahalanobis distance based Gaussian 
assumption classifier For the phonetic recognition experiments, the reduced dimensionality 
speech features are the inputs to a Hidden Markov Model (HMM) recognizer that is trained 
to create phone level models and then used to recognize phones in separate test data. Thus, 
in one sense, the recognizer is a hybrid neural network/Hidden Markov Model 
(NN/HMM) recognizer. However, the neural network step is used for the task of nonlinear 
dimensionality reduction and is independent of the HMM. It is shown that the NLDA 
approach performs better than the NLPCA approach in terms of recognition accuracy. It is 
also shown that speech recognition accuracy can be as high as or even higher using reduced 
dimensionality features versus original features, with “properly” trained systems. 

2. Background 
Modern automatic speech recognition systems often use a large number of spectral/ 
temporal “features” (i.e., 50 to 100 terms) computed with typical frame spaces on the order 
of 10 ms. Partially because of these high dimensionality feature spaces, large vocabulary 
continuous speech automatic speech recognition often have several million parameters that 
must be determined from training data (Zhao et al., 1999). In this scenario, the “curse of 
dimensionality” (Donoho, 2000) becomes a serious practical issue; for high recognition 
accuracy with test data, the feature dimensionality should be reduced, ideally preserving 
discriminability between phonetically different sounds, and/or large databases should be 
used for training. Both approaches are used. Despite growing computer size and computer 
storage densities, it should be noted that in principle the amount of data needed for 
adequate training grows exponentially with the number of features; for example, increasing 
dimensionality from 40 to 50, increases the need for more data by a factor proportional to 
k(50-40) = k10, where k is some number representing the average number of data samples 
distributed along each dimension, and almost certainly 2 or larger. Thus, for good training 
of model parameters, increasing dimensionality from 40 to 50, considered a modest increase, 
could easily increase the need for more data by a factor of 1000 or more. Therefore it seems 
unlikely that increased database size alone is a good approach to improved ASR accuracies 
by training with more and more features. 
In this chapter, some techniques are presented for reducing feature dimensionality while 
preserving category (i.e., phonetic for the case of speech) discriminability. Since the 
techniques presented for reducing dimensionality are statistically based, these methods also 
are subject to “curse of dimensionality” issues. However, since this dimensionality 
reduction can be done at the very front end of a speech recognition system, with fewer 
model parameters tuned than in an overall recognition system, the “curse” can be less of a 
problem. We first review some traditional linear methods for dimensionality reduction 
before proceeding to the nonlinear transformation, the main subject of this chapter. 

2.1 Principal Components Analysis (PCA) 
Principal Components Analysis (PCA), also known as the Karhunen-Loeve Transform (KLT),   
has been known of and in use for nearly a century (Fodor, 2002; Duda et al., 2001), as a linear 
method for dimensionality reduction. Operationally, PCA can be described as follows: 



 
Nonlinear Dimensionality Reduction Methods for Use with Automatic Speech Recognition 

 

57 

Let 1 2[ , ,..., ]T
nx x xX  be an n-dimensional (column) feature vector, and 1 2[ , ,..., ]T

my y yY  be 
an m-dimensional (column) feature vector, obtained as the linear transform of X, using the n 
by m transformation matrix A, i.e. TY A X . 
Let ˆ X BY be an approximation to X . Note that ,X Y  and X̂  can all be viewed as (column) 
vector-valued random variables. The goal of PCA is to determine A and B, such that 
 2ˆ( )E X X  is minimized. That is,  X̂  should approximate X as well as possible, in a mean 

square error sense. As has been shown in several references (for example, Duda et al., 2001), 
this seemingly intractable problem has a very straightforward solution, provided X is zero 
mean and multivariate Gaussian.  The rows of transformation AT have been shown to be the 
eigenvectors of the covariance matrix of X, corresponding to the m largest eigenvalues of 
this matrix. The columns of B are also the same eigenvectors. Thus the “forward” and 
“reverse” transformations are transposes of each other. The components of Y are 
uncorrelated.  Furthermore the expected value of this normalized mean square error 
between original and re-estimated X vectors can be shown to equal the ratio of the sum of 
“unused” eignevalues to the sum of all eigenvalues. The columns of A are called the 
principal components basis vectors and the components of Y are called the principal 
components. 
If the underlying assumption of zero mean multivariate Gaussian random variables is 
satisfied, then this method of feature reduction generally performs very well. The principal 
components are also statistically independent for the Gaussian case. The principal components 
“account for” or explain the maximum amount of variance of the original data. Figure 1 shows 
an example of scatter plot of 2-D multivariate data and the resulting orientation of the first 
primary principal components basis vector. As expected this basis vector, represented by a 
straight line, is oriented along the axis with maximum data variation. 

 
Fig. 1. Scatter plot of 2-D multivariate Gaussian data and first principal components basis 
vector.  Line is a good fit to data. 
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Figure 2 depicts data which is primarily aligned with a U shaped curve in a 2-D space, and 
the resulting straight line (PCA) basis vector fit to this data. Since the original data is not 
multivariate Gaussian, the PCA basis vector is no longer a good way to approximate the 
data. In fact, since the data primarily follows a curved path in the 2-D space, no linear 
transform method, resulting in a straight line subspace, will be a good way to approximate 
the data with one dimension.  
 

 
Fig. 2. Scatter plot of 2-D multivariate Gaussian data and first principal components basis 
vector.  No straight line can be a good fit to this data. 

2.2 Linear Discriminant Analysis (LDA) 
Linear transforms for the purpose of reducing dimensionality while preserving 
discriminability between pre-defined categories have also long been known about and used 
(Wang & Paliwal, 2003),   and are usually referred to as Linear Discriminant Analysis (LDA). 
The mathematical usage of this is identical to that for PCA. That is TY A X , where X, Y are 
again column vectors as for PCA. 
The big difference is in how A is computed. For LDA, it has been shown that the columns of 
A correspond to the m largest eigenvalues of 1

W B
S S  , where SW is the within class covariance 

matrix  and SB  is  the between  class covariance matrix. 
Often SB is computed as the covariance of the category means; alternatively, it is sometimes 
computed as the “grand” covariance matrix over all data, ignoring category labels, identical 
to the covariance matrix used to compute PCA basis vectors. SW, the within class covariance 
matrix, is generally computed by first determining the covariance matrix for each category 
of data, and then averaging over all categories.  The explicit assumption for LDA is that the 
within class covariance of each category is the same, which is rarely true in practice. 
Nevertheless, for many practical classification problems, features reduced by LDA often are 
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as effective or even advantageous to original higher dimensional features. Figure 3 depicts 
2-D 2-class data, and shows the first PCA basis vector as well as the first LDA basis vector. 
Clearly, for this example, the two basis vectors are quite different, and clearly the projection 
of data onto the first LDA basis vector would be more effective for separating the two 
categories than data projected onto the first PCA basis vector. 
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Fig. 3. 2-D 2-class data, along with first LDA basis vector and first PCA basis vector.  The 
classes would be well separated by a projection onto the first LDA basis vector, but poorly 
separated by a projection onto the first PCA basis vector. 

2.3 Heteroscedastic Discriminant Analysis (HDA) 
Another linear transformation technique, related to linear discriminant analysis, but 
which accounts for the (very common) case where within class covariance matrices are 
not the same for all classes, is called Heterocscedastic Discriminant Analysis (HDA) (Saon 
et al., 2000). The process for HDA is described in some detail by Saon et al., and illustrated 
in terms of its ability to better separate (as compared to LDA) data in reduced 
dimensionality subspaces, when the covariance properties of the individual classes are 
different. 
HDA suffers from two drawbacks. There is no known closed form solution for minimizing 
the objective function required to solve for the transformation—rather a complex 
numerically based gradient search is required. More fundamentally, with actual speech 
data, HDA alone was found to perform far worse than LDA.  Nevertheless, if an additional 
transform, called the Maximum Likelihood Linear Transform (MLLT) (Gopinath, 1998) was 
used after HDA, then overall performance was found to be the best among the methods 
tested by Saon et al. However, ASR accuracies obtained with a combination of LDA and 
MLLT were nearly as good as those obtained with HDA and MLLT. A detailed summary of 
HDA and MLLT are beyond the scope of this chapter; however, these methods, either by 
themselves, or in conjunction with the nonlinear methods described in this chapter warrant 
further investigation. 
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3. Nonlinear dimensionality reduction 

If the data are primarily clustered on curved subspaces embedded in high dimensionality 
feature spaces, linear transformations for feature dimensionality reduction are not well 
suited. For example, the data depicted in Figure 2 would be better approximated by its 
position with respect to a curved U-shape line rather the straight line obtained with linear 
PCA. (Bishop et al. 1998) discusses several theoretical methods for determining these curved 
subspaces (manifolds) within higher dimensionality spaces. Another general method, and 
the one illustrated and explored in more detail in this chapter, is based on a “bottleneck” 
neural network (Kramer, 1991). This method relies on the general ability of a neural network 
with nonlinear activation functions at each node, with enough nodes and at least one hidden 
layer, to be able to determine an arbitrary nonlinear mapping. The general network 
configuration is shown in Figure 4. 

 
Fig. 4. Architecture of Bottleneck Neural Network. 
Presumably,  although not necessarily, with enough nodes in each of the hidden layers, and 
with “proper”  training,  the network will represent data at the outputs of the bottleneck layer 
as well as possible in a subspace with a number of dimensions equal to  the number of nodes 
in the bottleneck layer. If data lies along a single curved line in a higher dimensionality space, 
1 node in the bottleneck layer should be sufficient. If data lies on a curved surface embedded 
in a higher dimensionality space, 2 nodes in the bottleneck layer should be sufficient. 

3.1 Nonlinear Principal Components Analysis (NLPCA) 
If the bottleneck neural network is trained as an identity map, that is with outputs equal to 
inputs, and using a mean square error objective function, then the neural network can be 
viewed as performing nonlinear principal components analysis (NLPCA) (Kramer, 1991). 
Since the final NN outputs are created from the internal NN representations at the 
bottleneck layer, the bottleneck outputs can be viewed as the reduced dimensionality 
version of the data. This idea was tested using pseudo-random data generated so as to 
cluster on curved subspaces. 
NLPCA is first illustrated by an example depicted in Figure 5. For this case, 2-D pseudo 
random data was created to lie along a U shaped curve, similar to the data depicted in 
Figure 2. A neural network (2-5-1-5-2) was then trained as an identify map. The numbers in 
parentheses refer to the number of nodes at each layer, proceeding from input to output. All 
hidden nodes and output nodes had a bipolar sigmoidal activation function. After training 
with backpropagation, all data were transformed by the neural network. In Figure 5, the 
original data is shown as blue symbols, and the transformed data is shown by red. Clearly, 
the data have been projected to a curved U shaped line, as would be expected for the best 
line fit to the original data. 
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Fig. 5. Plot of input and output data for pseudo-random 2-D data.  The output data (red line) is 
reconstructed data obtained after passing the input data through the trained neural network. 

In Figure 6, NLPCA is illustrated by data which falls on a 2-D surface embedded in a 3-D 
space. For this case, 2-D data pseudo random data are created, but confined to lie on the 
surface of a 2-D Gaussian shaped surface, as depicted in the left panel of Figure 6. Then a 
neural network (3-10-2-10-3) was trained as an identity map. After training, the outputs of 
the neural network are plotted in the right panel of Figure 6. Clearly the neural network 
“learned” a 2-D internal representation, at the bottleneck layer, from which it could 
reconstruct the original data. 
 

 
Fig. 6. Input and output plot of the 3-D Gaussian before (left) and after (right) using neural 
network for NLPCA. 
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4. Nonlinear Discriminant Analysis (NLDA) 
Despite the apparent ability of a neural network to well represent data from reduced 
dimensions, as illustrated by the examples depicted in Figure 5 and Figure 6, for 
applications to machine pattern recognition, including automatic speech recognition, a 
nonlinear feature reduction analogous to linear discriminant analysis might be 
advantageous to NLPCA.  Fortunately, only a minor modification to NLPCA is needed to 
form NLDA. The same bottleneck network architecture is used, but trained to recognize 
categories rather than as an identity map. In the remaining part of this chapter, two versions 
of NLDA based on this strategy are described, followed by a series of experimental 
evaluations for the phonetic classification and recognition tasks. 

4.1 Nonlinear dimensionality reduction architecture 
In a previous work (Zahorian et al., 2007), NLPCA was applied to an isolated vowel 
classification task, and the nonlinear method based on neural networks was 
experimentally compared with linear methods for reducing the dimensionality of speech 
features. It was demonstrated that NLPCA which minimizes mean square reconstruction 
error from a reduced dimensionality space can be very effective for representing data 
which lies in curved subspaces, but did not appear to offer any advantages over linear 
dimensionality reduction methods such as PCA and LDA, for a speech classification task. 
A summary of this work is presented in Section 4.5. In contrast, the nonlinear technique 
NLDA based on minimizing classification error was quite effective for improving 
accuracy. 
The general form of the NLDA transformer and its relationship to the HMM recognizer are 
depicted in Figure 7. NLDA is based on a multilayer bottleneck neural network and 
performs a nonlinear feature transformation of the input data. The outputs of the network 
are further (optionally) processed by PCA to create transformed features to be the inputs of 
an HMM recognizer. Note that in this usage, “outputs” may be from the final outputs or 
from one of the internal hidden layers. 
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Fig. 7. Overview of the NLDA transformation for speech recognition. 
The multilayer bottleneck neural network employed in NLDA contains an input layer, 
hidden layers including the bottleneck layer, and an output layer. The numbers of nodes 
in the input and output layers respectively correspond to the dimensions of the input 
features and the number of categories in the training target data. The targets were chosen 
as the 48 (collapsed) phones in the training data. The number of hidden layers was 
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experimentally determined as well as the number of nodes included in those layers. 
However, most typically three hidden layers were used. Two NLDA approaches were 
investigated as different layers of networks are used to obtain dimensionality reduced 
data. 

4.2 NLDA1 
In the first approach, which is referred to as NLDA1, the transformed features are 
produced from the final output layer of the network. This approach is similar to the use of 
tandem neural networks used in some automatic speech recognition studies (Hermansky 
& Sharma, 2000; Ellis et al., 2001). Figure 8 illustrates the use of network outputs in 
NLDA1. 
 
 

 
 
Fig. 8. Use of network outputs in NLDA1. 

4.3 NLDA2 
Since the activations of the middle layer represent the internal structure of the input 
features, in the second approach named NLDA2, the outputs of the middle hidden layer, 
with fewer nodes than the input layer, are used as transformed features to form reduced 
but more discriminative dimensions. Figure 9 illustrates the use of network outputs in 
NLDA2. These two versions of NLDA were experimentally tested, with and without PCA 
following the neural network transformer, with some variations of the nonlinearities in 
the networks. 
The dimensionality of the reduced feature space is determined only by the number of nodes 
in the middle layer. Therefore, an arbitrary number of reduced dimensions can be obtained, 
independent of the input feature dimensions and the nature of the training targets. A lower 
dimensional representation of the input features is easily obtained by simply deploying 
fewer nodes in the middle layer than the input layer. This flexibility allows dimensionality 
to be adjusted so as to optimize overall system performance (Hu & Zahorian, 2008; Hu & 
Zahorian, 2009; Hu & Zahorian, 2010). 
In contrast with NLDA1 where dimensionality reduction is assigned to PCA, for NLDA2, 
since the dimensionality reduction can be accomplished with the neural network only, the 
linear PCA is used specifically for reducing the feature correlation. 
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Fig. 9. Middle layer outputs used as dimensionality reduced features in NLDA2. 

4.4 Neural networks 
In optimizing the design of a neural network, an important consideration is the number of 
hidden layers and an appropriate number of hidden nodes in each layer. A neural network 
with no hidden layers can form only simple decision regions, which is not suitable for highly 
nonlinear and complex speech features. Although it has been shown that a neural network 
with a single hidden layer is able to represent any function with a sufficient number of hidden 
nodes (Duda et al., 2001), the use of multiple hidden layers generally provides a flexible 
configuration such as distributed deployment of hidden nodes, and diverse nonlinear 
functions for different layers. On the number of hidden nodes, a small number reduces the 
network’s computational complexity. However, the recognition accuracy is often degraded. 
The more hidden nodes a network has, the more complex a decision surface can be formed, 
and thus better classification accuracy can be expected (Meng, 2006). Generally, the number of 
hidden nodes is empirically determined by a combination of accuracy and computational 
considerations, as applied to a particular application. 
Another important consideration is selecting an activation function, or the nonlinearity of a 
node. Typical choices include a linear activation function, a unipolar sigmoid function and a 
bipolar sigmoid function as illustrated in Figure 10. 
The activation function should match the characteristic of the input or output data. For 
example, with training targets assigned the values of “0” and “1”, a sigmoid function with 
the outputs in the range of [0, 1] is a good candidate for the output layer. Most typically a 
mean square error, between the desired output and actual output of the NN, is the 
objective function that is minimized in NN training. As another powerful approach, the 
softmax function takes all the nodes in a layer into account and calculates the output of a 
node as a posterior probability. When the outputs of the network are to be used as 
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transformed features for the HMM recognition, a linear function or a softmax function is 
appropriate to generate the data with a more diverse distribution, such as one that would 
be well-modeled with a GMM. Moreover, equipped with various nonlinearities, the 
neural network is expected to have a stronger discriminative capability and thus it is 
enabled to cope with more complex data. 
 
 

 
 
Fig. 10. Illustrations of a linear activation function (left), a unipolar sigmoid function 
(middle) and a bipolar sigmoid function (right). 

The weights of the neural network are estimated using the backpropagation algorithm to 
minimize the distance between the scaled input features and target data. The update of 
the weights in each layer depends on the activation function of that layer, thus the 
network learning can be designed to perform different updates when dissimilar activation 
functions are used. In addition, a difficulty in neural network training is that the input 
data has a wide range of means and variances for each feature component. In order to 
avoid this, the input data of neural networks is often  scaled so that all feature components 
have the same mean (zero) and variance (so that range of values is approximately ± 1). 

4.5 Investigation of basic issues 
Before performing a series of time consuming phonetic recognition experiments involving 
the entire TIMIT database, extensive neural network training, and HMM training and 
evaluation, a more limited set of phonetic classification experiments was conducted using 
only the vowel sounds extracted from NTIMIT,  the telephone version of TIMIT. Note that 
unlike phonetic recognition experiments, for the case of classification, the timing labels in 
the database are explicitly used for both training and testing. Thus classification is “easier” 
than recognition, and accuracies typically higher, since phone boundaries are known in 
advance and used. In this first series of experiments, classification experiments were 
conducted using PCA, LDA, NLPCA, and NLDA2 transformations, as well as the original 
features. 
The 10 steady-state vowels /ah/, /ee/, /ue/, /ae/, /ur/, /ih/, /eh/, /aw/, /uh/, and 
/oo/ were extracted from the NTIMIT database (see section 5.1) and used. 
All the training sentences (4620 sentences) were used to extract a total of 31,300 vowel 
tokens for training. All the test sentences (1680 sentences) were used to extract a total of 
11,625 vowel tokens for testing. For each vowel token, 39 DCTC-DCS features were 
computed using 13 DCTC terms and 3 DCS terms. 
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For all cases, including original features, and all versions of the transformed features, a 
neural network classifier with 100 hidden nodes and 10 output nodes, trained with 
backpropagation, was used as the classifier. In addition, a Bayesian maximum likelihood 
Mahalanobis distance based Gaussian assumption classifier (MXL) was used for 
evaluation. 
For the neural network transformation cases, the first and third hidden layers had 100 nodes 
(empirically determined). The number of hidden nodes in the second hidden layer was 
varied from 1 to 39, according to the dimensionality being evaluated. For the case of 
NLDA2, the network used for dimensionality reduction was also a classifier. For the sake of 
consistency, the outputs of the hidden nodes from the bottleneck neural network were used 
as features for a classifier, using either another neural network or the MXL classifier. 1 In 
these initial experiments, the bottleneck neural network outputs were not additionally 
transformed with PCA. 

4.5.1 Experiment 1 
In the first experiment, all training data were used to train the transformations including 
LDA, PCA, NLPCA, and NLDA2, and the classifiers. Figure 11 shows the results based on 
the neural network and MXL classifiers for each transformation method in terms of 
classification accuracy, as the number of features varies from 1 to 39. 
For both the neural network and MXL classifiers, highest accuracy was obtained with 
NLDA2, especially with a small numbers of features. For the MXL classifier, NLDA2 
features result in approximately 10% higher classification accuracies as compared to all 
other features. For both the neural network and MXL classifiers, accuracy with NLPCA 
features was very similar to that obtained with linear PCA. For reduced dimensionality 
features and/or a MXL classifier, the NLDA2 transformation was clearly superior to 
original features or any of the other feature reduction methods. However, with a neural 
network classifier and much higher dimensionality features, all feature sets perform 
similarly in terms of classification accuracy. 
As just illustrated, dimensionality reduction is not necessarily advantageous in terms of 
accuracy for classifiers trained with enough data and the “right” classifier. However, for the 
case of complex automatic speech recognition systems, there is generally not enough 
training data.  

4.5.2 Experiment 2 
To simulate lack of training data, another experiment was conducted. In this experiment, the 
training data was separated into two groups, with about 50% in each group. One group of 
data (group 1) was used for “training” transformations while the other data (group 2) was 
used for training classifiers. In contrast to experiment 1 for which all the training data was 
used for both the training of transformations and classifiers,  for  experiment 2, a fixed 50% 
of the training data was used for “training” transformations and a variable percentage, 
ranging from 1% to 100% of the other half of the training data, was used for training 
classifiers. 

                                                 
1 It was, however, experimentally verified that classification results obtained directly from the 
bottleneck neural network were nearly identical to those obtained with this other network. 
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Fig. 11. Classification accuracies of neural network (top panel) and MXL (bottom panel) 
classifiers with various types of features. 

The results obtained with the neural network and MXL classifiers using 10% of the group 2 
training data (that is, 5% of the overall training data) are shown in Figure 12. The numbers 
of features evaluated are 1, 2 4, 8, 16 and 32. For both the neural network and MXL 
classifiers, NLDA2 clearly performs much better than the other transformations or the 
original features. However, the advantage of NLDA2 decreases with an increasing number 
of features, and as the percentage of group 2 data increases (not shown in figure). 

4.6 Category labels for discriminatively based transformations 
For all discriminatively based transformations, either linear or nonlinear, an implicit 
assumption is that training data exists which has been labeled according to category. For the 
case of classification, such as the experiments just described, this labeled data is needed 
anyway,  for both training and test data, to conduct classification experiments; thus the need 
for category labeled data is not any extra burden. However, for other cases, such as the 
phonetic recognition experiments described in the remainder of this chapter, there may or 
may not be easily available and suitable labeled training data. This issue of category labels is 
described in more detail in the following two subsections. 
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Fig. 12. Classification accuracies of neural network (top panel) and MXL (bottom panel) 
classifiers using 10% of group 2 training data for training classifier. 

4.6.1 Phonetic-level targets 
The training of the neural network (NLDA1 and NLDA2) requires category information for 
creating training targets. For the case of databases such as TIMIT, the data is labeled using 
61 phone categories, and the starting point for training discriminative transformations 
would seem to be these phonetic labels.  In the neural network training, these are referred to 
as targets. Ideally, the targets are uncorrelated, which enables quicker convergence of 
weight updates. The targets can also be viewed as multidimensional vectors, with a value of 
“1” for the target category and “0s” for the non-target categories. 
Figure 13 illustrates a sequence of phoneme training targets for the TIMIT database using 48 
phoneme categories. These vectors have 48 dimensions and each vector consists of only one 
peak value to indicate the category. Note that, in the TIMIT case, other reasonable choices 
for targets would be 61 (the number of phone label categories), or 39 (the number of 
collapses phone categories). However, empirically, the choice of 48 categories, with only 
some phones combined, seemed to be the best choice for both neural network training 
targets and for the creation of HMM phone models. 
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Fig. 13. Training target vectors of the neural network. 

4.6.2 State-level targets 
Due to the nonstationarity of speech signals, a speech signal varies even in a very short time 
interval (e.g. a phoneme). For speech recognition tasks, instead of phone level training 
targets, state (as in hidden states of an HMM) dependent targets could be advantageous in 
training a versatile network for more highly discriminative speech features.  However, the 
boundaries between states in a phoneme are likely to be indistinct;  even more importantly, 
from a practical perspective is that, unlike phonemes, the (HMM) state boundaries are 
unknown in advance of training. Thus the estimation of state boundary information is 
required. This boundary information may be in error due to the nature of unclear state 
boundaries and the lack of a reliable estimation approach. Therefore, in the discriminative 
training process, “don’t cares” were used to account for this lack of precision in determining 
state boundaries. In the neural network training process, the errors of output nodes 
corresponding to “don’t cares” are not computed and thus these “don’t cares” have no effect 
on weight updates. 
The state training targets with “don’t cares” uses “don’t care” states for each phoneme 
model, so that one neural network trained with the targets can generate state dependent 
outputs. As illustrated in Figure 15, the phone-specific training targets in Figure 14 are 
expanded to 144 dimensions by duplicating the phoneme specific target by the required 
number of the states. In the training process, for each point in time, one state target is 
considered as a “1,” and the other two state targets for that point in time are considered as a 
“don’t care,” and the state targets for all other categories are considered as “0” value targets. 
As time progresses during a phone, the “1” moves from state 1 to state 2, to state 3. 
 

 
Fig. 14. Illustration of a phoneme level target. 
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Fig. 15. Illustration of the state level training targets with “don’t cares.” The -1 values are 
used to denote “don’t cares.” 

Two approaches are used to determine state boundaries. The first approach uses a fixed 
state length ratio for all phonemes, with typically about the first 1/6 of each phoneme 
considered as state 1, the central 2/3 as state 2, and the final 1/6 as state 3 (assuming a 3- 
state model for each phoneme). The second approach determines state boundaries using the 
HMM-based Viterbi alignment based on already trained HMMs.  As illustrated in one of the 
experiments presented later, the state dependent targets were shown to perform better than 
phone level targets. The simpler approach of using fixed ratios for state boundaries was as 
good as using the Viterbi alignment approach. 

5. Evaluation of feature reduction methods with phonetic recognition 
experiments 
Given the high dimensionality of speech feature spaces used for automatic speech recognition, 
typically 39 or more, it is not feasible to visualize the distribution of data in feature space. It is 
possible that a reduced dimensionality subspace obtained by linear methods, such as PCA or 
LDA, forms an effective, or at least adequate subspace for implementing automatic speech 
recognition systems with a reduced dimensionality feature space.  Note that if PCA or LDA do 
perform well, these methods would be preferred to the nonlinear methods, due to the much 
simpler implementation methods and the corresponding need for less data. However, it is also 
possible that one of the nonlinear methods for feature reduction is more effective, that is 
enable higher ASR accuracy, than any of the linear methods. The comparisons of these various 
methods can only be done experimentally. 

5.1 TIMIT database  
The database used for all experiments reported in the remainder of this chapter is TIMIT. 
The TIMIT database was developed in the early 1980’s for expediting acoustic-phonetic ASR 
research (Garofolo et al., 1993; Zue et al, 1990). It consists of recordings of 10 sentences from 
each of 630 speakers, or 6300 sentences total.  Of the text material in the database, two 
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dialect sentences (SA sentences) were designed to expose the specific variants of the 
speakers and were read by all 630 speakers. There are 450 phonetically-compact sentences 
(SX sentences) which provide a good coverage of pairs of phones. Each speaker read 5 of 
these sentences and each text was spoken by 7 different speakers. A total of 1890 
phonetically-diverse sentences (SI sentences) were selected from existing text sources to add 
diversity in sentence types and phonetic contexts. Each speaker read 3 of these sentences, 
with each text being read only by a single speaker. All sentences are phonetically labeled 
with start and stop times for each phoneme. 
The database is further divided into a suggested training set (4620 sentences, 462 speakers) 
and suggested test set (1680 sentences, 168 speakers). The training and test sets are balanced 
in terms of representing dialect regions and male/female speakers. Although a total of 61 
phonetic labels were used in creating TIMIT, due to the great similarity   of many of these 
phonemes (both from a perception point of view and acoustically), most ASR researchers, 
ever since the work reported by Lee and Hon (Lee & Hon, 1989) have combined these very 
similar sounding phones, and collapsed the phone set to 39 total. Similarly, most researchers 
have not used the SA sentences for ASR experiments, since the identical phonetic contexts 
(every speaker read the same sentences for the SA sentences), were thought be non 
representative of everyday speech.2 Most, but not all researchers, have used the 
recommended training and test sets. For all ASR experiments reported in this chapter, the 
SA sentences were removed, the recommended training and test sets were used, and the 
phone set was collapsed to the same 39 phones used in most ASR experiments with TIMIT. 
The NTIMIT database, used for the classification experiments described in section 4.5, is the 
same one as TIMIT, except the data was transmitted over phone lines and re-recorded. Thus 
NTIMIT is more bandlimited (approximately 300Hz to 3400 Hz), more noisy, but has the 
identical “raw” speech. 

5.2 DCTC/DCSC speech features 
For both training and testing data, the modified Discrete Cosine Transformation 
Coefficients (DCTC) and Discrete Cosine Series Coefficients (DCSC) (Zahorian et al. 1991; 
Zahorian et al., 1997; Zahorian et al., 2002; Karnjanadecha & Zahorian, 1999) were 
extracted as original features. The modified DCTC is used for representing speech spectra, 
and the modified DCSC is used to represent spectral trajectories. Each DCTC is 
represented by a DCSC expansion over time; thus the total number of features equals the 
number of DCTC terms times the number of DCSC terms.  The number of DCTCs used 
was 13, and number of DCS terms was varied from 4 to 7, for a total number of features 
ranging from 52 to 91. These numbers are given for each experiment. Additionally, as a 
control, one experiment was conducted with Mel-frequency Cepstral Coefficients 
(MFCCs) (Davis & Mermelstein, 1980), since these MFCC features are most typically used 
in ASR experiments. A total of 39 features including 13 MFCC features, delta terms, and 
delta-delta terms were extracted from both the training and test data. 

5.3 Hidden Markov Models (HMMs) 
Left-to-right Markov models with no skip were used and a total of 48 monophone HMMs 
were created from the training data using the HTK toolbox (Verion 3.4) (Young et al., 2006). 

                                                 
2With all else identical, the use of SA sentences typically improves ASR accuracy by about 2%. 
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The bigram phone information extracted from the training data was used as the language 
model. Various numbers of states and mixtures were evaluated as described in the 
following experiments. In all cases diagonal covariance matrices were used. For final 
evaluations of accuracy, some of these 48 monophones were combined to create the 
“standard” set of 39 phone categories. 

5.4 Experiment with various reduced dimensions 
The first experiment was conducted to evaluate the two NLDA versions with various 
dimensions in the reduced feature space with and without the use of PCA. As input 
features, 13 DCTCs, computed with 8 ms frames and 2 ms spacing, were represented with 6 
DCSCs over a 500 ms block, for a total of 78 features (13 DCTCs x 6 DCSCs). The 48-
dimensional outputs of the neural network were further reduced by PCA in NLDA1, while 
the dimensionality reduction was controlled only by the number of nodes in the middle 
layer in NLDA2. The features which were dimensionality reduced by PCA and LDA alone 
were also evaluated for the purpose of comparison. Figure 16 shows recognition accuracies 
of dimensionality reduced features using 1-state and 3-state HMMs with 3 mixtures per 
state. Note that the NLDA1 features without the PCA process are always 48 dimensions. 
Compared to the PCA and LDA reduced features, the NLDA1 and NLDA2 features 
performed considerably better for both the 1-state and 3-state HMMs. 
For the case of 3-state HMMs, the transformed features reduced to 24 dimensions resulted in 
the highest accuracy of 69.3% for NLDA1. A very similar accuracy of 69.2% was obtained 
with NLDA2 using 36-dimensional features. The recognition accuracies were further 
improved by about 3% with PCA reduced dimensionality features versus the NLDA 
features for most cases, showing the effectiveness of PCA in de-correlating the network 
outputs. The accuracies obtained with the original 78 features, and 3 mixture HMMs, are 
approximately 58% (1 state models) and 63% (3 state models). 

5.5 NLDA1 and NLDA2 experiment with various HMM configurations 
The aim of the second experiment is a more thorough evaluation of NLDA1 and NLDA2 
using a varying number of states and mixtures in HMMs. The 78 DCTC/DCSCs (computed 
as mentioned in previous section) were reduced to 36 dimensions based on the results of the 
previous experiment. The 48 phoneme level targets were used in the training of the network. 
The features which are the direct outputs of the network without PCA processing were also 
evaluated. 
Figure 17 shows accuracies using 1-state and 3-state HMMs with a varying number of 
mixtures per state. NLDA2 performed better than NLDA1 for all conditions--approximately 
2% higher accuracy. The NLDA2 transformed features resulted in the highest accuracy of 
73.4% with 64 mixtures, which is about 1.5% higher than the original features for the same 
condition. The use of PCA improves accuracy on the order of 2% to 10%, depending on the 
conditions. Although not shown explicitly by the results depicted in Figure 17, it was also 
experimentally determined that for NLDA1,  highest accuracies were obtained using a 
nonlinearity in the output nodes of the NN for training, but replacing this with a linear node 
for transforming the features for use with the HMM. In contrast, for NLDA2, best 
performance was obtained with the nonlinearities used for both training and final 
transformations. The superiority of the NLDA transformed features is more significant 
when a small number of mixtures are used. For example, the NLDA2 features modeled by 3-
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state HMMs with 3 mixtures resulted in an accuracy of 69.4% versus 63.2% for the original 
features. 
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Fig. 16. Accuracies of NLDA1 and NLDA2 with various dimensionality reduced features 
based on 1-state (top panel) and 3-state HMMs (bottom panel). The NLDA1 features without 
PCA are always 48 dimensions. 
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Fig. 17. Accuracies of the NLDA1 and NLDA2 features using 1-state (top panel) and 3-state 
HMMs (bottom panel) with various numbers of mixtures. 
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These results imply that the middle layer outputs of a neural network are able to better 
represent original features in a dimensionality-reduced space than are the outputs of the 
final output layer. The configuration of HMMs can be largely simplified by incorporating 
NLDA. 

5.6 Experiments with large network training 
The results of the previous experiment showed large performance advantages for NLDA2 
over NLDA1 and the original features, when using either a small number of features, or a 
“small” HMM. However, if all original features were used, and a 3- state HMM with a large 
number of mixtures were used, there was very little advantage of NLDA2, in terms of 
phonetic recognition accuracy. Therefore, an additional experiment was performed, using 
the state level targets with “don’t cares,” as mentioned previously, and a very large neural 
network for transforming features. The state targets were formed using either a constant 
length ratio (ratio for 3 states: 1:4:1) or a Viterbi forced alignment approach, as described in 
Section 4.5. The expanded neural networks had 144 output nodes and were iteratively 
trained. For both NLDA1 and NLDA2, the networks were configured with 78-500-36-500-
144 nodes, going from input to output. 
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Fig. 18. Recognition accuracies of the NLDA dimensionality reduced features using the state 
level targets. “(CR)” and “(FA)” indicate the training targets obtained with the constant 
length ratio and forced alignment respectively. 
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As shown in Figure 18, both NLDA1 and NLDA2 using the expanded targets lead to a 
significant increase in accuracy. The NLDA2 accuracies are typically about 2% higher than 
NLDA1 accuracies. The use of forced alignment for state boundaries resulted in the highest 
accuracy of 75.0% with 64 mixtures. However, the best result using the much simpler 
constant ratio method is only marginally lower at 74.9%. Similar experiments, with all 
identical conditions except using either phone level targets, or state level targets without 
“don’t cares” resulted in about 2% lower accuracies. These results imply that the use of 
“don’t cares” is able to reduce errors introduced by inaccurate determination of state 
boundaries.  
Comparing these results with those from Figure 17, the NLDA2 features in a reduced 36-
dimensional space achieved a substantial improvement versus the original features, 
especially when a small number of mixtures were used. These results show the NLDA 
methods based on the state level training targets are able to form highly discriminative 
features in a dimensionality reduced space. 

5.7 MFCC experiments 
For comparison, 39-dimensional MFCC features (12 coefficients plus energy with the delta 
and acceleration terms) were reduced to 36 dimensions with the same configurations and 
evaluated. The results followed the same trend, but the accuracies were about 4% lower than 
those of the DCTC-DCSC features for all cases, for example, 70.7% with NLDA2 using 
forced alignment and 32 mixtures. 

6. Conclusions 
Nonlinear dimensionality reduction methods, based on the general nonlinear mapping 
abilities of neural networks, can be useful for capturing most of the information from high 
dimensional spectral/temporal features, using a much smaller number of features. A neural 
network internal representation in a “bottleneck” layer is more effective than the 
representation at the output of a neural network. The neural network features also should 
be linearly transformed with a principal components transform in order to be effective for 
use by a Hidden Markov Model. For use with a multi-hidden-state Hidden Markov Model, 
the nonlinear transform should be trained with state-specific targets, but using “don’t 
cares,” to account for imprecise information about state boundaries. In future work, linear 
transforms other than principal components analysis, such as heteroscedastic linear 
transforms followed by maximum likelihood linear transforms,  should be explored for post 
processing of the nonlinear transforms. Alternatively, the neural network architecture 
and/or training constraints could be modified so that the nonlinearly transformed features 
are more suitable as input features for a Hidden Markov Model. 
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1. Introduction 
The speech is a sound different from all other sounds, and information transmission by 
speech is a basic mechanism of human communication. The study of speech as one of the 
main factors of human communication is a multidisciplinary problem thus different fields of 
science deal with particular aspects of this phenomenon. At the beginning of 21st century the 
biggest scientific challenge in the segment of speech technologies is the realization of 
spontaneous communication between human and computer. Technology’s solution of 
recognition and synthesis of speech can’t compare with human perceptions and production 
of the speech. That means our nature, God given, emotion and acts aren’t still enough 
explored, and we have here a lot of space for learning, watching and scientific exploring.  
With talking we can transmit to our surroundings complicated information expressed by 
linguistic contents, but that aren’t the least level communication’s possibility of speech 
sound. Sound, which transfers speech signal, carries many information which speech signal 
contains and decodes that information as well as their production is spontaneous and very 
simple for human perception (Tomas, 2006). Furthermore, identification, evaluation and 
selection of certain information contents from a total audio picture are at a consciousness 
level. Besides linguistic information, the speech signal contains a variety of non-linguistic 
information from which a listener can get a great deal of information that is not contained in 
the linguistic information, such as: gender, speaker's age, intentions, a psychological state, 
and situation the speaker is in; an emotional state of the speaker; surrounding the speaker is 
in, etc (Tomas et al., 2007a; 2007b; 2009).  
Emotions are definitely one of the most important non-linguistic speech attributes (Dellaert 
& Waibel, 1996). Speaker’s emotional state has influence on the articulation and phonation 
pronounced phonemes. A vocal fold vibration and articulators movement depends on 
emotional state of speaker. Each speaker’s emotion forms vocal chords and vocal system 
that is acoustically shown through variations of the speech signal parameters. The main 
problem is to define the parameters that create certain illusions in a speech signal, namely to 
define correlations between emotions and measurable variations of speech signal 
parameters (Amir & Ron, 1998; Ramamohan & Dandapt, 2006; Tao et al., 2006). In last few 
years, numerous investigations have been done in order to determine correlation of the 
speech parameters and the speaker’s emotional state (Amir, 2001; Amir & Ron, 1998; Cowie 
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et al., 2001; Lee & Narayanan, 2005; Morrison et al., 2007; Petrushin, 2000;  Scherer, 2003; Ser 
et al., 2008; Ververidis & Kotropoulos, 2006; Wiliams & Stevens, 1972). 
In this chapter, the spectral parameters during the pronouncing of vowels /a/ and /e/ in 
Croatian (Serbian, Bosnian) language in different emotional conditions has been analyzed. 
This is done by analyzing structure of vowels /a/ and /e/ spectral parameters for three 
emotional states: neutral, anger and speech under stress. Impact of emotions on speech 
signals parameters was analyzed: formant frequencies structure, pitch frequency, dynamics 
of pitch parameters and pitch harmonics structure. This chapter also describes the Goertzel 
algorithm and its implementation with speech signal spectral analysis. It describes the 
method of formant analysis of vowels as well as the vowel harmonics analysis of Goertzel 
algorithm. The Goertzel algorithm provides fast and simple determination of speech signal 
structure and precisely determines speech signal frequency values independently of 
speaker. In analysis of certain speech signal parameters, non-linguistic speech signal 
attributes can be recognized. The purpose of introducing Goertzel algorithm into the 
frequency analysis of the digital speech signal is a fast signal processing, and determining of 
spectral energy from the digital signal in desired frequency bins on the basis of pre-defined 
coefficient m. 
The chapter is organized as follows. In Section 2 the phonetic characteristics of the Croatian 
language are shortly presented. In Section 3 recording of speech sound materials as well as 
Goertzel algorithm are shortly presented. Spectral energy analysis of isolated vowels and 
formant vowel structure tracking by Goertzel algorithm is presented in Section 4. In Section 
5, the glottal speech during the pronouncing vowel /a/ has been analyzed. The correlation 
of certain pitch harmonics parameters and speaker’s emotional states were investigated. In 
Section 6, an imaginary idealized futurist communication model of speech transmission is 
presented. Section 7 concludes the chapter with final remarks.  

2. The basic phonetic properties of the Croatian language 
The knowledge of linguistics and phonetics is of great importance in a large number of 
applications of digital speech processing, such as synthesis and speech recognition (Delic et 
al., 2010; Flanagan, 1972; Ipsic & Martincic-Ipsic, 2010 & Pekar et al., 2010). The study of 
linguistics deals with language rules and their impact on human communication, while 
phonetics deals with the study and classification of sounds in speech.  
Language is the basic human communication and it can be transferred by speech or writing-
reading. The smallest segment of speech sound is the phoneme. The voice (phoneme) in 
written language is a letter (grapheme). The voice is the smallest spoken unit that can be 
isolated from a word of some language, i.e. the voice represents the smallest noticeable 
discrete segment of sound in continuous speech flow. It is defined as articulated sound in 
speech which represents the material realization of an abstract linguistic unit - phoneme. 
The phonemes are language-specific units and thus each language needs a declaration of its 
own phonetic alphabet (Sigmund, 2009). The number of phonemes commonly in use in each 
literary language varies between 30 and 50.  
The number of phonemes and graphemes (letter) in Croatian language is the same (30) and 
they are in alphabetic order: a, b, c, č, ć, d, dž, đ, e, f, g, h, i, j, k, l, lj, m, n, nj, o, p, r, s, š, t, u, 
v, z, ž. In Croatian as well as kindred South Slavic language (Serbian, Bosnian) any word can 
be graphically represented using 30 letters (grapheme). Acoustic realization i.e. 
pronunciation of graphemes is very simple in Croatian language. Each written symbol 
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(letter i.e. grapheme) has its own phoneme and vice versa. This rule stands for all words in 
Croatian language. Therefore reading and writing in Croatian language is very simple.   
Based on the configuration and the opening of the vocal tract, Croatian sounds are divided 
into three basic groups. These are: 
- vowels ('open' sounds): a, e, i, o, u 
- semi vowels ( sonants): j, l, lj, m, n, nj, r, v   
- consonants: b, c, č, ć, d, dž, đ, f, g, h, k, p, s, š, t, z, ž  
Semi vowels and consonants when used less specifically are put into the same group, i.e., 
the consonants. 
There are several classifications of the sounds in Croatian language. There are voiced speech 
sounds and unvoiced speech sounds. Voiced speech sounds classification is the most 
important in speech technologies. In speech, pitch is not present in all sounds (Ahmadi & 
McLoughlin, 2010). Pitch harmonics are of a very high intensity in vowels, less high intensity 
in semi vowels and the least intensity in voiced consonants (b, d, dž, đ, g, z, ž). The rest of the 
consonants (c, č, ć, f, h, k, p, s, š, t) are unvoiced speech sounds and they have no pitch.  
In spoken language the vowels are sound that carry the most information. Vowels constitute 
the most important speech sounds group and are characterized by the fact that these are the 
sounds of the greatest energy. When the vowels are produced the majority of the vocal tract 
is open and in the course of the entire duration of pronunciation the vocal cords vibrate. The 
primary purpose of vowels is to connect the consonants into the syllables, i.e., the formation 
of utterable words. In written language, the records of vowels often carry little information, 
i.e., in most cases the recognition of text messages is possible even when they are completely 
eliminated out of words.  

2.1 The remaining phonetic properties of the Croatian language 
Croatian orthographic rules are based on the phonological-morphological principle which 
enables automatisation of phonetic transcription. Standard definition of orthographic to 
phonetic rules, one grapheme to one phonetic symbol (Ipsic & Martincic-Ipsic, 2010). 
Although there are only 30 different sounds in the language, a far greater number of 
modifications of the same appear in a real speech. The manner of articulation of each sound 
depends significantly on its context, i.e., the sounds on its left and right side. This 
phenomenon is called coarticulation. Therefore, high-quality synthetic speech cannot be 
obtained by simply merging the 30 discreet sounds. Also it is important to emphasize that 
the transitions from one sound to another are not sudden (step), but are very gradual and 
are defined by the gradual transition of the articulator from the initial position 
corresponding the first sound towards the new position corresponding to the next sound. In 
this process, the vocal tract passes a series of inter-states, which causes the formation of a 
series of transitive sounds of relatively short duration. The elimination of these transitions 
significantly disrupts the naturalness of a synthetic speech. 
For the purpose of solving this problem, and with the simpler speech synthesizers, the 
removed pairs of phonemes or so called diphthongs recorded from the actual speech are 
used as the basic elements of synthesis. In this way, among the basic elements, there are 
present and also the transitions mentioned above. 

2.2 The segmenting of sounds in a continuous natural speech 
The uttering of vowels takes from 50 to 300 ms. Consonants are only the processes of in-
vibrating and out-vibrating of the previous and the following vowels, with a duration of 2 to 
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40 ms. The shortest speech sounds last only as it's necessary for the ear to recognize the 
tonal pitch. The sounds in speech and music should be long enough for the ear to analyze 
them tonally, about at the same time they must not follow each other too fast so as to 
prevent masking of the next by the previous masked.  
For the research of the variations of the duration of sounds in speech segments during the 
expression of speech emotions, it is indispensable to analyze the uttered segments on the 
words as the units of the linguistic context as well as segment sounds from the isolated uttered 
words. Since there have been noted problems of dichotomy between spoken words and words 
as units of context in the speech continuum, together with the problems of phonetic positions, 
the communication situation, individual variations and the like, it is important for the needs of 
analysis of the manifestations of speech expressions of emotions, though preliminary, to 
establish criteria for the segmentation of sounds in a continuous speech.  

3. Analysis procedure 
3.1 Speech material 
Twenty students were chosen for this research (all male). The acoustic recordings were made 
in speech recording and processing Croatian Telecom Mostar studio on mixing board (16-
channel MIC/LINE mixer Mackie 1604-VLZ PRO). Each student was asked to pronounce five 
speech phrases. They are four words: “mama”, “ma”, “je”, “ne” and loudly pronounced vowel 
“a”. A Croatian word “mama” consists of two equal syllables “ma” and it means mother i.e. 
mum. Word “ma” is a mono syllable word and it is often used to express anger. Word “je” 
means OK and word “ne” means NO. A certain emotional state was simulated for each speech 
phrase. The word “mama” was pronounced in a neutrally emotional mode with a bit of 
sadness, while the word “ma” was pronounced simulating anger and surprise. Also, the 
pronunciation of the word “je” was without emotions i.e. neutral voice while in pronouncing 
the word “ne” anger was simulated. Loudness as the expression of stress was simulated by 
loudly pronounced vowel /a/ in the ˝Jako A˝ speech file. Recording of vowel /a/ in the ˝Jako 
A˝ speech file was realized in different conditions due to dynamic of the loudly pronounced 
vowel (less sensitive microphone). The stress conditions considered in this study include 
simulated anger and loudness (Bou-Ghazale & Hansen, 2000).  
The best speaker was chosen by audio testing.  Each speech phrase of all 20 speakers 
(students) was assessed on a scale from 1 to 5.  Points were determined for each speaker by 
taking the sum of the marks for each of his/her five speech phrases. The speaker with the 
highest score needed to record given speech material another four times. (This consisted of 
20 files, 5 for each speech phrase) Finally the best recording of each speech phrase was 
chosen for a sample. Speech files ˝Jako A˝, ˝MAMA˝, ˝MA˝, ”JE” and “NE”, were being 
recorded in Sound Recorder program with sampling frequency of fu=8000 Hz and 16 bits of 
mono-configuration and resolution of quantization. Further, the vowel /a/ was isolated 
from the MAMA and MA files. That is the first /a/ in the word MAMA. In the same way 
vowel /e/ was isolated from the files JE and NE.  

3.2 Spectral analysis  
Each temporal signal carries certain frequency contents.  The presentation of temporal 
signals in the frequency domain is very significant.  Frequency representation of a signal 
mostly enables better analysis of appearance which the signal represents. The speech is 
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signal with time-dependent spectral content. Time–frequency representations are often used 
for the analysis of speech signals due to their non-stationary nature. For a practical 
application the speech signal can be processed in various ways, other than time- domain, to 
extract useful information. A classical tool is the Fourier transform (FT) which offers perfect 
spectral resolution of a signal (Shafi et al., 2009).  
Fourier techniques have been a popular analytical tool in the study of physics and 
engineering for more than two centuries and it is the prime method used to transfer a 
temporal signal into frequency domain. With the arrival of digital computers, it became 
theoretically possible to calculate the Fourier series and Fourier transform of a function 
numerically (Dutt, 1991). A major break-through in overcoming this difficulty was the 
development of the Fast Fourier Transform (FFT) algorithm in the 1960s which established 
Fourier analysis as a useful and practical numerical tool. The FFT converts a time-domain 
sequence x(n) into an equivalent sequence X(k) in the frequency- domain. Spectral analysis 
of the speech signal in most of published studies was obtained by applying a Fast Fourier 
Transform (FFT). In this study Goertzel algorithm is used in speech signal spectral analysis.  

3.2.1 The application of Goertzel algorithm at the analysis of speech signal 
Goertzel algorithm is often applied technique at the realization of digital DTMF (Dual –Tone 
Multiple Frequency) receivers. DTMF signalling, the so-called tone dialling, is done running 
audio tones that transmitter generates and that needs to be decoded on the receiver’s side 
for the purpose of the further processing. DTMF transmitter (encoder) generates a 
compound audio signal formed of two mutually harmonically independent frequencies by 
combining of eight given frequencies. Receiver needs to decode the frequency contents of 
the received audio signal.  
DFT plays an important role in the implementation of algorithms into the systems for digital 
signal processing. The usage of the FFT algorithm significantly reduces the computation 
time of Fourier transformation. If you need to detect one or more tones in the audio signal or 
only one or a few frequencies, there is a lot faster method. The Goertzel's algorithm allows 
decoding of a tone (frequency) with much less processor load compared to the Fast Fourier 
Transform (FFT). 
Since the speech is also a complex audio signal, we draw the same conclusions, which 
means that at the processing of digital voice signal, we can apply the same technologies and 
algorithms that we will, of course, adapt to the needs of the analysis of speech signal.  It is 
evident that for the analysis of digital voice signal Goertzel's algorithm can be used. The 
main advantage of this algorithm is that the coefficients in the equation for a particular 
frequency are fixed, what makes the calculation much simpler.  At the analysis of speech we 
use the algorithm that at the exit, instead of decoding of levels at the desired frequencies, 
gives the spectral energy of the analyzed frequency band, i.e. Goertzel's algorithm is used 
for filtering. When determining spectral energy of digital signal it is necessary to remember 
only two previously calculated values, from the last step N, difference equations of 
Goertzel's algorithm, which we calculate by the ‘step by step’ method, while for the 
detection is required to determine the signal spectrum at the end of filtering. 
The purpose of introducing Goertzel algorithm into the frequency analysis of the digital 
voice signal is a fast signal processing, and determining of spectral energy from the digital 
signal in desired frequency bins on the basis of pre-defined coefficients m. Then, by the 
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analysis of the calculated energies, for particular bins, we can get a lot of information 
contained in the speech signal. Also, since using the Goertzel's algorithm we can determine 
the parameters required for the recognition of speech, the speaker, emotions and other non-
linguistic attributes, it is logical that Goertzel’s algorithm can be implemented for the 
realization of these activities. 

3.2.2 Basic Goertzel algorithm 
The basic Goertzel transform was derived from the discrete Fourier transform (DFT). 
Algorithm was introduced by Gerald Goertzel (1920-2002) in 1958 (Goertzel, 1958). It’s an 
extremely efficient method of detecting a single frequency component in a block of input 
data. Figure 1 depicts the signal flow for the basic Goertzel algorithm as each sample is 
processed (Kiser, 2005).  
 

 
Fig. 1. Signal flow of the Goertzel algorithm 

The signal flow of the algorithm produces an output y0 for each sample processed. The 
output is a combination of the current ADC sample added to the product of the previous 
output y1 multiplied by a constant minus the previous output y2. Figure 1 may be written as:  

 0 0 1 2
22 cos m

y x y y
N
     

 
 (1) 

y0 is the current processed output, x0 is the current ADC sample, y1 is the previously output, 
and y2 is the next previously processed output, m is the frequency domain bin number. N is 
the sample block size. Input samples are processed on a sample-by-sample basic. Processing 
continues over a block of input data length N. 
The Goertzel transform is normally executed at a fixed sample rate and a fixed value of N. 
To detect multiple frequencies (i.e. frequency bins), each frequency must be assigned its own 
coefficient and then the value is used in equation (1). Depending on the number of desired 
detection frequencies, there will be an equal number of equations like equation (1) that must 
be executed once during each sample. At the end of a block of data, the spectral energy of 
each frequency bin will be computed and validated.  

2cos (2πm/N) 

y1 

y2 

x0 y0 

-1 



 
Determination of Spectral Parameters of Speech Signal by Goertzel Algorithm   

 

85 

3.2.3 Spectral energy of Goertzel bins 
The Goertzel algorithm is a filter bank implementation that directly calculates one Discrete 
Fourier transform (DFT) coefficient. The Goertzel algorithm is a second-order filter that 
extracts the energy present at a specific frequency (Bagchi & Mitra, 1995; Felder et al., 1998). 
Therefore, for the analysis of digital speech signal a system that will give a spectral energy of 
the analyzed (filtered) signal bandwidth (bin) is suitable. Such system is shown in Figure 2. 
 

 
Fig. 2. Determination of spectral energy bin 

Figure 2 may be written as: 

 2 2
1 2 1 2

22 cosm
m

E y y y y
N
     

 
 (2) 

After a block of data has been processed, spectral energy for the signal of interest (frequency 
bin) is determined by y1 and y2 variables. The sum of the squares of y1 and y2 are computed 
to determine the spectral energy of a particular frequency bin. One of the advantages of the 
Goertzel transform is that spectral energy computation needs to be performed only at the 
end of a block of data. After a block of data has passed through equation (1) (filter part), the 
spectral energy of Goertzel bins (frequency bin) is simply determined by equation (2) 
(energy part). 
The Goertzel algorithm implementation has the tremendous advantage that it can process 
the input data as it arrives. The output value is only needed for the last sample in the block. 
The FFT has to wait until the entire sample block has arrived. Therefore, the Goertzel 
algorithm reduces the data memory required significantly.  
In the analyses, spectral energy distribution of isolated vowel /a/ is in the final invariant 
time position during its pronunciation. Our software built for these researches allows 
selecting of sample, from the analyzed file, from which it will start loading samples in the 
equation (1). The analyses (all five speech files of chosen speaker) begin from sample k=50 
which mean that the first 6,25 ms of speech file are skipped. Thereby, beginning transition of 
vowel pronunciation was avoided. The speech file is first loaded into the software, after that 
frequencies tuning coefficients – m are loaded, followed by sensing start sample – k and 
number of samples – N that is number of Goertzel transform iteration i.e. the equation (1).   
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4. Formant vowel structure tracking by Goertzel algorithm 
In many science papers from this area, for the most significant parameters of speech signal 
which fertilized change under emotions and stress there has been defined basic frequency 
and energetic structure of pronounced words. Also, and analysis of formants show that exist 
considerable departure in formants structure at pronounced speech in different emotion’s 
state or under impact of stress. Spectral energy analysis of isolated vowels by applying 
Goertzel’s algorithm gives a proper illustration that enables classification of emotions by 
comparing the energy, and their formants.  
Formant frequencies structure gives a good view to determine linguistic as well as non-
linguistic speech meaning and it represents a significant parameter within the synthesis and 
speech recognition procedure. In fact formants are groups of harmonics enhanced by the 
vocal tract resonance. There is a resonance i.e. the enhancement of spectral energy in speech 
signal spectrum at formant frequencies (Tomas & Obad, 2009).  
The difference between formant frequency structures of vowel /a/ is very informative 
about the speaker’s emotional state. The dominant influence of emotions is on the first 
formant. Frequencies of the first formant are increased in expression of the emotions of 
anger and happiness but decreased in case of fear and sadness. Therefore, changes of vowel 
/a/ formant structure are not sufficient for separation of primary emotions: anger, 
happiness, fear and sadness. 

4.1 The determination of the formant vowels structure using the Goertzel algorithm 
We will analyze the speech signal, vowel / a /, recorded with the “Sound Recorder” 
software with the sampling frequency fu = 8000Hz, and stored under the title "Jako A". If the 
Goertzel's transformation, equation (1), is performed on the time segment of the recorded 
speech signal of 25ms duration, we have N = 200 samples of speech signal, which we 
process by the algorithms described by the equation (1) and the equation (2). From fu = 
8000Hz and N = 200 result’s the frequency band for each Goertzel's bin: B = fu / N = 40 Hz. 
The first formant will be sought in the frequency band (400 - 720) Hz. This frequency band is 
divided in the next 8 bins.  The frequency bands of the eight bins, as well as their central 
frequencies, on which we base the calculation of the coefficients of tuning the frequency 
domain m, are shown in Table 1. 
 

Bin 1 2 3 4 5 6 7 8 

B (Hz) 400-440 440-480 480-520 520-560 560-600 600-640 640-680 680-720 

fbins 420 460 500 540 580 620 660 700 

Table 1. The division of frequency band into bins 

Now we will calculate the coefficients of tuning the frequency domain m for each bin, which 
will be included in the expression 2cos(2πm/N) and the value of that expression, that is a 
constant - different for each bin, will be stored on particular memory locations, so that the 
processor spends less time for the calculation of the equation (1), since the equation is 
executed in 200 steps. We will illustrate this for bin 1: 
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The coefficient of tuning the frequency domain, the k-th bin mk, with the sampling 
frequency fu = 8000Hz, and the length of block of time samples N = 200, we calculate by the 
following equation: 

 
( )

( ) ( ) ( ) 200
8000 40

k
k k k bins

kbins bins bins
u

fN
f define m f f

f
      (4) 

By the inclusion of the obtained values mk in the expression of 2cos(2πmk/N), we get for 
each  bin its coefficient km(k) for the calculation of the equation (1). The outline of all values is 
given in Table 2 (Tomas & Obad, 2008). 
Now we have all the necessary input constants for the calculation of equations (1) and (2). 
The samples of speech signals are entered in the same order that they are sampled in the 
equation (1), sample by sample, i.e. the equation is performed step by step until the last step 
N = 200.  The calculated values of the equation in the last two steps N = 200 and N = 199 are 
stored and entered into the equation (2). For each bin we calculate the spectral energy by 
entering the coefficients of the bin into the equation (1). In fact, in this way we determine the 
spectral energy on the frequency of fbin in its corresponding Goertzel's bin. 
 

Bin 1 2 3 4 5 6 7 8 

fbins 420 460 500 540 580 620 660 700 

mk 10,5 11,5 12,5 13,5 14,5 15,5 16,5 17,5 

km(k) 1,8921 1,8477 1,8477 1,8228 1,7960 1,7675 1,7372 1,7052 

E 4,3561 4,6030 69,4686 74,4163 48,7836 144,986 416,102 58,0926 

Table 2. Display of parameters, coefficients and spectral energy of bins 

The same procedure is for other formants, which would be searched for in higher frequency 
bands. Also, we do not have to take bins in a row. Also, by the simple choice of constants we 
calculate the bins that overlap. In addition, if we need greater selectivity of bins we are able 
to accomplish that by increasing the number of input samples N with unchanged sampling 
frequency, or vice versa.  
From Table 2 it can be seen that the first formant of the vocal /a/ is positioned in the bin 7 
in the frequency band (640-680) Hz. Also, based on the value of energies in bins 6 and 8 we 
read that the formant is positioned at the beginning of the bin 7, i.e. that it is in the frequency 
band (640-660) Hz. However, for the majority of analysis it is not necessary to determine the 
exact frequency positions of formants but the division of the bins is quite enough. The 
conclusions about the emotional states of speakers, as well as the recognition of speech and 
speaker can be drawn on the basis of relations between the energies of selected bins. 
For more precise determination of the frequency of the first formant we can carry out the 
following procedure of Goertzel's transformation on bins 6 and 7. To do that we would 
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increase the number of samples of speech signal (e.g. N=400) for that frequency band so that 
the frequency band for new Goertzel's bin would be: B= fu/N=8000/400 =20 Hz. The 
analyzed frequency band (620-680) Hz can be divided into three new bins and for these 
three new bins we can calculate spectral energies. However, with N = 400, i.e. 50ms of 
speech signal we would come out of the frame of quasistationariness. On the other hand we 
could with N = 200 by selecting m-coefficient of tuning of a segment of frequency domain, 
analyse the bands with overlapping of neighbouring bins, e.g. 50% and get the spectral 
energy on the analysed frequency band with the distance of 20 Hz instead of 40 Hz as in 
Table 2 where the bins are in a row with no overlapping. 

4.2 Influence of emotions to the formant structure of vowel /a/ 
Using the results of the (Vojnović, 2004) for Serbian language with the PRAAT program for 
male speakers, we shall make an analysis applying the Goertzel algorithm. Achieved results 
of the influence of emotional state of males to the formant structure of vowel /a/ are 
displayed in the Table 3. A similar analysis was done for German language (Kienast & 
Sendlmeier, 2000). Hence, with male speakers, no matter the emotional state of a speaker, 
while pronouncing vowel /a/ formants should be looked for in the following frequency 
bandwidths: 
- Formant 1 in the bandwidth of (400-700) Hz 
- Formant 2 in the bandwidth of (1350-1500) Hz 
- Formant 3 in the bandwidth of (2500-2700) Hz 
 

EMOTIONS Frequency (Hz) of
1st formant 

Frequency (Hz) of 
2nd formant 

Frequency (Hz) of 
3rd formant 

N -Neutral  539 1393 2560 

A- Anger 651 1436 2604 

H- Happiness 605 1458 2600 

F- Fear 538 1466 2599 

S- Sadness 455 1422 2672 

Table 3. Average middle frequency of the first three formants of male speakers for different 
emotional states 

Figure 3 illustrate the comparison of spectral energies of the vowel /a/ within expected 
ranges of the first three formants (the red line is isolated vowel /a/ from ”MA” speech file, 
and the blue line is isolated vowel /a/ from “MAMA” speech file). In comparison of energy 
values for emotions classifications, in equations (1) and (2) we adjust the bins of wider 
frequency bandwidth. At the sampling frequency of 8 kHz it is convenient to use N=100 or 
N=200 and so get the bins in bandwidth of 80Hz and 40 Hz respectively.  

4.3 Influence of emotions to the frequency composition of vowels /a/ and /e/ 
Figure 4 and Figure 5 illustrate the comparison of spectral energies of isolated vowels /a/ 
and /e/ in neutral pronouncing (MAMA and JE) and in simulated anger (MA and NE) at 
the bandwidth of Goertzel’s bins of 80 Hz (N=100) and 40 Hz (N=200) respectively. While 
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Fig. 3. Bandwidth of the first three formants “A” N=200, f=8 kHz, overlapping of bins 50% 

pronouncing /a/ from MA in anger, positions of formants frequency are higher than while 
pronouncing it without emotions in articulation of word MAMA, which affirms the 
researches illustrated by the Table 3. Also, it is obvious that the energy of spectrum /a/ 
from MA, of articulation in anger, is higher that the energy of the neutral articulation of 
vowel /a/ from MAMA within all three frequency bandwidths observed. Also, as we 
positioned the first formant for “JakoA” in the bandwidth of 640-660 Hz, we may conclude 
that “JakoA” has been articulated in the emotional state that might be anger, happiness or 
some stressful emotion, since F1> 600 Hz (Tomas & Obad, 2009).  
On the following figures the blue line is neutral articulation (vowel /a/ is isolated from 
“MAMA” speech file and vowel /e/ is isolated from “JE” speech file), the red line is 
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articulation that expresses anger (vowel /a/ is isolated from “MA” speech file and vowel 
/e/ is isolated from “NE” speech file). 
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Fig. 4. Comparison of spectral energies of isolated vowels /a/ and /e/, N=100 
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Fig. 5. Comparison of the spectral energy of isolated /a/ and /e/, N=200 

Generally speaking, with spectral analysis of isolated vowels /a/ and /e/ from words: MA, 
MAMA , JE and NE by applying Goertzel’s transformation, we may recognize the emotions 
of the speaker by comparing following parameters of  voice signals received spectrums 
(Tomas & Obad, 2009):  
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- in articulation without emotions and with sadness and sorrow, spectral energy is 
mostly lower (in almost all bandwidths) than in articulation with expression of 
emotions (A,H,F) with exception of bandwidths of low frequencies of the first 
harmonics. 

- hence, one of the ways to identify emotions for one speaker at analysis of spectrum of 
vowel /a/ by Goertzel’s algorithm, is comparison of the spectral energy of isolated 
vowel /a/ in frequency bandwidth (above the first harmonic) of few bins (depending 
on the bandwidth of bin) with the energy of referent signal of vowel /a/ neutral i.e. 
without emotions. Here we compare the ratio of sum of energy bins of analyzed /a/ 
(Ean) with the sum of energy bins of neutral referent /a/ (Er). If Ean > Er we then have 
the expression of A, H or F, and if the ratio Ean/Er <1 we have then the expression of 
(S- sadness) or (Sr-Sorrow). We may achieve the same results with tabular view. The 
similar conclusions may be applicable for vowel/e/. 

- in neutral articulation and with emotions (S and Sr) the frequencies of  the first formant 
of vowel /a/ are lower than in articulation with expression of emotions (A and H). 
With Goertzel’s algorithm we affirm the results achieved by other methods: F1>600 Hz 
A or H and for F1 <600 Hz, it is the case of S or Sr (for males). 

- in case of vowel /e/ the formants frequencies for different emotions are more distanced 
than it is the case for /a/ , which is shown by Figure 4 and Figure 5. 

For comparison of spectral energies and formants in classification of emissions we may use 
the bins of wider frequency bandwidth. For the case of sampling frequency of 8kHz 
presented bandwidths of 40 Hz and 80Hz defined by the numbers of samples N=200 and 
N=100 respectively give a proper graphical overview and good results. Advantage of using 
bins of wider bandwidth is that we cover the analyzed bandwidth with small number of 
bins that program may process in one cycle since it uses the same input samples. Of course 
each bin has different coefficients and final values of spectral energy.  
It is obvious from the Figure 4 and Figure 5 that the spectral energy of isolated vowel /a/ 
from MA in articulation that expressed the anger is much higher compared to /a/ from 
MAMA in neutral articulation that expresses no emotions. It is noticeable as well that in 
the ranges of lower frequencies that difference of energy is less expressed, while in the 
range of middle frequencies in the bandwidth of 1-4 kHz the energy difference is 
expressed the most. It is illustrated by Figure 6, where there are precisely calculated 
spectral energies in that frequency bandwidth with distance points of 12,5 Hz (N=320, f= 
8 kHz, overlapping of bins 50%). 
Figure 6 (a) illustrates the comparison of spectral energies of isolated vowels /a/ digitalized 
with sampling frequency of 8 kHz, while Goertzel’s transformation was applied with 320 
samples of digitalized signal so that the bins were of 25 Hz bandwidths. 
Except this, the neighbouring bins are overlapping 50% so the spectral energy was 
calculated for the frequency bandwidth of 1-2 kHz with calculating distance points of 12,5 
Hz. Figure 6 (b) illustrates the comparison of spectral energies of isolated vowel /a/ in the 
bandwidth of 2-3 kHz. Hence, if we perform the identification and classification of emotions 
with only energy comparisons of isolated vowels /a/, we may do a quick analysis by 
selecting several bins in string from the frequency bandwidth of middle frequencies (1-4 
kHz) and to compare the sums of the energies of those bins as it was explained earlier 
(Tomas & Obad, 2009).  
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                        (a) Bandwidth of 1-2                                             (b) Bandwidth of 2-3 

Fig. 6. Comparison of spectral energies of vowels /a/ in the bandwidth of 1-2 kHz and 2-3 
kHz 

5. Pitch harmonic parameters 
Spectral energy analysis of isolated vowels by applying Goertzel’s algorithm enables 
classification of emotions by comparing their harmonics (Tomas et al., 2007b). For selected 
number of samples N=320 duration of time frame is 40 ms, which still satisfies 
quasistationary speech conditions. Harmonics parameters of vowel /a/ isolated from ˝Jako 
A˝, ˝MAMA˝ and ˝MA˝ speech files are shown in Table 4. 
  

Emotion
s H1 H

2 
H
3 

H
4 

H
5 D=Hmax-Hmin F (Hz) 

MAMA 1 3 2 5 4 3332,5-47,8=3184,7 58,75 

MA 1 5 4 2 3 7855,7-270,1=7585,6 97,5 

Jako A 2 4 5 3 1  80,9 
 

Table 4. Structure, dynamics and basic frequency of vowel /a/ harmonics depend on 
emotions 

Conclusions of the first five harmonics parameters analysis are:  
- Harmonics frequencies depend on  speaker’s emotions 
- Distribution of harmonics energy amplitudes (harmonics amplitude structure) depend 

on emotions (1st harmonic has the highest energy value, 2nd harmonic has the second 
high energy value, and energy value declines respectively, so 5th harmonic has the 
lowest energy value. 

- Histograms and dynamics of harmonics energy amplitudes depend on emotions. 
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Recording of vowel /a/ in the ˝Jako A˝ speech file, was realized in different conditions (less 
sensitive microphone), therefore absolute and decibel measurements values are not identical 
to values of vowel /a/ in ˝MAMA˝ and ˝MA˝ speech files. Thus, their dynamic and 
histogram bands are not comparable. However, these changes do not influence frequency 
and harmonic structure. 
The following Figures illustrate vowel /a/ harmonics. There is dB and absolute amount of 
spectral energy in Figure 7 and Figure 8. Figure 7 shows frequency band 0-600 Hz, N=320 
and frequency bin overlap of 50 %. Sampling frequency is 8 kHz, thus bin width is 25 Hz, 
and spectral energy results are shown by 12,5 Hz points distance. On Figure 7 the blue line 
is neutral articulation (vowel /a/ is isolated from “MAMA” speech file), the red line is 
articulation that expresses anger (vowel /a/ is isolated from “MA” speech file). 
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Fig. 7. Comparison of vowel /a/ harmonics  

Figure 8 shows spectral energy diagram in frequency band of the first ten harmonics of 
vowel /a/ in the ˝JakoA˝ file. Spectral energy is shown in dB (10 logEaps).  
Figure 7 and Figure 8 illustrate correlation of harmonics amplitude, dynamic and base 
frequency with emotions. In Table 4, the lowest basic frequency has vowel /a/ isolated from 
the MAMA file, spoken in a neutral emotional condition, while the highest basic frequency 
has vowel /a/ isolated from the MA file, spoken with angry and surprise simulation. 
Amplitudes dynamic in angry is higher than in neutral emotional speech. Also, amplitudes 
dynamic of ˝Jako A˝ file would have been higher too if it had been recorded in the same 
conditions. Harmonics structure in all three emotional conditions is different indicating 
emotional influence, but for determination of correlations more analyses are required. It is 
necessary to import parameters – indexes that will clearly describe harmonics structure. 
The Goertzel algorithm provides fast and simple determination of speech signal structure 
and precisely determination of speech signal frequency values independently of speaker. In 
analyzes of certain speech signal parameters, non-linguistic speech signal attributes can be 
recognized (Tomas et al., 2007b). 
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Fig. 8. Harmonics diagram of ˝Jako A˝ file 

5.1 Harmonics structure normed indexes (HSNI) 
Implementation of parameters provides fast, efficient and clear overview of analyzed speech 
files harmonics structure. HSNI are parameters that are fast and simply calculated and they 
provide articulate and fast classification of emotions (Tomas et al., 2007a). Table 4 shows 
structure of the first five harmonics. Numbers, that defined intercomparison of the absolute 
mounts of energies, are assigned to harmonics. Energies are identified by Goertzel algorithm 
with 12,5 Hz distance frequency, at the harmonic frequency. If energies are identified with 
higher calculating precision of 2,5 Hz, for our speech files amounts are shown in the Tables 
5, 6 and 7. In the Tables there are exact amount of frequencies at which spectral energies 
amount are maximal.  It is evident that harmonics structure in Tables 5. and 7. are changed 
after more precise calculations with harmonics structure in the Table 4. There are 
permutations of the harmonics H2 and H3 in the Table 3 and H4 and H5 in the Table 7 
respectively. 
 

Harmonics H1 H2 H3 H4 H5 

Structure 1 2 3 5 4 

Freq. (Hz) 58,75 120 176,25 236,75 297,5 

Energy 3332,5 523,4 443,2 147,8 315,4 

Index 1 0,157 0,132 0,044 0,095 

Table 5. The first five harmonics structure of the vowel /a/ from ˝MAMA˝ file 
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Harmonics H1 H2 H3 H4 H5 

Structure 1 5 4 2 3 

Freq. (Hz) 97,5 195 297,5 390 487,5 

Energy 7855,7 270,1 1172,6 1941,8 1688,4 

Index 1 0,0344 0,1493 0,2472 0,2149 

Table 6. The first five harmonics structure of the vowel /a/ from ˝MA˝ file 
 

Harmonics H1 H2 H3 H4 H5 

Structure 2 5 4 3 1 

Freq. (Hz) 80,6 161,25 242,5 325 400 

Energy 713,3 91,2 113,8 445,6 1227,2 

Index 0,581 0,0743 0,093 0,363 1 

Table 7. The first five harmonics structure of the vowel /a/ from ˝ Jako A ˝ file. 
 

Harmonics H1 H2 H3 H4 H5 

MAMA Index Ik 1 0,157 0,132 0,044 0,095 

MA Index Ik 1 0,0344 0,1493 0,2472 0,2149

“Jako A”Index Ik 0,581 0,0743 0,093 0,363 1 

Table 8. The first five HSNI of the vowel /a/ 

Absolute amounts of spectral energies are normed thus spectral energies amounts of every 
harmonics divide with maximal amount harmonic spectral energy. That defines parameters 
shown in the last rows of Tables 5., 6. and 7 . These parameters are called HSNI and they are 
easily defined by equation (5): 

 
max

( )
( )

k
k

E H
I

E H
  (5)        

Ik is index of the Hk harmonic, E(Hk) is spectral energy amount of the Hk harmonic and 
E(Hmax) is spectral energy amount with the highest absolute amount. In the Tables 5, 6 and 7 
calculated amount of Ik index are shown in the last rows and amount of E(Hk) are shown in 
the next to last rows of the Tables. These indexes are parameters for recognition and 
classification of emotions and others non-linguistic speech attributes (Tomas et al., 2007a). 
Graphs of HSNI linear interpolation are shown on the Figure 9. 



  
Speech Technologies 

 

96

0,000

0,100

0,200

0,300

0,400

0,500

0,600

0,700

0,800

0,900

1,000

1 2 3 4 5

St
ru

ct
ur

e 
in

de
x

Harmonics

1 2 3 4 5

Harmonics

1 2 3 4 5

Harmonics  
      (a) /a/ from “MAMA” file      (b) /a/ from “MA” file    (c) /a/ from “Jako A” file       

Fig. 9. Graphs of HSNI of vowel /a/  

HSNI of vowel /a/ from ˝MAMA˝,  “MA˝ and ˝Jako A˝  speech files are shown in Table 8. 
Also, graph of indexes linear interpolation is shown in Figure 10. 
The graphs confirmed that implementation and analyze of these indexes provide 
recognition and classification and others non-linguistic speech attributes. 
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Fig. 10. HSNI of vowel /a/ from ˝MAMA˝,  MA˝ and ˝Jako A˝  file 

5.2 The area of stress 
The lines on figures 9 and 10 show graphs of HSNI of vowel /a/ for our chosen speaker.  
The graph (lines) of indexes linear interpolation of vowel /a/ is different depending on the 
speaker’s emotional state.  One can assume that the graphs of other vowels will behave 
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similarly. That means that the curves of all five vowels, articulated by one speaker, for a 
certain emotion will almost overlap.  Therefore, we will have areas of emotions. The area of 
stress and the expected areas of articulation without emotions (without stress) for our 
speaker are shown on the following figure.  
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(a) Tracking the speaker “without stress”          (b) Tracking the speaker “with stress” 

Fig. 11. Expected areas of the articulation 

If we track a speaker’s HSNI graph during continuous speech, (without emotions and stress), 
the graph will be in the blue area.  However, if for any reason the speaker experiences stress 
(ex. A pilot experiencing stress because of an unexpected situation on flight) the HSNI graph 
will no longer be in the blue area but rather in the red area which is the area of stress.   
In this chapter, HSNI, the lines of emotions, and the area of stress are presented on the basis of 
the first five harmonics. To get better results, it would be desirable to work with a larger 
number of harmonics. In order to detect stress in our speaker, only the first and higher (4 and 
5) harmonics indexes are relevant, while the second and third indexes stay in the same area 
whether the speaker experiences stress or not.  Therefore, by tracking the shape of HSNI lines 
and the area in which the lines are located, stress of a speaker can be detected. When tracking 
the area of stress, instead of tracking the lines we can track HSNI points only.  As far as our 
speaker is concerned we should track when the first, fourth and fifth HSNI point enters the red 
area. Expected areas with and without stress for our speaker are shown on Figure 12. 
In many applications the emotional state of one speaker (the pilot) is tracked. It is especially 
very important to determine when that speaker undergoes stress (Hansen et al., 2000; Zhou 
et al., 2001). It is shown how the harmonic frequencies change if the speaker changes 
emotional states. Besides that, during speech in one emotional state the basic speech 
frequency is not fixed. Therefore, the HSNI and the areas of emotions are practical for the 
classification of emotions and especially for stress detection. 
It is known that the frequencies of basic harmonics are different for male, female and child 
speakers. The main feature which can speaker’s sex distinguish is fundamental frequency F0 
with typical values of 110 Hz for male speech and 200 Hz for female speech. The pitch of 
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Fig. 12. Expected areas “without stress” and “with stress” 

children is so different that they are often treated as “the third sex“. Most values of F0 
among people aged 20 to 70 years lie between 80-170 Hz for men, 150-260 Hz for women 
and 300-500 Hz for children (Sigmund, 2008). Therefore, in many applications in speech 
technologies these three groups of speakers must be programmed separately.  HSNI can 
probably help to overcome this problem.  

6. The voice communication channel model 
Communication with computers, by means of speech has been a topic frequently regarded 
as a science fiction. In the last thirty years technology that has enabled speech recognition 
and its synthesis has made exceptional developments. At the same time, we are witnesses of 
explosion in systems used for recognition and synthesis of speech with an additional 
dimension: emotions.  
If standard voice communication channels are enhanced by compatible ASR and speech 
synthesisers, which code linguistic and non-linguistic speech parameters with common 
protocol we get communication model with negligibly short link engagement in comparison 
to duration of the actual conversation (Tomas et al., 2007a). Transfer of voice information 
content down the line would take short time, whereas voice through the microphone 
terminal on the side of speaker and voice through the synthesiser on the side of listener are 
in real time. Actually, at transfer we use coded indexes of non-linguistic attributes of the 
speaker's voice (speaker's voice characteristics) and coded indexes of linguistic information 
content from voice database. These indexes are coded data of linguistic and non-linguistic 
information with which are passed on the linguistic meaning of the conversation textual 
content and non-linguistic attributes of the speaker.  
This model would have been more practical and simpler in an enclosed system, where the 
number of participants in communication is limited as well as the pool of words and 
expressions which are used in communication. Naturally, improvement of systems for 
synthesis and recognition of voice will enable implementation of this model in open 
communication systems.  
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A statement is a pronunciation of one or more words that have a single meaning to the 
computer. A statement can be one word, several words, a sentence or several sentences. The 
representation of the described voice communication model is shown in Figures 13 and 14. 
The Figure 13 shows speaker's side of the model, whereas Figure 14 shows receiving end, 
i.e. the listener's side. 
 

 
Fig. 13. A part of communication channel, speaker side 

 

 
Fig. 14. A part of communication channel, listener side 

Let us presume that we have closed communication system with 1000 participants. Every 
participant have stored and coded relevant non-linguistic characteristics of his voice. After 
link connection, non-linguistic information coder forwards characteristics to transmitter, 
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which transmits them.    On the receive side non-linguistic information decoder recognize 
speaker and send information about non-linguistic parameters of speakers voice to a 
synthesizer. 
After non-linguistic information exchange, transmitter ASR recognizes spoken words and 
statements. They are coded in the speech base coder and are forwarded to receiver like 
coded indexes. On the receiver side, speech base decoder decodes received words and 
statements. A speech synthesizer produces them with recognized speaker voice. Of course, 
this basic model can be upgrade depending of communication requirements i.e. (military, 
police, etc.). 

6.1 Model application possibilities 
A telephone PSTN channel was used only as an illustration and packet networks would be 
suitable for speech transmission by this model. It would also be very convenient to divide 
the information part of the packet into two parts where linguistic speech information could 
be transmitted through one part and nonlinguistic information could be transmitted 
through the other, as shown in Figure 15. Due to nature of speech itself, it is not necessary 
for each packet to contain the nonlinguistic part, so it possible to get even a better efficiency 
of this model. This is very important with the realization of speech communication through 
networks with reduced speed and capacity channels such as VoIP that is the most current 
one today but also the other packet networks and their protocol. 
 

 
 

Fig. 15. Packet structure  

Application possibilities of this model are multiple and we will presume mention some of 
them: 
- Closed communication system  
- Open communication system 
- Speech to text 
- Conversation of different languages speakers if an interpreter is within the model 
- An aid for persons with special needs 
- VOiP 
- Speech message transformation systems 
- Automatic speech translation from Croatian intro other world-wide languages and via 

versa 
- E-mail and SMS messages reading 
- Text to speech 
- Etc. 
Finally, stress and emotions classification can also be employed in forensic speech analysis 
by law enforcement to assess the state of telephone callers or as an aid in suspect interviews. 
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The majority of studies in the field of speaker stress and emotion analysis have concentrated 
on pitch, with several considering spectral features derived from a linear model of speech 
production. 

7. Conclusion 
Each speech message, besides linguistic information content (semantic meaning of spoken 
text), contains non-linguistic characteristics of speaker. The non-linguistic characteristics are 
correlated to certain acoustic characteristics of speech signal. Studying non-linguistic 
information’s contents in speech signal is quality jump in speech analyses. The aim of many 
future researches will be finding suitable acoustic characteristics of speech signal that, 
besides the linguistic contents, will be used for a reliable determination of many non-
linguistic contents in speech signal. 
In this chapter the correlation of certain spectral parameters and speaker’s emotional states 
are investigated. It has been reported that the spectral parameters vary with different 
emotions. A detailed study of all the spectral parameters can provide information on their 
dependence on different emotions. Defining and valuation of the parameters that are 
relevant for recognizing emotional speech attributes is the newest element of research in 
speech scientific discipline and also qualitative improvement in speech technologies. It is 
clear that we are at the beginning of the process of research of the one complex scientific 
field that will open a lot of new segments in many scientific disciplines. 
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1. Introduction 
Automated segmentation of speech into phone-sized units has been a subject of study for 
over 30 years, as it plays a central role in many speech processing and ASR applications. 
While segmentation by hand is relatively precise, it is also extremely laborious and tedious. 
This is one reason why automated methods are widely utilized.  For example, phonetic 
analysis of speech (Mermelstein, 1975), audio content classification (Zhang & Kuo, 1999), 
and word recognition (Antal, 2004) utilize segmentation for dividing continuous audio 
signals into discrete, non-overlapping units in order to provide structural descriptions for 
the different parts of a processed signal. 
In the field of automatic segmentation of speech, the best results have so far been achieved 
with semi-automatic HMMs that require prior training (see, e.g., Makhoul & Schwartz, 
1994). Algorithms using additional linguistic information like phonetic annotation during 
the segmentation process are often also effective (e.g., Hemert, 1991). The use of these types 
of algorithms is well justified for several different purposes, but extensive training may not 
always be possible, nor may adequately rich descriptions of speech material be available, for 
instance, in real-time applications. Training of the algorithms also imposes limitations to the 
material that can be segmented effectively, with the results being highly dependent on, e.g., 
the language and vocabulary of the training and target material. Therefore, several 
researchers have concurrently worked on blind speech segmentation methods that do not 
require any external or prior knowledge regarding the speech to be segmented (Almpanidis 
& Kotropoulos, 2008; Aversano et al., 2001; Cherniz et al., 2007; Esposito & Aversano, 2005; 
Estevan et al., 2007; Sharma & Mammone, 1996). These so called blind segmentation 
algorithms have many potential applications in the field of speech processing that are 
complementary to supervised segmentation, since they do not need to be trained extensively 
on carefully prepared speech material. As an important property, blind algorithms do not 
necessarily make assumptions about underlying signal conditions whereas in trained 
algorithms possible mismatches between training data and processed input cause problems 
and errors in segmentation, e.g., due to changes in background noise conditions or 
microphone properties. Blind methods also provide a valuable tool for investigating speech 
from a basic level such as phonetic research, they are language independent, and they can 
be used as a processing step in self-learning agents attempting to make sense of sensory 
input where externally supplied linguistic knowledge cannot be used (e.g., Räsänen & 
Driesen, 2009; Räsänen et al., 2008). 
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This paper introduces a novel method for blind phonetic segmentation of speech that 
utilizes novel non-linear filtering methods and a short-term FFT representation of signal 
spectra. The method is compared to existing methods reported in literature and is shown to 
achieve a very similar level of performance despite the large methodological differences. A 
careful analysis of errors occurring in the segmentation is performed, shedding light to the 
question why all blind algorithms fall short of ideal segmentation performance in a similar 
manner. 

2. A novel methodological approach to segmentation 
The algorithm is based on the assumption that phonetically meaningful units are manifested 
as spectrally coherent, relatively steady stretches of a speech signal. To divide a speech 
signal into non-overlapping units, a segmentation algorithm needs to utilize parameters 
with specific distance metrics to estimate the similarity or changes in the signal’s spectral 
content. The algorithm introduced here utilizes temporally integrated cross-correlation 
distances of feature vectors. In the basic version of the algorithm, features are produced by 
the Fourier transform from speech segments provided by short-term windowing. The 
straightforward use of FFT coefficients instead of many other possible parametric choices 
(e.g., MFCC or PLP) was motivated by preliminary findings made during in-house vowel-
classification experiments under extremely noisy conditions. The computational simplicity 
of the FFT was also an influencing factor. In order to compare the effects of auditory 
modeling to a pure FFT representation, the use of MFCCs was tested and is reported in 
section 3.5. 
In contrast to many prevailing approaches (e.g., Almpanidis & Kotropoulos, 2008; Aversano 
et al., 2001; Estevan et al., 2007), the FFT analysis is performed in a short (6 ms Hamming) 
window with a small window shift (2 ms) in order to detect the location of the main vocal 
tract excitation (after the glottal closure) for voiced sounds. These window locations provide 
high energy with sharp formants (good spectral contrast), which further improves the 
detection of formant movements at the segment boundaries as well as the noise robustness 
of the process. A short window also reduces the smoothing effect of formant frequency 
modulation during pitch periods and removes the unwanted influence of the fundamental 
frequency from the features. 
The incoming speech signal is first pre-emphasized with a 2nd order FIR filter: 

 0 1 2[ ] [ ] [ 1] [ 2]y n b x n b x n b x n      (1) 

where values b0 = 0.3426, b1 = 0.4945 and b2 = -0.64 are used according to (Nossair et al., 
1995) in order to set the formants to an approximately equal amplitude level. The signal is 
then windowed with a 6 ms Hamming window and shifted by 2 ms steps. The linear-scale 
absolute value FFT is then calculated from these 96 samples in the window to create a 
spectral representation at each frame location, yielding a total of 48 coefficients for 16 kHz 
signals. The short-term energy (STE) of each 2 ms frame is also stored for further use.  The 
FFT coefficients in each frame are then divided by the mean of their values within the frame 
and all coefficients are compressed using a hyperbolic tangent mapping in order to simulate 
the non-linear sensitivity of human hearing: 

 [ ] tanh( [ ])f m f m    (2) 
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where  = 0.45 and f[m,c] is the c’th coefficient at time m. 
Once the entire signal has been transformed, a cross-correlation matrix C is calculated from 
the frames, i.e., each element C(m1,m2) indicates the cross-correlation of feature vectors at 
time m1 and m2: 

 1 2
1 2

1 2

( ) ( )( , )
( ) ( )

f m f m
C m m

f m f m

 


 
 (3) 

Now the diagonal of the correlation matrix can be considered as the linear time axis that 
runs through the signal, i.e., from the top-left towards the bottom-right. 
 

 
Fig. 1. Part of the correlation-matrix with a superimposed 2D-filter moving along the 
diagonal. The area under the square at time m corresponds to a[m] and the area under the 
triangles corresponds to b[m]. Signal frame indices are marked on both axes. 

A special 2D-filter is applied to the correlation matrix that is composed of one square region 
a[m] of size d1 x d1 with its top-right corner placed against the diagonal, as well as two 
identical triangles b[m] with side lengths of d2 where each hypotenuse is placed next to the 
diagonal (refer to fig. 1). As the filter moves downwards along the diagonal, the sum of the 
cross-correlation matrix elements under the triangles b[m] is subtracted from the sum of the 
elements under the square a[m] at each time step. 

 [ ] [ ] [ ]s m a m b m   (4) 

This produces a representation s[m] of the speech signal where large negative peaks reflect 
significant spectral changes and thus indicate potential segment boundary locations, refer to 
fig. 2. The resolving capability of s[m] can be adjusted by varying the parameters d1 and d2, 
which is, in the end, basically a trade-off between the temporal accuracy and boundary 
detection reliability. 
Signal s[m] can be noisy especially when using small values of d1 and d2 and often results in 
an overly detailed analysis. The application of a so-called minmax-filter is therefore 
warranted to refine the representation (the minmax-filter is a conceptual modification of the 
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well known maxmin-filter). As the filter passes through the signal, at each point it takes nmm 
subsequent samples from s[m] and determines the maximum vmax and minimum vmin values of 
this sliding window subvector. The difference of this method compared to common maxmin-
filtering is that the filter produces the difference dmax=vmax-vmin as an output at the point where 
the minimum value was located instead of the center of the time window (note that deep 
valleys in s[m] indicate the location of segment boundary candidates). The filtering removes 
small fluctuations and retains only the largest (local) changes in the signal s[m] at the points of 
local minima. The following pseudo-code describes the functionality of the filter: 

 
max

max

max( [ : ]) min( [ : ])
_ (min( [ : ]))

[ ]

mm mm

mm

d s m m n s m m n
I find index s m m n
s m I d

   
 
  

 (5) 

 
Fig. 2. Signal s[m] produced by the sliding 2D-filter of figure 1. Valleys indicate potential 
segment boundary locations. 

As a result of filtering, signal s’[m] is obtained, refer to fig. 3, in which the estimated 
segment boundary locations are now represented as easily identifiable positive peaks. Peak 
heights are normalized to a scalar value ranging from 0 to 1 to provide a probability 
classification for each boundary: the higher the peak, the larger the local change in the 
spectral properties, and the more probable it is that a phone transition has occurred. 
 

 
Fig. 3. s’[m] generated by minmax-filtering of s[m]. 
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Another special operation that mimics a form of temporal masking is applied to the 
representation s’[m] to ensure that only the most prominent points of change are reported. 
For example, in the case of long spectral transitions between two adjacent phones, or due to 
non-correlating noise, several peaks may appear very close to one other. The inclusion of 
multiple points of change from several nearby frames is prevented by the following 
procedure: the distance between each peak in s’[m] that crosses a manually chosen threshold 
level pmin is calculated. If two or more peaks are closer than td to each other, the probability 
ratings of the peaks are compared. Only the most probable (highest) peak is retained, while 
its location is slightly adjusted towards the removed peak(s). The new location is situated 
between the old peaks and directly proportional to the ratio of probability ratings of the 
peaks in the region. As a result, a further refined sr[m] is obtained. 
In theory, a list of detected segments can now be created by choosing all the peaks that 
exceed the minimum peak probability threshold pmin. In practice however, this leads to 
splitting of the silent or quiet sections of the signal into several small segments. This can be 
avoided by comparing the energy of the original signal at each peak location to a minimum 
energy threshold emin before a final decision is made. In terms of different energy 
thresholding mechanisms that were studied, the optimal results were obtained by using the 
mean energy value from –8 ms to +30 ms around the estimated boundary location for 
comparison to a fixed threshold, which was set to +6 dB from the minimum signal level. 
This asymmetry resembles the temporal masking effect present in hearing, in which 
effective backward masking is limited to approximately –10 ms whereas forward masking 
extends to a much longer time period (see page 78 in Zwicker & Fastl, 1999). All peaks 
exceeding the silence threshold are used as segmentation output. Figure 4 shows a 
schematic overview of the algorithm. 
 

 
Fig. 4. Block diagram of the segmentation algorithm showing subsequent processing 
steps.  

3. Experiments 
The aim of the experiments was to obtain a good understanding of the overall performance 
of the algorithm so that it could be compared to earlier results found in other publications 
related to blind segmentation. Furthermore, determining the general effects of different 
parameters on segmentation results was desired. The results are presented for both genders 
separately in order to analyze whether gender specific differences exist, and a comparison of 
the obtained results to those found in existing literature is made. Additionally, noise 
robustness is evaluated. These results, with a brief analysis of the underlying statistics, will 
be covered in this section. 
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3.1 Evaluation measures 
In order to evaluate segmentation quality, it is necessary to have a reference to which the 
output of the algorithm is compared.  Since many well-known speech corpora are provided 
with a manual annotation, including TIMIT and our in-house Finnish speech corpus, a 
comparison to annotated segment boundaries was chosen as the primary evaluation metric. 
While manual segmentation is prone to the variability present in individual judgments, it is 
often considered as a reliable baseline for quality if it is carefully produced (Wesenick & 
Kipp, 1996). In addition, manual inspection of the segmentation output was performed in 
several phases of development and testing, yielding a more detailed insight into the 
phonetic details of the underlying signal in relation to the behavior of the algorithm. 
A standard way to measure hits and misses in the literature is to detect whether the 
segmentation algorithm produces a segment boundary within a ±20 ms window (search 
region) centered around each reference boundary (Almpanidis & Kotropoulos, 2008; 
Aversano et al., 2001; Estevan et al., 2007; Kim & Conkie, 2002; Sarkar & Sreenivas, 2005; 
Scharenborg et al., 2007; Sjölander, 2003). If overlapping search regions exist, that is, 
adjacent regions with their reference boundaries are closer than 40 ms to each other, then the 
regions are asymmetrically shrunk to divide the space between two reference boundaries 
into two equal-width halves (see Räsänen et al., 2009). This will prevent ambiguous 
situations associated with overlapping search regions. Now each region can be searched for 
algorithmically generated boundaries: a boundary within a search region is considered as a 
hit and all additional boundaries within the same search region are counted as insertions. 
Empty regions are the source of deletions (or misses). Using this approach, the total number 
of hits Nhit, detected boundaries Nf, and reference boundaries Nref  are computed over the 
entire test material in order to derive the measures defined in table 1. 
Overall segmentation accuracy is defined in terms of hit rate (HR). For some finite section 
of speech let Nhit be the number of boundaries correctly detected and Nref be the total 
number of boundaries in the reference. HR can then be calculated using equation 6 in 
table 1 (Aversano et al., 2001). HR is inversely proportional to the miss (or error) rate, 
which is also sometimes used to indicate segmentation accuracy.  Another central 
measure, especially in the case of blind methods, is the over-segmentation (OS) rate (7), 
which can be obtained if the total number of algorithmically produced boundaries Nf is 
included in the analysis (Petek et al., 1996). Different authors have used varying symbols 
for the above measures, originating from, e.g., signal detection theory. However, they 
have been found non-descriptive and are therefore replaced in this work by the new 
symbols HR and OS. 
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Table 1. Standard quality measures used to evaluate segmentation 
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Precision (8) describes the likelihood of how often the algorithm identifies a correct 
boundary whenever a boundary is detected. Recall (9) is the same as HR (6) but without 
scaling to a percentage. In order to describe the overall quality of the segmentation with a 
single scalar between 0 and 1, the F-value can be computed from precision and recall 
(Ajmera et al., 2004). However, it has been shown that the F-value is not sensitive to so-
called stochastic over-segmentation, where the hit rate of the algorithm can be increased by 
allowing higher levels of over-segmentation while the algorithm is actually producing new 
boundaries at random locations without any true reference to the underlying signal 
(Räsänen et al., 2009). A quality measure called R-value has been proposed to overcome this 
problem (Räsänen et al., 2009), and was therefore utilized in the evaluation process as a 
main criterion of quality, although the other quality measures are also reported for 
comparison. The R-value measures the distance between the current point of operation and 
the ideal performance (100% HR, 0% OS) in the HR/OS-plane (12), and the distance 
between the current point of operation and the case where the number of insertions is zero 
(12). These distances r1 and r2 are combined into a single scalar value between 0 and 1 
according to (13), with unity indicating ideal performance. 

 2 2
1 (100 ) ( )r HR OS    (11) 

 2
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2
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Some authors also compute insertion rates (Cherniz et al., 2007) or ROC curves based on the 
ratio of insertions and total number of frames in the system (Esposito & Aversano, 2005). 
However, we find this type of methodology problematic since the number of frames is 
directly affected by the window step size, whereas the number of insertions and hits are not 
greatly affected since the temporal parameters (e.g., masking distance) are defined in 
temporal units (seconds) instead of number of frames. For example, changing the step size 
from 2 ms to 1 ms would basically halve the number of insertions per frame, providing very 
little information about the performance of the algorithm itself. 

3.2 Material 
The segmentation algorithm was tested on clean speech using the TIMIT speech corpus 
covering several American-English dialects. Additionally, a set of experiments was 
conducted using Finnish speech from a smaller and speaker-limited in-house corpus to 
detect possible language dependencies. The Finnish speech consisted of two male speakers 
each uttering 81 sentences of read speech, each sentence containing 28 phones on average. 
The sentences had been phonetically designed so that all of the naturally occurring diphones 
in Finnish were covered. A single phonetician then carefully segmented and labeled this 
material manually to produce about 4500 phones in total as well as 1680 segments (e.g., 
closures and releases indicated separately). 

3.3 Results 
Table 2 contains the evaluation results for the TIMIT test set using settings that provide 
optimal performance in terms of R-value (see section 3.4 for parameter dependencies). The 
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full test set (560 female and 1120 male sentences) was used, containing utterances from a 
total of 168 different speakers. A hit rate of 71.9% with -6.9% over-segmentation was 
obtained as a mean for both genders. The results also show that the results from both 
genders are nearly similar, the performance on female data being slightly higher (table 2).  
 

gender HR (%) OS (%) F-value R-value 

female 72.84 -7.9 0.78 0.79 

male 71.37 -6.4 0.76 0.77 

male+female 71.9 -6.9 0.76 0.78 

Table 2. Segmentation results for the TIMIT test set. 

The reader should note that by accepting higher values of over-segmentation (something 
that is not always desirable), higher hit rates are possible. The most straightforward 
manner to increase the over-segmentation level of the described algorithm is to adjust the 
length of the minmax-filter and the probability threshold pmin of the peak detector. Table 3 
shows the results for the entire test set of TIMIT at an over-segmentation level of 54.3%. 
Although the overall HR has now increased notably, a large degradation of the R-value 
(and a relatively smaller degradation of the F-value) reflects the fact that this is simply 
due to an extremely high number of produced segment boundaries that start to hit search 
regions by chance. 
 

gender HR (%) OS (%) F-value R-value 

male+female 85.5 54.3 0.69 0.48 

Table 3. Segmentation results for the TIMIT test set at a higher level of over-segmentation 
(male and female combined). 

In general, the obtained results are well in line with the other results reported in literature 
regarding blind segmentation algorithms (table 4). More importantly, it seems that different 
blind algorithms achieve very similar levels of accuracy in terms of F- and R-values despite 
their methodological differences. The algorithm by Estevan et al. (2007) seems to obtain the 
highest R-values, but since we did not implement all of the algorithms shown in the table, it 
is impossible to conclude anything due to the fact that the differences in accuracy are of the 
same scale as the possible deviations in quality measures caused by ambiguities in 
evaluation methods (see Räsänen et al., 2009). The similarity of results is a topic that shall be 
returned to in the discussion section. 
For the Finnish in-house corpus, the speech of two male speakers was automatically 
segmented independently to gain insight to both a) single speaker dependency, and b) the 
difference between rather swiftly spoken English material compared to very carefully 
articulated Finnish speech. The algorithm achieved 73.1% and 74.0% hit rates with over-
segmentation values of 1.4% and -1.4% (F = 0.73, R = 0.77, and F = 0.75, R = 0.78, 
respectively) for the two Finnish speakers using the same parameters as in the TIMIT 
tests. These findings support the language and gender independency supposition of the 
algorithm and verify that excessive parameter tweaking is not necessary between 
languages.  
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Algorithm HR (%) OS (%) F-value R-value 
Räsänen et al. (2009, this paper) 71.9 -6.90 0.76 0.78 
Almpanidis and Kotropoulos (2008) 80.72 11.31 0.76 0.78 

Aversano et al. (2001) 73.58 0.00 0.74 0.77 

Esposito and Aversano (2005) 79.30 9.00 0.76 0.78 

Estevan et al. (2007) 76.00 0.00 0.76 0.80 

Table 4. Blind segmentation results on TIMIT from different authors. 

3.4 Parameter dependency 
In order to determine the impact of each parameter on overall performance in the described 
algorithm, parameters were adjusted and tested independently. Data used in the 
experiments were a randomly chosen subset of the TIMIT test set (N = 200 utterances), a set 
size considered sufficiently large to describe the behavior of the quality measures as a 
function of the parameter values. The most important parameters controlling the 
algorithm’s behavior were the length nmm of the minmax-filter, the peak masking distance td, 
and the boundary probability threshold pmin. 
First it was verified that the FFT window length of 96 samples leads to the best performance 
(this corresponds to 6 ms at a 16 kHz sampling rate). As the purpose was to perform an FFT-
analysis in which the window location regularly matches the location of the maximum 
energy of pitch periods  (see section 2), this 6 ms window approximately satisfies the 
condition for both male and female speakers. Since the performance degraded for smaller 
and larger window sizes, the window length was fixed to 6 ms for the remaining parameter 
experiments. 
During the development of the algorithm it was observed that the length nmm of the 
minmax-filter, the threshold pmin, and the masking distance td of the final peak selector, were 
the most dominating parameters in the performance of the algorithm. As for nmm, the value 
is mainly a tradeoff between over-segmentation and hit-rate, where approximately nmm = 34 
frames (68 ms) was used in most of the tests to produce approximately OS = 0% for the 
entire TIMIT test material (note that the parameter experiments were performed with a 
subset of the test section and led to slightly different results due to a reduced set size). In the 
experiments it was observed that while the length nmm controls the tradeoff between OS and 
HR, the F- and R-values are not greatly affected by these changes when OS levels are low. 
On the contrary, the peak selection threshold value pmin has a more dramatic effect on the F 
value. This is an expected result since it resembles the probability threshold for boundary 
detection: as more probable peaks are chosen, the obtained precision improves. However, 
when using higher values of pmin the algorithm starts to miss less probable boundaries (in 
terms of the algorithm), decreasing the recall. 
For masking distance td, an optimal point can be found in the proximity of td = 25 ms. This is 
a reasonable result since the rate of articulation in normal speech rarely exceeds four phones 
per 100 ms. There are still, e.g., some very short plosives that may exhibit bursts shorter than 
20 ms, resulting in a decreased HR with longer masking distances than burst durations. On 
the other hand, by using values of tens of milliseconds, segmenting longer bursts into 
several small segments is avoided since the cross-correlation of the spectral coefficients may 
vary considerably within such variable transitions.  
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Fig. 5. Effects of different parameter values on segmentation results tested independently of 
each other. Parameter ranges are nmm = 20-100 ms, td = 5-45 ms, ws = 1-3 ms and pmin = 0.02-
0.1. Adjustment of the values changes the trade-off balance between hit-rate and over-
segmentation, but the slope decreases as the value of over-segmentation increases. 

To summarize, it was noted that most parameters control the tradeoff between over-
segmentation and hit rate in a parallel fashion, while no parameter alone has a clear impact 
on improving the results (see fig. 5). Also, since many of the parameters are complementary, 
there are many possible combinations that achieve very similar results. Each value of choice 
for a parameter limits the maximum hit-rate by some amount in order to keep the over-
segmentation at a reasonable level. It is possible to achieve much higher hit-rates by 
allowing over-segmentation to grow to very high values (see table 2). However, a large 
number of insertions is not usually desirable if the goal is to perform phonetic segmentation.  
It should be noted that once the parameters were set, the algorithm performed equally well 
for both genders and also for English and Finnish speech without any need for language 
specific optimization. 

3.5 FFT versus MFCC in noise 
While the FFT spectrum is a straightforward choice for use in algorithms for segment 
boundary detection, more popular alternative methods to describe spectral information also 
exist. One well-established choice in the field of speech processing is to use a parametric 
representation called Mel-frequency cepstral coefficients (MFCC) to obtain a simple auditory 
representation of the spectrum. To determine whether MFCCs enhance the performance of the 
segmentation algorithm when compared to the FFT, comparison tests were carried out. The 
first 20 static cepstral coefficients (ignoring the zeroth one) were chosen to represent the speech 
signal, since a further increase in their number did not yield any improvements. 
Tests showed that the application of MFCCs to a 10 ms Hamming window with 2 ms steps 
led to optimal results in terms of windowing properties. Further increases in window size 
led to blurred temporal accuracy and therefore missed boundaries. Very similar results, as 
compared to the FFT, were obtained with noise-free signals, and led to values of HR = 
74.7%, OS = 1.1% (F = 0.74, R = 0.78).  
White noise and babble noise robustness of these two representations were tested with a 
subset of the TIMIT corpus by introducing additive white noise and babble noise to the 
original signals. The babble noise was generated from TIMIT data by summing together 
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speech signals from five different speakers speaking different utterances. Figure 6 displays 
the behavior of the R-value as a function of SNR. A decrease in SNR in the white noise 
condition leads to a small increase in the hit-rate with the FFT, but since this also starts to 
increase the over-segmentation level, the overall R-value drops dramatically. The hit-rate 
increase is explained as an increase in unintentional hits to the search regions due to 
increased OS (see Räsänen et al., 2009). MFCC segmentation preserves a much more 
conservative OS-rate at reasonable white noise levels when compared to the FFT. 
 

 
Fig. 6. The effects of white and babble noise on FFT and MFCC representations. FFT is 
shown with dashed lines and MFCC with solid lines. Circles denote white noise and squares 
babble noise.  

In the case of babble noise, the difference between MFCC and FFT representations is very 
small. Over-segmentation at a near zero SNR level is more than 10% lower with babble noise 
when compared to the white noise situation, yielding much higher R-values. This is slightly 
surprising, since babble noise has its energy and spectral transients concentrated at the same 
frequency bands as the test signals.  
The overall conclusion from comparing FFT and MFCC representations is that the difference 
is small, but MFCC seems to behave in a more stable manner especially when there is noise 
at the higher frequencies (e.g., white noise). This is due to the reduced spectral resolution of 
the MFCC’s at the higher frequencies. With more natural babble noise, this difference is 
diminished. 

4. Segmentation error analysis 
4.1 Phone class-specific accuracies 
Boundaries that automatic segmentation fails to detect are highly dependent on the 
underlying phonetic content. Some phone transitions are easy to detect due to sudden 
changes in the spectrum, whereas, e.g., glides and liquids may be more difficult to separate 
from their neighboring phones. In order to understand why and how the algorithm differs 
from manually produced references in the evaluated material, segmentation accuracy was 
estimated separately for each possible type of diphone transition defined in the reference 
annotation. Evaluation was performed using the FFT signal representation and TIMIT test 
set, yielding overall performances as reported in table 4. In order to capture an overview of 
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the performance and to reduce sparseness of diphone data in TIMIT, the 62 ARPABET 
phone classes used in TIMIT annotation were grouped into 7 larger phone classes according 
to Hasegawa-Johnson (2009). 
 
  TO  

  Tense 
vowels 

Lax 
vowels 

Glides 
and 

liquids 
Nasals Fricatives Stops and 

affricates Closures Mean 

FR
O

M
 

Tense vowels 48.6 25.4 44.5 85.2 94.8 N/A 65.5 60.7 

Lax vowels 80.0 17.1 37.0 82.4 89.7 N/A 76.3 63.8 

Glides and liquids 52.7 45.4 56.8 79.8 91.3 N/A 63.5 64.9 

Nasals 91.0 82.8 69.3 51.9 86.6 89.7 56.5 75.4 

Fricatives 87.8 82.1 88.4 90.5 68.1 N/A 83.7 83.4 

Stops and affricates 58.1 64.5 70.8 87.1 44.6 N/A 72.6 66.3 

Closures 45.1 34.7 58.2 73.8 77.3 80.3 55.6 60.7 

 Mean 66.2 50.3 60.7 78.7 78.9 85.0 67.7 68.8 

Table 5. Segmentation accuracy (%) for diphone transitions. Rows indicate the preceding 
phone while columns indicate the posterior phone of each pair. Pairs with less than 5 
occurrences are excluded from the statistics. 

As can be seen from table 5, there are extensive differences in accuracy between different 
diphone transitions. Especially problematic are across-class transitions between closures and 
vowels, vowels and glides, and stops and fricatives. This is understandable due to the 
spectral similarities of the phones in these pairs.  Many sound classes also have very 
different segmentation accuracies depending on their relative position in the diphone. This 
is partly due to the fact that language specific structures impose constraints regarding which 
phones can precede or follow the current one. This yields different pre- and post-phone 
distributions for each single phone class, which is not seen in the table since it contains 
averaged results over entire phone groups. Another affecting factor is coarticulation that 
causes the segments to lose some of their spectral contrast.  
Figure 7 shows histograms of segment output deviations from reference boundaries. This 
type of presentation reveals that transitions between spectrally contrasting segments lead 
to sharp distributions around, or near to, zero deviations, whereas similar speech sounds 
(e.g., transitions inside a phone group, the diagonals in figures and tables) have very 
broad distributions and low accuracies. Distributions of the majority of well-detected 
transitions are unimodal and fit well inside the ±20 ms time window used as an 
evaluation criterion. 
The overall distribution of all correctly detected segment boundaries relative to the reference 
fits well with a normal distribution with a mean of zero and variance of approximately n2 = 
0.12. This shows that approximately 35% of the boundaries would be located outside the 
search region if the deviation threshold was changed from 20 ms to 10 ms. This provides 
support for the convention of the ±20 ms deviation allowance that is typically found in 
literature (Almpanidis & Kotropoulos, 2008; Aversano et al., 2001; Estevan et al., 2007; Kim 
& Conkie, 2002; Sarkar & Sreenivas, 2005; Scharenborg et al., 2007; Sjölander, 2003), since the 
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algorithm reacts very systematically to changes in the signal in a time window of this size 
but rarely at larger distances. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 7. Segmentation accuracy for phone classes found in Table 5 shown as temporal error 
distributions (seconds). Error is defined as the distance (in seconds) between produced 
segment boundaries and reference annotation (male + female speakers). 1: Tense vowels, 2: 
lax vowels, 3: glides and liquids, 4: nasals, 5: fricatives, 6: stops and affricates, 7: closures.  
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  TO 

  
Tense 

vowels 
Lax 

vowels 

Glides 
and 

liquids
Nasals Fricatives Stops and 

affricates Closures 

FR
O

M
 

Tense vowels 4.2 2.1 -0.5 -3.6 0.2 N/A -4.9 
Lax vowels -25.0 -14.3 9.7 -1.8 -1.1 N/A -2.4 
Glides and 
liquids -0.5 0.4 -2.2 -10.7 -3.1 N/A -7.4 

Nasals -5.4 -7.5 4.6 11.3 1.4 -4.9 1.4 
Fricatives -4.3 -1.1 -6.5 0.9 1.1 N/A -3.4 
Stops and 
affricates -9.5 -4.4 -1.4 3.1 -1.4 N/A -1.8 

Closures 2.9 6.1 -1.5 -4.8 -5.6 2.3 -7.8 

Table 6. Segmentation accuracy difference (%) between male and female speakers (positive 
value = male performance better, negative value = female performance better).  

Accuracy differences for phone transitions between male and female speakers were also 
estimated using the FFT representation (table 6). The differences in accuracy show that some 
transitions (e.g., from lax vowels to tense vowels and between lax vowels) are significantly 
more accurately detected in female speech, whereas some others (e.g., nasal-to-nasal and lax 
vowel-to-glide) transitions are more readily detected in male speech. The reason for such 
differences is not clear, but they may arise from cross-gender differences in the anatomy of 
the vocal apparatus. The role of very short-term windowing in FFT may also have an 
impact, since the ratio of window length and one pitch period is different for the two 
genders. 
Phone specific performance was also studied between the FFT and MFCC. It was 
determined that these two representations produce different results for some phone 
categories. The FFT segmentation performs especially well on fricatives, stops and affricates, 
whereas MFCC is more sensitive to vowels, glides and liquids. The FFT based segmentation 
seems to be much more accurate for the beginnings of stops and affricates (+14% compared 
to MFCC; e.g., [bcl]-[b]) whereas MFCC exhibits slightly more accuracy with post-phone 
transitions of the same phone classes (e.g., from [b] to [a]). These differences are somewhat 
expected, as the FFT has a high resolution also at the higher frequencies  (fricatives and 
quick transitions, e.g., bursts) whereas Mel-filtering weights the low frequency range more. 
Despite the differences noted for different speech sound categories, both spectral 
representations end up exhibiting very similar results for overall segmentation accuracy (see 
section 3.3). 

4.2 Inspection of problematic segments 
As the detection of some vowel transitions is problematic for the algorithm, further studies 
were made to gain a deeper insight into these cases. Figure 8 illustrates an example of why it 
may not be possible to achieve extremely high accuracies with bottom-up approaches in 
general. In this example the word “water” is spoken by a female speaker: the time waveform 
is shown in the top pane while the linear-frequency spectrogram is shown below. The 
manually determined boundaries for phone [ao]’s transitions are indicated by dashed lines. 
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The segmentation algorithm is able to detect the [ao]-[dx] transition while the [w]-[ao] 
transition remains undetected, causing a deletion to be registered. There is no noticeable 
change in the spectrum, waveform, pitch, or even in signal energy, so the only possible way 
to place a boundary at such a location would be based on perceptual judgment. An 
automatic algorithm using such features, and working in a bottom-up manner, probably 
cannot detect such types of changes in speech. 
There are also onsets of phones that do not contain sudden spectral changes but their 
waveform shape changes radically when compared to that of their neighbors. One such 
phone that is especially difficult for the present algorithm to detect is the pharyngeal 
fricative [q], which often contains a similar formant structure to the preceding vowel but 
where pitch and signal energy suddenly drop causing a perceptually creaky voice. These 
changes can be seen in the waveform as areas of significantly decreased amplitude and 
shifted phase. One example of this situation can be seen in figure 9 where a transition is 
occurring at the end of the word “misquote” and leading into “was”. These types of deletions 
could be avoided by including a supplementary module with the algorithm that could track, 
e.g., changes in the waveform shape, pitch, or phase of the speech signal.  
 
 
 

 
 
 
Fig. 8. A partial waveform for the word “water” spoken by a female speaker as well as a 
related spectral representation that includes F0 (upper line) and energy contours (lower 
line). Dashed lines indicate reference phone boundaries. The [w]-[ao] transition boundary is 
practically impossible to detect with the bottom-up segmentation algorithm described in 
this paper due to lack of changes in the feature space. Images were created using Praat 
software.  
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Fig. 9. The transition from [ow] to pharyngeal fricative [q] at the end of the word “misquote” 
and also from [q] to [w] in the beginning of word “water” are difficult to detect using 
spectral analysis, while changes in waveform shape are easily perceived visually.  

Another general characteristic difference between the algorithm’s output and the reference 
annotations can be found at the endings of speech signals: it is often difficult to determine 
where the final phone ends, and very often the perceptual ending (and annotated boundary) 
takes place earlier, while the spectrum of the breathy ending keeps fading away for a 
moment longer. As the algorithm reacts most prominently to the point where there is a 
structural discontinuity point in the spectrum (i.e., the signal changes from a correlating 
formant structure to a silence), it places a boundary where the spectrum of the exhalation 
finally fades to a non-existent level. This effect was observed with both English and Finnish 
data. 
The implicit assumption underlying this work is that “optimal” automatic segmentation 
of continuous speech should lead to results where preferably only one phone occupies 
one segment. However, there seems to be a large number of cases where effective 
segmentation of continuous speech to phonetic units is difficult using blind bottom-up 
approaches. For some transitions, the changes in the features representing the signal may 
be gradual (e.g., in diphthongs) or almost non-existent (fig. 8), although a human listener 
still perceives a change from one articulatory position to another due to learned 
distinctions. In some other cases, like at the endings of the signals, the points of change 
simply cannot be unanimously defined. Real speech also contains situations where 
phones are spectrally split into two or more "subphones". This occurs, e.g., when an oral 
vowel is nasalized or a nasalized vowel is "oralized" causing rapid spectral changes to 
occur at first formant as well as nasal formant locations. Another example of this type of 
splitting is a liquid or a fricative situated between front and back vowels or some other 
changing phonetic context. This type of phenomena may cause the first part of such a 
segment to differ considerably from its remainder.  
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Thus, the implicit assumption behind the chosen segmentation methodology and the 
preferred goal is partially conflicting with the natural operation of articulatory mechanisms. 
Spectral change alone is not a sufficient cue for phone segment boundaries since some intra-
segmental changes can be larger than some transitions from one phone class to another. This 
leads to an inevitable tradeoff between segmentation accuracy and over-segmentation. If 
more comprehensive blind phone-segmentation is required then problematic cases should 
be studied in more detail in order to handle them in a correct and language-universal 
manner. This question is left as a topic for further studies. 

5. Conclusions 
This paper introduced a novel blind speech segmentation algorithm that utilizes the cross-
correlations of adjacent spectral representations of the signal. Local changes in the spectrum 
are detected using a two-dimensional filter on the cross-correlation matrix. Output from the 
filter is then reduced using a non-linear minmax-filtering technique, and finally a temporal 
masking operation is applied to the detected signal changes. The results obtained by this 
algorithm are comparable to those found in literature (Almpanidis & Kotropoulos, 2008; 
Aversano et al., 2001; Esposito & Aversano, 2005; Estevan et al., 2007; Scharenborg et al., 
2007). The performed experiments also give support for the language and gender 
independency of the algorithm, although further evaluation on several other languages 
would be required to confirm this.  
Experiments from several authors seem to indicate that a maximum level of segmentation 
accuracy with a purely bottom-up approach is already being achieved and falls below 
available HMM-solutions in terms of reference evaluation. The results reported by 
Almpanidis and Kotropoulos (2008), Aversano et al. (2001), Esposito and Aversano (2005), 
and Estevan et al. (2007) all produce very similar results for the TIMIT corpus material 
while using totally different approaches for phone segmentation - a striking discovery 
already noted briefly by Estevan et al. (2007). Interestingly enough, the algorithm 
introduced in this paper also achieves a very similar level of accuracy with yet another 
methodological approach. The observed asymptotic behavior from these five different 
methods may indicate that further improvements may not be possible without 
introducing linguistic or contextual knowledge, even when working in noise-free 
conditions. Analyzing the instantaneous properties of speech signals systematically falls 
short of ideal performance.  
More evidence for the suggested accuracy ‘limit’ existing in the bottom-up approaches can be 
found by analyzing the results of Cherniz et al. (2007), who attempted to improve the 
algorithm presented by Esposito & Aversano (2005) by replacing the original Melbank signal 
representation with continuous multiresolution entropy (CME) and continuous 
multiresolution divergence (CMD). Although the use of CMD had a statistically significant 
effect by lowering the number of insertions (from OS = 16.61% to OS = 13.87%), the number of 
detected boundaries did not change significantly (Pr( < ref) > 80.57%) despite employing 
totally different parametric representations. Similarly, here we have studied the use of FFT and 
MFCC in the blind segmentation task and showed that already the simple short-time FFT 
leads to comparable segmentation accuracy with the MFCCs (R = 0.78). One may ask whether 
part of the observed inaccuracies would result from the variability of the underlying reference 
annotation. However, the role of manual biases in overall performance should be small if ±20 
ms search regions are used for evaluation (see Wesenick & Kipp, 1996, for reliability of manual 
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transcriptions). The boundary deviation distributions obtained in this study also support the 
suitability of the standard ±20 ms search regions used in evaluation. 
Based on the given evidence and work already performed in the field of blind segmentation, 
we hypothesize that it is extremely difficult to construct a blind algorithm that analyzes the 
local properties of speech with universal decision parameters that could achieve notably 
higher segmentation accuracies than those already developed and reported in the cited 
literature and in this paper. In practice this would mean that grossly 70-80% of phone 
boundaries can be automatically and reliably detected and pinpointed in time by tracking 
changes in spectrotemporal features extracted from speech. The remaining 20-30% seem to 
be defined by changes that are too small to be detected unless the system really knows what 
type of signal changes it should look for in a given context. This may be the price that has to 
be paid with algorithms that do not learn from data or utilize expert knowledge from 
proficient language users. 
Finally, it should also be kept in mind that perfectly matching reference boundaries is not 
(always) the ultimate goal of speech segmentation. In the end, the purpose of the 
segmentation algorithm depends on the entire speech processing system in which it is 
implemented, and the most important evaluation method would be then to observe and 
measure the functionality of the system in its entirety. 
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1. Introduction 
Automatic Speech Recognition (ASR) in the presence of environmental noise is still a hard 
problem to tackle in speech science (Ng et al., 2000). Another problem well described in the 
literature is the one concerned with elderly speech production. Studies (Helfrich, 1979) have 
shown evidence of a slower speech rate, more breaks, more speech errors and a humbled 
volume of speech, when comparing elderly with teenagers or adults speech, on an acoustic 
level. This fact makes elderly speech hard to recognize, using currently available stochastic 
based ASR technology. To tackle these two problems in the context of ASR for Human-
Computer Interaction, a novel Silent Speech Interface (SSI) in European Portuguese (EP) is 
envisioned.  
A SSI performs ASR in the absence of an intelligible acoustic signal and can be used as a 
human-computer interface (HCI) modality in high-background-noise environments such as, 
living rooms, or in aiding speech-impaired individuals such as elderly persons (Denby et al., 
2010). By acquiring sensor data from elements of the human speech production process – 
from glottal and articulators activity, their neural pathways or the brain itself – an SSI 
produces an alternative digital representation of speech, which can be recognized and 
interpreted as data, synthesized directly or routed into a communications network.  
The aim of this work, is to identify possible multimodal solutions that address the issues 
raised by adapting existing work on SSIs to a new language. For that motive, a brief state-of- 
the-art review including current SSI techniques, along with the EP language characteristics 
that have implications in the capabilities of the different techniques, is provided.  The work 
here presented, describes an initial effort in developing a SSI HCI modality which targets all 
users (universal HCI) including elderly, for EP. This SSI will then be used as a HCI modality 
to interact with computing systems and smartphones, respectively, in indoor home 
scenarios and mobility environments. This paper focuses on the approaches of Visual 
Speech Recognition (VSR) and Acoustic Doppler Sensors (ADS) for speech recognition, 
evaluating novel methodologies in order to cope with EP language characteristics. The work 
here presented describes the initial stage of a novel approach to VSR based on feature 
tracking using the FIRST algorithm for information extraction. FIRST stands for Feature 
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Invariant to Rotation and Scale Transform and has been successfully applied to other areas 
of research (Bastos & Dias, 2008). Regarding the Doppler approach, several examples of this 
technique are presented for the first time for EP, analyzing important language 
characteristics such as, nasality. 
This paper is structured as follows: next section presents a brief critical review of the state-of-
the-art, updating and complementing in depth recent reviews regarding SSIs (Denby et al., 
2010); sections 3 and 4 provide a state-of-the art background for the two selected approaches – 
VSR and ADS ; in section 5 several alternative approaches are described; section 6 discusses 
the specificities of EP and how these relate to SSI; section 7 presents two experiments aiming at 
assessing the potential/limitations of some of the techniques in EP specific problems, 
particularly on identifying the nasal sounds (vowels and consonants). 

2. Silent speech interfaces 
A Silent Speech Interface comprises a system that interprets human signals other than the 
audible acoustic signal enabling speech communication (Denby et al., 2010). The SSI 
paradigm, in the context of speech technologies related research, has rose from the need of 
aiding speech-handicapped, communications that require the absence of sound or noise 
such as the ones used in military scenarios, or to increase the robustness of speech 
recognition in environments with a high level background noise. A SSI system is commonly 
characterized by the acquisition of information from the human speech production process 
such as, articulators, facial muscle movement or brain activity. Although further research is 
still needed in this field, the concept present in a SSI holds a potential solution for a more 
natural interface for those with disabilities at the vocal tract level, such as people who have 
undergone a laryngectomy and seniors with speaking difficulties. Informally, one can say 
that a SSI extends the human speech production model by the use of sensors, ultrasonic 
waves or vision. This provides a more natural approach than currently available speech 
pathology solutions like, electrolarynx, tracheo-oesophageal speech, and cursor-based text-
to-speech systems (Denby et al., 2010).  
Outside biomedical research, the communications sector, has known great expansion in the 
last years, and has also become interested on SSIs. The increasing number of mobile devices 
worldwide has spawned the need for privacy in cell phone conversations. In public 
environments where silence is often required such as, meetings, cinema or talks, someone 
talking on the cell phone is usually considered annoying, thus providing the ability to 
perform an urgent call in this situations has become a point of common interest. Likewise, 
disclosure of private conversations can occur by performing a phone call in public places, 
which leads to embarrassing situations from the caller point of view or even to information 
leaks. 

2.1 SSIs and the speech production chain 
The speech production model can divided into several stages.  According to Levelt  (Levelt, 
1989), the communicative intention phase is the first phase of each speech act and consists in 
converting patterns of goals into messages followed by the grammatical encoding of the 
preverbal message to surface structure. The next phase of the speech production is the 
passage from the surface structure to the phonetic plan, which, informally speaking is the 
sequence of phones that are fed to the articulators. This can be divided between the 
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electrical impulse fed into the articulators and the actual process of articulating. The final 
phase consists on the consequent effects of the previous phases.  
The existent experimental SSI systems described in the literature, cover extraction of 
information from all the stages of speech production, from intention to articulation to effects 
of articulation, as depicted on Fig. 1. The current approaches can be divided as follows: 
 Intention level (brain / Central Nerve System): Interpretation of signals from implants 

in the speech-motor cortex (Brumberg et al., 2010) , Interpretation of signals from 
electro-encephalographic (EEG) sensors  (Porbadnigk et al., 2009); 

 Articulation control (muscles): surface Electromyography (sEMG) of the articulator 
muscles or the larynx (Wand et al., 2009 & Maier-Hein et al., 2005);  

 Articulation (articulators): Capture of the movement of fixed points on the articulators 
using Electromagnetic Articulography (EMA) sensors (Fagan et al., 2008); Real-time 
characterization of the vocal tract using ultra-sound (US) and optical imaging of the 
tongue and lips (Denby & Stone, 2004; Hueber et al., 2008); Capture movements of a 
talker’s face through ultrasonic sensing devices (Srinivasan et al., 2010; Kalgaonkar et al. 
2008);  

 Articulation effects: Digital transformation of signals from a Non-Audible Murmur 
(NAM) microphone (a type of stethoscopic microphone) (Toda et al., 2009) , Analysis of 
glottal activity using electromagnetic (Ng et al., 2000; Quatieri et al., 2006), or vibration 
(Patil et al., 2010) sensors;  

 

 
Fig. 1. Phased speech production model with the correspondent SSIs 

The taxonomy presented above and illustrated in Fig. 1 allows associating each type of SSI 
to a stage of the human speech production model providing a better understanding from 
where the speech information is extracted. 
Existent SSI approaches only consider VSR used as a complement for other approaches such 
as, ultrasound imaging. Furthermore, only lips are considered in the region of interest (ROI), 
not taking into account information extracted from jaws and cheeks.  
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2.2 Challenges 
In the work presented by Denby and coworkers (Denby et al., 2009) several challenges to the 
development of SSIs can be found, such as:  
 Sensor positioning – In order to achieve speaker independence and higher usability 

rates a more robust method for positioning the sensors must be found. Currently, the 
results of several approaches such as, EMA, EMG and EEG, are highly sensible to the 
position of the sensors requiring previous training or very accurate deployment.  

 Speaker Independence – Many of the SSIs extracted features depend on the user’s 
anatomy, experience and even his/her synaptic coding. 

 Lombard and silent speech effects – The effects adverting from silent speech articulation 
and the Lombard effect (different articulation when no auditory feedback is provided) 
are not yet clear and require further investigation.  

 Prosody and nasality – The extraction of speech cues for prosody (in systems where 
output synthesis is envisaged) and nasality in SSIs is also an issue. Due to the modified 
or absent speech signal, the information for these parameters must be obtained by other 
means. 

These categories represent areas in this field where further research is required in order to 
reach an optimal SSI solution. In the work here presented we focus on a new challenge of 
adapting an SSI to a new language – European Portuguese – which involves addressing 
some of the issues referred above, such as, nasality. 

3. Automatic visual speech recognition 
Automatic Speech Recognition (ASR) has suffered a considerable evolution in the last years, 
especially, in well-defined applications with controlled environments.  However, results 
clearly show that speech recognizers are still inferior to humans and that the human speech 
perception clearly outperforms state-of-the art ASR systems (Lippman, 1997). Likewise, in 
order to achieve a pervasive and natural human-computer interface further improvements 
are needed in channel robustness, ASR in uncontrolled situations and speakers (e.g. elderly) 
with environment noise (Potamianos et al., 2003).The human speech perception is bimodal 
in nature, and the influence of the visual modality over speech intelligibility has been 
demonstrated by the McGurk effect (Stork & Hennecke, 1996; MacGurk & MacDonald, 
1976), which states the following: Vision affects the performance of the human speech 
perception because it permits to identify the source location; it allows a better segmentation 
of the audio signal; and it provides information about the place of articulation, facial muscle 
and jaw movement (Potamianos et al., 2003). This fact has motivated the development of 
audio-visual ASR (AV-ASR) systems and automatic visual speech recognition (AVSR) 
systems, as depicted on Fig. 2.  

 

 
Fig. 2. Visual Speech Recognition system pipeline. 
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In visual-only ASR systems, a video composed of successive frames is used as an input for 
the system. Relatively to audio front-end, the VSR system adds a new step before the feature 
extraction, which consists of segmenting the video and detect the location of the speaker’s 
face, including the lips. After this estimation, suitable features can be extracted. The majority 
of the systems that use multiple simultaneous input channels such as, audio plus video, 
have a better performance when compared with systems that depend on a single visual or 
audio only channel (Liang et al., 2010). This has revealed to be true for several languages 
such as, English, French, German, Japanese and Portuguese; and for various cases such as, 
nonsense words, isolated words, connected digits, letters, continuous speech, degradation 
due to speech impairment, etc. (Potamianos et al., 2003). 

3.1 Feature extraction techniques 
According to the literature (Liang et al., 2010) there are three basic methodologies to extract 
features in a face and lip reading system: appearance-based; shape-based; or a fusion of 
both. The first method is based on information extracted from the pixels in the whole image 
or from some regions of interest. This method assumes that all pixels contain information 
about the spoken utterance, leading to high dimensionality issues. Shape-based approaches 
base the extraction of features in the lip’s contours and also parts of the face such as, cheek 
and jaw. This method uses geometrical and topological aspects of the face in order to extract 
features, like the height, width and area of the mouth image moment descriptors of the lip 
contours, active shape models or lip-tracking models.  Shape-based methods require 
accurate and reliable facial and lip feature detection and tracking, which reveal to be 
complex in practice and hard at low image resolution (Zhao et al., 2009). The third method is 
a hybrid version of the first and second methods and combines features from both previous 
methodologies either as a joint shape appearance vector or as a cooperative statistical model 
learned from both sets of features. Appearance-based methods, due to its simplicity and 
efficiency, are the most popular (Liang et al., 2010). A comprehensive overview of these 
methodologies can be found in (Potamianos et al., 2003). 
The challenge in extracting features from video, resides in collecting required information 
from the vast amounts of data present in image sequences.  Each video frame contains a 
large number amount of pixels and is obviously too large to model as a feature vector. In 
order to reduce dimensionality and to allow better feature classification, techniques based 
on linear transformations are commonly used such as, PCA - Principal Component Analysis, 
LDA- Linear Discriminant Analysis, DCT- Discrete Cosine Transform and DWT - Dynamic 
Time Warping, Haar transforms, LSDA- Locality Sensitive Discriminant Analysis, or a 
combination of these methods (Potamianos et al., 2003; Liang et al., 2010). In our work we 
have followed an appearance-based approach using vision-based feature extraction and 
tracking. This type of approach has proliferated in the area of computer vision due to its 
intrinsic low computational cost, allowing real time solutions. To fully address our problem, 
we need a robust feature extraction and tracking mechanism and the Computer Vision 
community provides us different alternatives, such as (Harris & Stephens, 1988), SIFT – 
Scale Invariant Feature Transform (Lowe, 2004), PCA-SIFT (Ke & Sukthankar, 2004), SURF - 
Speeded Up Robust Features (Bay et al., 2006) or FIRST-Fast Invariant to Rotation and Scale 
Transform (Bastos & Dias, 2009). In terms of VSR, the concepts behind these techniques have 
been used for the elimination of dependencies on affine transformations by (Gurbuz et al., 
2001) and promising results, in terms of robustness, have been achieved. These methods 
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have shown high matching accuracy on the presence of affine transformations. However, 
some limitations in real-time applications were found. For example, an objective analysis in 
(Bastos & Dias, 2009), showed that SURF took 500 milliseconds to compute and extract 1500 
image features on images with resolution of 640x480 pixel, while PCA-SIFT took 1300 ms, 
SIFT took 2400 ms and FIRST only 250 ms (half of the second most efficient, SURF). As for 
matching the same 1500 features against themselves, the figures for SURF, PCA-SIFT, SIFT 
and FIRST were, respectively, 250 ms,  200 ms, 800 ms and 110 ms, as observed by (Bastos & 
Dias, 2009).Given these results, we have selected FIRST as the technique to be used in this 
work to extract and match features, since the real-time requirement is essential in practical 
VSR systems. 
The selected approach, FIRST, can be classified as a corner-based feature detector transform 
for real-time applications. Corner features are based on points and can be derived by finding 
rapid changes in edge’s direction and analyzing high levels of curvature in the image 
gradient. FIRST features are extracted using minimum eigenvalues and are made scale, 
rotation and luminance invariant (up to some extent of course, since with no luminance, no 
vision in the visible domain is possible), using real-time computer vision techniques. A more 
detailed description of the algorithm is provided in section 7.1. The FIRST feature transform 
was mainly developed to be used in application areas of Augmented Reality, Gesture 
Recognition and Image Stitching. However, to our knowledge this approach has not yet 
been explored in VSR and the potential for extracting information, such as nasality, using 
this technique is still novelty. 

4. Doppler signals for SSI 
Ultrasound Doppler sensing of speech is one of the approaches reported in the literature 
that is also suitable for implementing a SSI (Srinivasan et al., 2010). This technique is based 
on the emission of a pure tone in the ultrasound range towards the speaker’s face that is 
received by an ultrasound sensor tuned to the transmitted frequency. The reflected signal 
will contain Doppler frequency shifts proportional to the movements of the speaker’s face. 
Based on the analysis of the Doppler signal, patterns of movements of the facial muscles, 
lips, tongue, jaw, etc., can be extracted (Toth et al., 2010). The ADS have been previously 
used in voice activity detection (Kalgaonkar et al., 2007), speaker identification (Kalgaonkar 
& Raj, 2008), speech recognition (Zhu et al., 2007; Srinivasan et al., 2010) and synthesis (Toth 
et al., 2010). When using ADS for speech recognition, the sensor has been placed either at 6-8 
inches or 16 inches from the speaker, being the second more realistic. The results for 
ultrasound-only approaches are still far from audio-only performance. Best results in speech 
recognition (Srinivasan et al., 2010) show a recognition accuracy of 33% in speaker 
independent digit recognition, using HMMs trained with recordings of 6 speakers, revealing 
viability and margin for improvement of this approach. 

4.1 The Doppler Effect  
The Doppler Effect is the change in frequency of an emitted wave perceived by a listener 
moving relative to the source of the wave. If we consider the  scenario depicted on Fig. 3, 
where the source T emits a wave with frequency f0 that is reflected by the moving object, in 
this case the speaker’s face. The reflected signal is then given by Eq. 1, with v being the 
velocity of the moving object based on the transmitter T and vs is the velocity of the sound in 
the medium. 
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Since articulators move at different velocities when a person speaks, the reflected signal will 
have multiple frequencies each one associated with the moving component (Toth et al., 
2010). 
 

 
Fig. 3. Doppler Effect representation (T – Transmitter, R- Receptor). 

To our knowledge, only recently Doppler has been applied to speech recognition in 
(Srinivasan et al., 2010) and no research of this technique regarding EP has yet been 
published. Below, a first example of the Doppler signal and the correspondent audio signal 
applied to an EP word canto [kɐ̃tu] (corner), is depicted on Fig. 5. 
 

 
Fig. 5. Audio signal (above) and spectrogram of the Doppler signal (below) for the word canto. 

This approach, like it was stressed before, still has margin for improvement especially when 
applied for Silent Speech recognition and the potential for detecting characteristics such as, 
nasality is still unknown. For that reason, and for being an example of very recent work, a 
first approach to EP using this technology is described on section 7.2. Future research in this 
area will need to address issues such as, changes in pose and distance of the speaker 
variation that affect the ultrasound performance. 

5. Other SSI approaches 
In this section alternative technologies to ADS and VSR, for silent speech recognition, are 
described according to the several stages of the speech production model and it is explained 
in what way information can be collected at all stages, starting by the intention phase to the 
articulation effects. 
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5.1 Brain computer interfaces used for silent speech recognition 
The goal of a Brain Computer Interface (BCI) is to interpret thoughts or intentions and 
convert them into a control signal. The evolution of cognitive neuroscience, brain-imaging 
and sensing technologies has provided means to understand and interpret the physical 
processes in the brain. BCI’s has a wide scope of application and can be applied to several 
problems like, assistance to subjects with physical disabilities (e.g. mobility impairments), 
detection of epileptic attacks, strokes, or to control computer games (Nijholt et al., 2008). A 
BCI can be based in several types of changes that occur during mental activity, such as, 
electrical potentials, magnetic fields, or metabolic/hemodynamic recordings. Current SSI 
approaches have been based on electrical potentials, more exactly on the sum of the 
postsynaptic potentials in the cortex. Two types of BCI’s have been used for unspoken 
speech recognition, one invasive approach based on the interpretation of signals from intra-
cortical microelectrodes in the speech-motor cortex and a non-invasive approach based on 
the interpretation of signals from electro-encephalographic sensors. Unspoken speech 
recognition tasks have also been tried based on magnetoencephalograms (MEG), which 
measures the magnetic fields caused by current flows in the cortex. However, results have 
shown no significant advantages over EEG-based systems (Suppes et al., 1997). A wide 
overview of BCI’s can be found in (Nijholt et al., 2008). 

5.1.1 Intra-cortical microelectrodes 
Due to the invasive nature, increased risk and medical expertise required, this approach is 
only applied as a solution to restore speech communication in extreme cases such as, 
subjects with the locked-in syndrome medically stable and presenting normal cognition. 
When comparing with EEG sensors this type of systems present a better performance 
enabling real-time fluent speech communication (Brumberg et al., 2010). This technique 
consists in the implantation of an extracellular recording electrode and electrical hardware 
for amplification and transmission of brain activity. Relevant aspects of this procedure 
include: the location for implanting the electrodes; the type of electrodes; and the decoding 
modality. Results for this approach in the context of a neural speech prosthesis show that a 
subject is able to correctly perform a vowel production task with an accuracy rate up to 89% 
after a several month training period (Brumberg et al. 2009). 

5.1.2 EEG sensors 
A SSI based on unspoken speech is particularly suited for subjects with physical disabilities 
such as, the locked-in syndrome. The term unspoken speech refers to the process where the 
subject imagines speaking a given word without moving any articulatory muscle or producing 
any sound.  Results from this approach have achieved accuracies significantly above chance (4 
to 5 times higher) and indicate that the Broca’s and Wernicke’s areas as the most relevant in 
terms of sensed information (Wester & Schultz, 2006). Other studies (DaSalla et al., 2009) were 
performed using vowel speech imagery, regarding the classification of the vowels /a/ and 
/u/ and achieved overall classification accuracies ranged from 68 to 78%, indicating the use of 
vowel speech as a potential speech prosthesis controller. 

5.2 Surface EMG 
According to the speech production model, the articulator’s muscles are activated through 
small electrical currents in the form of ion flows, originated in the central and peripheral 
nervous systems. The electrical potential generated by the resistance of muscle fibers, during 
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speech, leads to patterns that occur in the region of the face and neck, which can be 
measured by a bioelectric technique called surface electromyography. This technique 
consists in the study of the muscle activity through its electrical properties. Currently, there 
are two sensing techniques to measure electromyography signals: invasive indwelling 
sensing and non-invasive sensing. In this work, as in most of the sEMG-based ASR research 
the latter approach is used (Betts & Jorgensen, 2006). Since this approach only relies on the 
analysis of the resulting myoelectric signal pattern related with muscle activity, it allows 
overcoming the main limitations of current ASR technology such as, robust ASR in the 
presence of environmental noise, and use of ASR near bystanders and for private actions 
(Denby et al., 2010). This technology has been used for solving communication in 
acoustically harsh environments, such as the cockpit of an aircraft (Chan et al., 2001) or 
when wearing a self-contained breathing apparatus or a hazmat suit (Betts & Jorgensen, 
2006). Latest studies show that recognition rates up to 90% can be achieved, for a 100-word 
vocabulary in a speaker dependent scenario (Jou et al. ,2007; Schultz & Wand, 2010), or for 
small vocabularies scenarios where only one pair of surface electrodes is used (Jorgensen et 
al., 2003). 

5.3 Electromagnetic articulography 
By monitoring the movement of fixed points in the articulators using EMA sensors, this 
approach collects information from the articulation stage (referred on Fig. 1) of the speech 
production model. It is based on implanted coils or magnets attached to the vocal apparatus 
(Fagan et al., 2008), which can be electrically connected to external equipment or coupled 
with magnetic sensors positioned around the user’s head. The movements of the sensors are 
then tracked and associated with the correspondent sound. For example, in Fagan (Fagan et 
al., 2008), magnets were placed on the lips, teeth and tongue of a subject and were tracked 
by 6 dual axis magnetic sensors incorporated into a pair of glasses. Results from this 
laboratory experiment show an accuracy of 94% for phonemes and 97% accuracy for words, 
considering very limited vocabularies (9 words and 13 phonemes). 

5.4 Ultrasound and optical imaging of the tongue and lips 
One of the limitations found in VSR process described earlier is the visualization of the 
tongue, a vital articulator for speech production. In this approach this limitation is overcome 
by placing beneath the chin, an ultrasound transducer, thus providing a partial view of the 
tongue surface in the mid-sagittal plane (Denby et al., 2010). This type of approaches is 
commonly combined with frontal and side optical imaging of the user’s lips. For this type of 
systems the ultrasound probe and the video camera are usually fixed to a table or a helmet 
to ensure that no head movement is performed or that the ultrasound probe is correctly 
oriented in regard to the palate and the camera is kept at a fixed distance (Florescu et al., 
2010). Latest work in the US/Video approach relies on a global coding approach in which 
images are projected onto a more fit space regarding the vocal tract configuration – the 
EigenTongues. This technique encodes not only tongue information but also information 
about other structures that appear in the image such as, hyoid bone and muscles (Hueber et 
al., 2007). Results for this technique show that for an hour of continuous speech, 60% of the 
phones are correctly identified in a sequence of tongue and lip images, showing that better 
performance can be obtained using more limited vocabularies or using isolated word in 
silent speech recognition tasks, still considering realistic situations (Hueber et al., 2009). 
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5.5 Non-audible murmur microphones 
Non-audible murmur is the term given by research community to low amplitude speech 
sounds produced by laryngeal airflow noise resonating in the vocal tract (Denby et al., 
2010). This type of speech is not perceptible to nearby listeners, but can be detected using 
the NAM microphone, introduced by (Nakajima et al., 2003). This microphone can be used 
in the presence of environmental noise, enables some degree of privacy and can be a 
solution for subjects with speaking difficulties or laryngeal disorders such as, the elderly. 
The device consists on a condenser microphone covered with soft silicone or urethane 
elastomer, which helps to reduce the noise caused by friction to skin tissue or clothing 
(Otani et al., 2008). The microphone diaphragm is exposed and the skin is in direct contact 
with the soft silicone. This device has a frequency response bandwidth of about 3 kHz, with 
peaks at 500-800 Hz and some problems concerning small spectral distortions and tissue 
vibration have been detected. However, the device remains as an acceptable solution for 
robust speech recognition (Denby et al., 2010). The best location for this microphone was 
determined by (Nakajima, 2005) to be on the neck surface, more precisely below the mastoid 
process on the large neck muscle. This technology has also been tried in a multimodal 
approach in (Tran et al., 2010) where this approach is combined with a visual input. In terms 
of recognition accuracy, Herucleous (Herucleous et al., 2003) has reported values around 
88% using an iterative adaptation of normal-speech to train HMM’s, requiring only a small 
amount of NAM data. 

5.6 Electromagnetic and vibration sensors 
The development of this type of sensors was motivated by several military programs in 
Canada, EUA and European Union to evaluate non-acoustic sensors in acoustically harsh 
environments such as, interiors of military vehicles and aircrafts. In this case, by non-
acoustic it is meant that the sound is propagated through tissue or bone, rather than air 
(Denby et al., 2010). The aim of these sensors is then to remove noise by correlating the 
acquired signal with the one obtained from a standard close-talk microphone. These sensors 
have presented good results in terms of noise attenuation with gains up to 20 db (Dupont & 
Ris, 2004; Quatieri et al., 2006) and word error rate (WER) significant improvements (Jou et 
al., 2004).  It has also been presented by (Quatieri et al., 2006) that these sensors can be used 
to measure several aspects of the vocal tract activity such as low-energy, low-frequency and 
events such as, nasality, which is strong characteristic of EP as described in section 6.1. 
Based on these facts, the use of these technologies is being considered by Advanced Speech 
Encoding program of DARPA for non-acoustic communication (Denby et al., 2010). These 
types of sensors can be divided into two categories, electromagnetic and vibration. 
Regarding electromagnetic sensors the following types can be found: Electroglottograph 
(EGG); General Electromagnetic Motion System (GEMS) and Tuned Electromagnetic 
Resonating Collar (TERC). In terms of vibration microphones the following types can be 
found: Throat Microphone, Bone microphone, Physiological microphone (PMIC) and In-ear 
microphone. 

6. SSI for European Portuguese 
The existing SSI research has been mainly developed by groups from EUA (Hueber et al., 
2009), Germany (Calliess & Schultz, 2006), France (Tran et al., 2009) and Japan (Toda et al., 
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2009), which have focused their experiments on their respective languages. There is no 
published work for European Portuguese in the area of SSIs, although there are previous 
research on related areas, such as the use of EMA (Rossato et al., 2006), Electroglotograph 
and MRI (Martins et al., 2008) for speech production studies, articulatory synthesis (Teixeira 
& Vaz, 2000) and multimodal interfaces involving speech (Teixeira et al., 2005; Dias et al., 
2009).  There are also several studies on lip reading systems for EP that aim at robust speech 
recognition based on audio and visual streams (Pêra et al., 2004; Sá et al., 2003). However, 
none of these addresses European Portuguese distinctive characteristics, such as nasality.  

6.1 European Portuguese characteristics 
According to Strevens (Strevens, 1954), when one first hears European Portuguese (EP), the 
characteristics that distinguishes it from other Western Romance languages are, the large 
amount of diphthongs, nasal vowels and nasal diphthongs, frequent alveolar and palatal 
fricatives and the dark diversity of the l-sound. Although, EP presents similarities in 
vocabulary and grammatical structure to Spanish, the pronunciation significantly differs. 
Regarding co-articulation, which is “the articulatory or acoustic influence of one segment or 
phone on another“(Magen, 1997), results show that European Portuguese stops, revealed 
less resistant to co-articulatory effects than fricatives. 

6.1.1 Nasality   
Although nasality is present in a vast number of languages around the world, only 20% 
have nasal vowels (Rossato et al., 2006). In EP there are five nasal vowels ([ĩ], [ẽ], [ɐ̃], [õ], and 
[ũ]); three nasal consonants ([m], [n], and [ɲ]); and several nasal diphthongs [wɐ̃] (quando), 
[wẽ] (aguentar), [jɐ̃] (fiando), [wĩ] (ruim) and triphthongs [wɐ̃w] (enxaguam).  
Nasal vowels in EP diverge from other languages with nasal vowels, such as French, in its 
wider variation in the initial segment and stronger nasality at the end (Trigo, 1993; Lacerda 
& Head, 1966). 
Doubts still remain regarding tongue positions and other articulators during nasals 
production in EP, namely, nasal vowels (Teixeira et al., 2003).  Martins (Martins et al., 2008) 
have detected differences at the pharyngeal cavity level and velum port opening quotient 
when comparing EP and French nasal vowels articulation. 

7. Experiments analysis 
In our research we have designed experiments to analyze and explore two SSI approaches – 
VSR and ADS – applied to EP. The paper addresses an important research question, 
regarding the capability of two different approaches to distinguish nasal sounds from oral 
ones. To tackle this objective, we have designed a scenario where we want to 
recognize/distinguish words possibly differing only by the presence or absence of nasality 
in one of its phones. In EP, nasality can distinguish consonants (e.g. the bilabial stop 
consonant [p] becomes [m], with nasality creating minimal pairs such as [katu]/[matu]) and 
vowels (in minimal pairs such as [titu]/[tĩtu]). 

7.1 Experiment I – visual speech recognition FIRST-based 
The visual speech experiment here presented aims at demonstrating a hypothesis, according 
to which the skin deformation of the human face, caused by the pronunciation of words, can 
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be captured by studying the local time-varying displacement of skin surface features 
distributed across the different areas of the face, where the deformation occurs. We can 
abstract these image features as particles, and here we are interested in studying the 
kinematic motion of such particles and specially, its displacements in time, in relation to a 
given reference frame. Differently from authors that focus their research solely in the 
analysis of lip deformation (Zhao et al., 2009), in our approach we are interested in other 
areas of the face, in addition to the lip area. It´s worth recalling that this experiment was 
designed having in mind its further applicability in real-time speech recognition. Due to 
previous evidence of the superiority of FIRST, if we compare it SIFT, PCA-SIFT and SURF 
(Bastos & Dias, 2009), in applications, like augmented reality, that require real-time behavior 
while keeping sufficient precision and robust scale, rotation and luminance invariant 
behavior, we have decided to use the FIRST features in our experiment. 
The envisioned experiment is divided into the phases depicted in Fig.6. 
 

 
Fig. 6. The phases of our Visual Speech Recognition experiment. 

To put our experiment into practice, we have specified, developed and tested a prototype VSR 
system. It receives an input video containing a visually spoken utterance. We ask the speaker 
to be quiet for a few moments, so that we are able to extract FIRST features from the video 
sequence. After just some frames, the number of detected features stabilizes and we refer to 
those as the calibration features and their position is stored. The number of calibration features 
remains constant for the full set of the pronounced words, which, in our case is 40.  
After calibration, we assume that the speaker is pronouncing a word and therefore, in each 
frame, we need to track the new position of each feature in the image plane. In our current 
experiment we are just performing, in each frame, FIRST feature extraction and 
subsequently template matching with the calibration features. Further optimizations 
towards real-time behavior are possible, by using the tracking approach of (Bastos & Dias, 
2009), which uses optical flow and feature matching in smaller image regions. If the 
template matching normalized cross correlation is higher that a predefined threshold, then 
we assume that the feature was matched and its new u, v image position is updated. Then, 
the Euclidian distance between the new updated feature position in the current frame and 
its position in the previous frame, is computed. For each feature, the resulting output will be 
a law in time of the displacement (distance) of each, relatively to the calibration position. 
During the feature matching process several outliers may occur and are later removed in a 
post-processing phase (Fig.6). 
In each frame, we are able to compute the displacement of each of the human face surface 
features that we are tracking. These feature displacements, will then be used as input feature 
vectors for a following machine classification stage.  By analyzing these feature vectors 
during the full story of the observed word pronunciation and comparing these analysis with 
the remaining examples, we can chose the one with the closest distance, consequently being 
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able to classify that observation as a recognized word. The distance is obtained by applying 
Dynamic Time Warping (DTW) (Rabiner & Juang, 1993). In the following sections, we 
provide a detailed description of the process. 

7.1.1 Feature extraction 
The feature extraction process follows the work of (Bastos & Dias, 2008) and is performed 
using Minimum Eigen Values (MEV), as described in the (Shi & Tomasi, 1994) detector. The 
reason for choosing this detector is related with its robustness in the presence of affine 
transformations. For feature extraction, the image is first converted to gray scale. Then, a 
block of 3x3 pixels is taken at every image position and the first derivatives in the direction 
of x (Dx) and y (Dy) are computed using the Sobel operators Ox and Oy (Eq. 2), for 
convolution with the 3x3 pixels block.  The convolution will result in evaluation of the 
mentioned first derivatives in direction of x and y. With the computed derivatives, we can 
construct matrix C, where the sum is evaluated in all elements of the 3x3 block. The Eigen 
Values are found by computing Eq. 4, where I is the identity matrix and λ the column vector 
of Eigen Values. 
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Two solutions (λ1, λ2) will result from the equation and the minimum Eigen Value (min(λ1, 
λ2)) will be retained. In order to perform feature identification and determine strong corners, 
a threshold is applied to the resulting MEV’s. Only features that satisfy the threshold value 
of 1% of the global maximum in the current MEV spectrum are selected. Non-maximum 
suppression is also performed by evaluating if the candidate corner’s MEV is the maximum 
in a neighborhood of 3x3 pixels. After the features position in the image plane have been 
found, several computer vision techniques are applied in order to make such features scale, 
rotation and luminance invariant, while at the same time maintaining the efficiency 
requirements. The algorithm for this procedure is already described in (Bastos & Dias, 2008), 
and for this reason we will only refer which techniques were used.  
To make the FIRST features scale invariant it is assumed that every feature has its own 
intrinsic scale factor. Based on the results of the Sobel filters, the edges length can be directly 
correlated with the zooming distance. By finding the main edge length of the derivatives an 
intrinsic scale factor can be computed. The scale factor will then enable for the intrinsic 
feature patch to be normalized and consequently make it scale invariant. Only a 
surrounding area of 7x7 pixels relatively to the feature center is considered in order to deal 
with other derivatives that may appear resultant from zooming in/out.  
In order to achieve rotation invariance the highest value of the feature’s data orientation is 
determined. Assuming that the feature’s data is an n x n gray scale image patch (gi) centered 
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at (cx, cy), already scale invariant, the function that find the main orientation angle of the 
feature gi is given by: 

    i iθ  g b max(H g )  (5) 

Where H(gi)  gives the highest value of orientation of gi based on an orientation histogram 
composed by b elements (each element corresponds to 360º/b degrees interval). The max 
function returns the H(gi) histogram vector index. After obtaining the result of Eq. 5, a 
rotation of  θ(gi) degrees is performed to the gi gray scale patch. 
Luminance Invariance is accomplished by using a template matching technique that uses 
invariant image gray scale templates (Bastos & Dias, 2009). This technique is based on the 
image average and standard deviation to obtain a normalized cross correlation value 
between features. A value above 0.7 (70%) is used as correlation factor. 

7.1.2 Feature matching 
The FIRST feature transformation here presented is not as distinctive as SIFT or PCA-SIFT, 
for that reason, a method based on feature clustering is used. The method groups features 
into clusters through a binary identification value with low computation cost. The 
identification signature is obtained by evaluating three distinct horizontal and vertical 
regions of Difference of Gaussians patches (Davidson & Abramowitz, 2006). Difference of 
Gaussians is a gray scale image enhancement algorithm, which involves the subtraction of 
one blurred version of an original gray scale image from another, which is a less blurred 
version of the original. The blurred gray scale images are obtained by convolving the 
original image with Gaussian kernels with different standard deviations. The signature will 
be composed of 8 digits and only features that correspond to a specified feature’s binary 
signature are matched, thus reducing the overall matching time. For positive or null regions 
a value of 1 will be assigned. Negative regions will be assigned with 0. When a FIRST 
feature patch is processed and created, this evaluation is performed and this feature is 
inserted in the corresponding cluster using the obtained binary identification. When 
matching a feature, we also compute the binary identification of the candidate feature, 
which allow us to only match with potential candidates instead of matching with all the 
calibration features collected in a previous phase. For each feature, when a matching is 
found, the displacement (standard Euclidian distance (Eq. 6)) is computed between the 
updated feature position and the initial (calibrated) position, given by: 

   2 2
x x y yd p,  q   (p q ) (p q )       (6) 

The result from this process is bi-dimensional pattern as the one depicted on Fig.8 for the 
words cato [katu] (cact) and canto. The horizontal axis represents the video frame (i.e. time) 
and the vertical axis represents the 40 features displacements, observed in the respective 
examples of word pronunciation. These images provide us with a view of how features vary 
in time for different words. 
The input videos for these results were recorded under approximately the same conditions 
and a clear difference between these two words can be noticed in the patterns. Each feature 
will have a different behavior in its displacement across time, as depicted on Fig. 9, which 
shows two features from different human face regions for the same word. 
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Fig. 8. Image graph for the words cato (above) and canto (below). 

 

 
 

 
Fig. 9. Temporal behavior of the feature number 18 (right) and number 6 (left) for the word 
canto. 

7.1.3 Post-processing  
In the post-processing phase outliers have been removed using Chauvenet's criterion 
(Chauvenet, 1960) with a 0.5 threshold. This approach, although being simple, has shown 
good results demonstrated by empirical measures. A value is considered to be an outlier 
when the matching between two features is incorrect, i.e. the matching feature is not the 
original one. This situation is highlighted on Fig. 10 were the outlier is marked with a red 
circle on both frames. 
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Fig. 10. Matching between two frames with an outlier highlighted by a red circle. 

7.1.4 Classification 
For this initial stage of research the Dynamic Time Warping (DTW) technique was used to 
find an optimal match between a sufficient number of observations. DTW addresses very 
well one of the characteristics of our problem: it provides temporal alignment to time-
varying signals that have different durations. This is precisely our case, since even 
observations of the pronunciation of the same word will certainly have different elapsed 
times. In Fig. 11 the DTW is applied to several pairs of words observations and we depict 
the DTW distance results, by means of gray scale coding of such results. For the cato/canto 
DTW computation we have, in the horizontal axis, the number of frames of canto 
production, whereas in the vertical axis, we have the number of frames for cato 
pronunciation. These diagrams can be simply interpreted as follows: The similarity between 
two words is given by the smallest DTW distance between them across time, thus when two 
words are the same, as shown in the comparison between canto and canto (upper-left 
graph), the lowest distance will lay in the image’s diagonal. The red line represents the 
lower DTW distances found across time. In the upper-left panel the control case is 
represented by comparing a word observation with itself originating a straight diagonal line 
(i.e. all DTW distances in the diagonal are zero). Furthermore, as expected, a certain 
similarity with the word Cato (upper-right panel) can be noticed, since the only difference 
relies on a nasal phoneme instead of an oral one. It is also visible that the word tinto [tĩtu] 
(red) (bottom-left) presents the highest discrepancy regarding canto. 
 

 
Fig. 11. Distance comparison between the word canto and manto [mɐ̃tu] (cloak) /tinto/cato 
using the Matlab algorithm from (Ellis, 2003).  
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7.1.5 Experimental setup 
The input videos were recorded by one of the authors (JF) using a webcam video of 2 
megapixel during daytime with some exposure to daylight. In these videos the user exhibits 
some spaced facial markings in areas surrounding the lips, chin and cheeks. These fiduciary 
markers were made with a kohl pencil. 

7.1.6 Corpus 
For this experiment a database containing 112 video sequences was built from scratch. The 
videos contain a single speaker uttering 8 different words in European Portuguese, with 14 
different observations of each word. These words were not randomly selected and represent 
four pairs of words containing oral and nasal vowels (e.g. cato/canto) and sequences of nasal 
consonant followed by nasal or oral vowel (e.g. mato/manto). In Table 1 the pairs of words 
and their respective phonetic transcription is provided.  
 

Word Pair Phonetic Transcription 
cato/ canto ˈkatu / ˈkɐt̃u 
peta / penta ˈpetɐ / ˈpe ̃tɐ 
mato / manto ˈmatu / ˈmɐt̃u 
tito / tinto ˈtitu /ˈti ̃tu 

Table 1. Pairs of words used in the VSR experiment 

7.1.7 Results and discussion 
In order to classify the results the following algorithm based on DTW was applied: 
1. Randomly select K observations from each word in the Corpus (see table 1) that will be 

used as the reference (training) pattern, while the remaining ones will be used for testing. 
2. For each observation from the test group: 

a. Compare each observation with the representative examples. 
b. Select the word that provides the minimum distance. 

3. Compute WER, which is given by the number of incorrect classifications over the total 
number of observations considered for testing.  

4. Repeat the procedure N times. 
Considering this algorithm with N = 20 and K varying from 1 to 10, the following results in 
terms of Word Error Rate (WER) are achieved: 
 

K Mean  Best Worst 
1 32.98 5.43 25.00 45.19 
2 26.93 4.84 19.79 41.67 
3 22.95 5.20 15.91 36.36 
4 17.94 4.73 11.25 26.25 
5 16.04 3.99 9.72 22.22 
6 12.81 3.53 7.81 20.31 
7 13.04 4.26 3.57 19.64 
8 12.08 3.68 6.25 22.92 
9 8.63 4.01 2.50 17.50 

10 9.22 3.28 3.13 15.63 

Table 2. WER classification results for 20 trials (N = 20). 
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For this experiment, based on the results from Table 2, the best result was achieved when K 
= 9, having an average WER of 8.63% and 2.5% WER for the best run. When analyzing the 
mean WER values across the K values, a clear improvement can be noticed, when the 
amount of representative examples of each word increases, suggesting that improving the 
training set might be beneficial for our technique. Additionally, the discrepancy found 
between the best and worst values suggest that further research is required on how to select 
the best representation for a certain word.   
If we analyze the results from a different perspective, a value stabilization of WER when K = 
6 can be observed in the boxplot from Fig. 12. However, considering the available corpora it 
is important to highlight that when K is higher the amount of test data becomes reduced. 
For example, when K = 10 only 4 observations from each word are considered. In this graph 
outliers can also be observed for K = 2, K = 7 and K = 8. 
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Fig. 12. Boxplot of the WER results for the several K values.  

In order to further analyze the quality of the experiment several confusion matrixes are 
presented (Fig. 13) for the most relevant runs. Each input represents the actual word and 
each output represents the classified word. The order presented in Table 1 is applied for 
each word. When analyzing the confusion matrixes for the several trials, errors can be found 
between the following pairs: [kɐt̃u] as [katu] (Fig. 13 b)); [matu] as [mɐt̃u] and vice-versa 
(Fig. 13 a) and b)); [tĩtu] as [titu] (Fig. 13 a) and b)); and [kɐt̃u] as [matu] (Fig. 13 c)). As 
expected, confusion is more often between words where the only difference relies in the 
nasal sounds (consonants and vowels). 

7.2 Experiment II - Doppler-based nasal phonemes detection 
In this experiment a Doppler-based sensing (see section 4) system was used, composed by a 
Doppler emitter connected to a signal generator tuned to 40 kHz and a Dopler receptor 
tuned to that frequency.  Doppler receptor and emitter were placed on both sides of the 
microphone as described in previous experiments by (Kalgaonkar et al., 2007). Microphone 
speech signal and Doppler receiver signals were acquired using a 96 kHz sampling rate. The 
process of demodulation was performed in Matlab and essentially consisted on applying 
amplitude demodulation to the derivative of the Doppler signal and applying a low pass 
filter (as in (Kalgaonkar et al., 2007)). 
The same set of words used in the previous experiment (see Table 1) was recorded in 
different conditions by varying distance from speaker to receptor and microphone and silent 
or normal production. The subject was one of the authors (AT). Below are representative 
examples of the obtained signals as spectrograms. Fig. 14 presents the results for the 
minimal pair of words cato/canto, essentially differing in the nasality of the first vowel.    
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c)  K=9 with WER = 2.5% 

Fig. 13. Confusion matrix for best and worst run of K = 6 and best run of K = 9. Input and 
output axis values have the following correspondence with the words from the Corpus: cato 
= 1, canto =2, peta = 3, penta = 4, mato = 5, manto = 6, tito = 7 and tinto = 8. The vertical axis 
corresponds to the number of word classifications. 

 

 
Fig. 14. Speech signal, Doppler signal and demulated signal for the words cato and canto. 
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By looking at the speech signal plus the spectral information between 20 and 200 Hz of the 
demodulated signal in Fig. 15 a clear difference between words can be empirically observed. 
However, despite the promising look of this approach further research needs to be 
performed. 
 

 
Fig. 15. Speech signal and spectrogram of the demulated signal for the pair tito/tinto. 

7.2.1 Noticeable differences 
This preliminary experiment shows for the first time ADS applied to EP and represents an 
initial promising step for the development of a SSI based on Doppler for EP. The resulting 
spectrograms for the several pairs of words show that a clear difference can be subjectively 
depicted from the obtained spectrograms and time-varying signals, even when the 
comparison is performed between similar words where the only difference resides in a nasal 
sound versus an oral one. Further signal processing analysis is needed, to derive new 
feature vectors towards the improvement of the word classification scheme presented in the 
previous sections. 

8. Conclusion 
8.1 Summary of paper and main conclusions from the two experiments 
The aim of this work is to identify possible technological solutions and methodologies that 
enable the development of a multimodal SSI, specially targeted for EP. For that reason a 
brief analysis of the state-of-the-art was presented and we have proposed a new taxonomy, 
based on the speech production model. This paper also introduced a novel technique for 
feature extraction and classification in the VSR domain. This technique is based on an 
existing robust scale, rotation and luminance invariant feature detection transform in 
computer vision (FIRST), which has been applied in the past for real-time applications, such 
as Augmented Reality. The novelty of our approach is the application of FIRST to extract 
skin features spread across different regions of a speakers’ face and to track their 
displacement, during the time that elapses while the speaker utters a word. By collecting a 
training set and a test set, totaling 4 minimal pairs of European Portuguese words, with 14 
different observations of each word, we were able to classify the silent pronunciation of such 
words, using a classification scheme based in Dynamic Time Warping (DTW) technique. 
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DTW was used to find an optimal match between a sufficient number of observations and, 
in our experiments, we were able to calculate a mean Word Error Rate (WER) of 8.63% (STD 
4.01%) with the best figure of 2.5% WER for the best run. As expected, error analysis 
detected recognition problems between similar words were the only difference is a nasal 
phoneme instead of an oral one. This demonstrates the difficulty on distinguishing pairs of 
words that only differ on nasal sounds. However, in this experiment many of these pairs 
were successfully discriminated, supporting our hypothesis that the skin deformation of the 
human face, caused by the pronunciation of words, can be captured by studying the local 
time-varying displacement of skin surface features, using FIRST, and that this framework 
can be applied to a successful vision-based SSI system for EP. Additionally, first 
experiments using Doppler signals for EP were reported. In this second experiment, an 
initial spectral analysis demonstrates a clear difference between the minimal pairs of words 
mentioned on Table 1. The results from both experiments are promising and motivate the 
development of a multimodal SSI based on these two technologies. 

8.2 Future work 
For the VSR modality, we expect to improve the system pipeline, by addressing several 
approaches. One of such activities is the adoption of the full optimal use of FIRST feature 
tracking, for real-time silent speech recognition. Additionally, we plan to perform facial 
segmentation into several regions of interest and the use of a second camera for a lateral 
perspective of the face, since the experiments carried so far, included only a frontal image 
from a single camera. We will also consider the use of one or more depth cameras (such as 
Microsoft Kinect (Kinect, 2011)), along with a parallel research of generalizing FIRST for 3D 
image features. Regarding the Doppler modality, a complete feature extraction, tracking and 
classification scheme, similar to the one presented for VSR, needs to be developed and 
tested. We also plan to carry silent speech recognition experiments in EP involving, the 
Doppler modality approach. In terms of classification techniques, DTW will be further 
exploited, but other models that capture the temporal behavior of the signals, such as 
Hidden Markov Models, could be considered. For statistically significant analysis, we plan 
to collect and analyze a more extensive corpus in EP, allowing a more concrete investigation 
of which tracking measures can be extracted during speech.  More long term goals include 
the fusion of both approaches in a single multimodal SSI continuing the studies of how well 
can both approaches complement one another. 
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1. Introduction  

The origin of Lombard effect dates back one hundred years. In 1911 Etienne Lombard 
discovered the psychological effect of speech produced in the presence of noise (Lombard, 
1911). The Lombard effect is a phenomenon in which speakers increase their vocal levels in 
the presence of a loud background noise and make several vocal changes in order to 
improve intelligibility of the speech signal (Anglade & Junqua, 1990; Bond et al., 1989; 
Dreher & O'Neill, 1957; Egan, 1971; Junqua, 1996; Junqua & Anglade, 1990; Van Summers et 
al., 1988). In nowadays speech recognition applications appearance of Lombard effect can be 
expected in various domains, where spontaneous and conversational speech communication 
will take place in uncontrolled acoustic environments. 
Two main interpretations of the Lombard effect have been proposed. The first argues that 
the effect is a physiological audio-phonatory reflex (Lombard, 1911), the second that 
Lombard changes are motivated by compensation on the part of the speaker for decreased 
intelligibility (Lane & Tranel, 1971). Some authors have also argued that both mechanisms 
may contribute to the changes made by the speaker in noisy environments (Junqua, 1993). 
Detailed surveys of the literature on the Lombard effect phenomenon was made in (Lane & 
Tranel, 1971) and more recently in (Junqua, 1996). The conducted research showed that 
Lombard speech is different from normal speech in a number of ways. The main changes of 
characteristics of Lombard speech can be seen in increase in voice level, fundamental 
frequency and vowel duration, and a shift in formant center frequencies for F1 and F2  
(Anglade & Junqua, 1990; Applebaum et al., 1996; Junqua, 1996; Junqua & Anglade, 1990). It 
was also reported in (Hanley & Steer, 1949) that speaking rate may be reduced when speech 
is produced in a noisy environment. A detailed acoustic and phonetic analysis of speech 
under different types of stress including the Lombard effect was carried out also in (Hansen, 
1988). The studies showed that under the Lombard effect, duration of vowels increase while 
that of unvoiced stops and fricatives decrease. Also, spectral tilt decreases implying an 
increase in high-frequency components under the Lombard effect. An increase in pitch and 
first formant location also occurs in both cases. Also, energy migration from low and high 
frequency to the middle range for vowels, and movement from low to higher bands for 
unvoiced stops and fricatives was observed. In addition to the above, differences between 
male and female speakers was noted in (Junqua, 1993). Lombard changes are on the other 
hand greater in adults than in children and in spontaneous speech than in reading tasks 
(Amazi & Garber, 1982; Lane & Tranel, 1971). 
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It was concluded in (Bond et al., 1989) that the above mentioned changes of speech 
characteristics in Lombard speech are made to increase the vocal effort and to articulate in a 
more precise manner for better communication in a noisy condition. 
Researchers (Pickett, 1956; Dreher & O'Neill, 1957; Ladgefoged, 1967) studied intelligibility 
of utterances under the Lombard effect. It was shown that the intelligibility of Lombard 
speech increases up to a certain level of noise, when presented at a constant speech-to-noise 
ratio, and sharply decreases when speech becomes shouted. It was also demonstrated that 
the presence of auditory feedback of speech is necessary to maintain the intelligibility of 
Lombard speech, as the primary purpose of Lombard effect is to increase speech 
intelligibility in communication with other speakers in noisy environments. 
It was reported in (Junqua, 1996) and in (Van Summers et al., 1988) that acoustic changes 
that occur in speech in a noisy environment are different from person to person and are 
highly speaker-dependent (Junqua, 1996). This was confirmed also in (Van Summers et al., 
1988), where the authors reported a significant increase in fundamental frequency for one 
male speaker, but not for the second, when they spoke in quiet and in different levels of 
noise. The characteristics of Lombard speech may also vary with the type of ambient noise, 
and with the language of the speaker (Junqua, 1996). 
It was suggested in (Lane & Tranel, 1971) that the magnitude of the speakers' response to 
noise is likely to be governed by the desire to achieve intelligible communication. As an 
argument to support this idea they argue that in a noisy condition, speakers would not 
change their voice level when talking to themselves. In (Bond et al., 1989) the idea was 
confirmed as the authors observed that the magnitude of the Lombard effect is greater when 
speakers believe they are communicating with interlocutors. Encountering these Lombard 
reflex cannot be considered as an all-or-none response with some threshold level (Junqua, 
1996; Lane & Tranel, 1971). According to (Junqua, 1996), the variability in Lombard speech 
appears to be distributed along a continuum. The acoustic differences that can be observed 
between Lombard speech and normal speech are believed to have an effect on intelligibility. 
As reported in (Junqua, 1993; Van Summers et al., 1988; Dreher & O'Neill, 1957) the speech 
produced in noise is more intelligible than speech produced in quiet, when both types of 
speech are presented in noise at an equivalent signal-to-noise ratio. It was also shown in 
(Junqua, 1996) that the type of masking noise and the gender of the speakers used for the 
experiment are crucial to the difference in intelligibility of speech produced in noise-free 
and in noisy conditions. In (Junqua, 1993) it was also demonstrated that the babble noise 
degrades the intelligibility of English digit vocabulary more than white noise. He also 
showed that in such case the female Lombard speech is more intelligible than the male 
Lombard speech. It was further revealed that breathiness decreases the intelligibility of 
speech. In this sense it seems that female speakers tend to decrease the breathiness in their 
productions more than male speakers do (Junqua, 1993). 
In this chapter we want to present the influence of Lombard effect on speech recognition, 
which presence can be expected in contemporary speech recognition application in 
numerous application domains. For this reason, we will use the Slovenian Lombard Speech 
Database, which was recorded in studio environment. Slovenian Lombard Speech Database 
will be presented in Section 2. The changes of Lombard speech characteristics will be 
presented in Section 3. With the experiments we want to confirm the influence of Lombard 
effect on speech recognition. In section 4, the experimental design for speech recognition 
will be presented. The results of experiments will be given in Section 5 and the conclusion 
will be drawn in Section 6. 
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2. Lombard speech database 
For the analysis of the speech characteristics and speech recognition experiments, we used 
Lombard speech database recorded in Slovenian language. The Slovenian Lombard Speech 
Database1 (Vlaj et al., 2010) was recorded in studio environment. In this section Slovenian 
Lombard Speech Database will be presented in more detail. Acquisition of raw audio 
material recorded in studio conditions is described in Subsection 2.1. Annotation of speech 
material and conversion of the audio material to the final format are presented in Subsection 
2.2. The structure of Slovenian Lombard Speech Database is presented in Subsection 2.3. 

2.1 Acquisition of raw audio material 
The Slovenian Lombard Speech Database was recorded in studio environment. Each 
speaker pronounced a set of eight corpuses in two recording sessions with at least one week 
pause between recordings. Approximately 30 minutes of speech material per speaker and 
per session was recorded. 
The recordings were performed using a hands-free microphone AKG C 3000 B, close talking 
microphone Shure Beta 53 and two channel electroglottograph EG2. Four channel 
recordings were performed: 
 hands free microphone,  
 close talking microphone,  
 laryngograph and 
 recordings of noise mixed with speaker’s speech that was played on speaker’s 

headphones during recordings. 
The recording platform consisted of Audigy 4 PRO external audio card for 4 channel audio 
recording, Phonic MU244X mixer, and using 96 kHz sampling frequency, 24-bit linear 
quantization. 
Two types of noises were used in recordings: babble and car noise. The noises were taken 
from the Aurora 2 database (Hirsch & Pearce, 2000) and were normalized. The noises were 
played to speaker’s headphones AKG K271. 
At the beginning of each recording the level of the reproduced background noise was 
adjusted according to the scheme proposed in (Bořil et al., 2006). The required noise level 
was adjusted by setting the corresponding effective voltage of the sound card open circuit 
VRMS OL. Noise levels of 80 dB SPL2 and 95 dB SPL at a virtual distance of 1–3 meters were 
used for the Lombard speech recordings. 
Three recordings of all corpuses were made within one recording session: 
 without noise (reference recording),  
 at 80 dB SPL and  
 at 95 dB SPL. 
A short pause was made between recordings of items of particular corpus (word, number, 
number string, and sentence) to allow speaker's recovery. After the complete corpus was 
recorded a longer pause was made to allow for speaker's recovery. 
There was an interaction between the "Lombard" speaker and a listener. The listener heard 
the attenuated speech mixed with non attenuated noise, evaluated the intelligibility and 
reacted accordingly. The reaction of the listener was mediated to the speaker by means of 
                                                 
1  The owner of the database is SVOX. 

2  SPL is abbreviation for Sound Pressure Level. 
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message displayed on the LCD display, where the speaker was notified that the 
pronunciation was intelligible or she/he was asked to repeat the pronunciation as it was not 
intelligible enough. 

2.2 Annotation of speech material 
The manual annotation of speech material is performed by the LombardSpeechLabel tool 
(Figure 1) developed at the University of Maribor. The program tool is written in the 
Tcl/Tk/Tix language, which is suitable for visual programming. It was developed on the 
Microsoft Windows platform and can be incorporated into other operating system platforms 
with small modifications.  
The LombardSpeechLabel tool window is divided into three fields. The upper field contains 
four waveform views (hands free microphone, close talking microphone, laryngograph and 
recordings played on speaker’s headphones) of the signal that have been captured during 
recording of the database. By clicking the buttons on the right hand side of the upper field, 
each signal can be played individually. The bottom of the tool window is divided into two 
parts. On the left hand side the information about the speaker and the recording is given. 
On the right hand side, the additional data of the recording and the orthographic 
transcription are presented. 
 

 
Fig. 1. LombardSpeechLabel tool for manual annotation of speech material. 
The conversion of the audio material to the final format, which was set to 96 kHz sampling 
frequency, 16-bit linear quantization is also made with the LombardSpeechLabel tool. 
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2.3 The structure of the database 
The Slovenian Lombard Speech Database consists of recordings of 10 Slovenian native 
speakers. Five males and five females were recorded. As we already mentioned, each 
speaker pronounced a set of eight corpuses in two recording sessions with at least one week 
pause between recordings. The corpus's structure is similar to SpeechDat II database (Kaiser 
& Kačič, 1997). In the following subsections more information about the database will be 
given. 

2.3.1 Audio and label file format 
Audio files are stored as sequences of 16-bit linear quantization at the sampling frequency of 
96 kHz. They are saved in Intel format. Each prompted utterance is stored in a separate file. 
Each speech file has an accompanying SAM label file with UTF-8 symbols. 
 
A Speaker code (A-Z)
S Session code (1-9) – used only 1 and 2 
T Code of the noise type:

 R: without noise 
 C: Car noise 
 B: Babble noise

R Code of the recording:
 N: recording of the reference signal without presence of noise 
 L: recording of the signal without presence of noise 
 M: recording of the signal with presence  of  noise level of 80 dB SPL 
 H: recording of the signal with presence of noise level of 95 dB SPL 

NNN Code of the corpus (A00 – Z99):
A – application words, B – connected digits, D – dates, I – isolated digits, N – 
natural numbers, S – phonetically rich sentences, T – times, W – phonetically rich 
words 

C Code of the recording channel:
 1: hands-free microphone 
 2: close talk microphone 
 3: signal captured by laryngograph 
 4: signal in headphones that was heard by a speaker

LL Two letter ISO 639 language code 
F File type code

O=Orthographic label file, A=audio speech file

Table 1. Description of file nomenclature. 

2.3.2 File nomenclature 
File names follow the ISO 9660 file name conventions (8 plus 3 characters) according to the 
main CD ROM standard. Owing to the large amounts of audio material, the data were 
stored on a DVD-ROM media. 
The following template for file nomenclature is used: 

A S T R NNN C. LL F 
The file nomenclature is described in Table 1. 
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2.3.3 Directory structure 
The directory structure is set so that each speaker is located on his own DVD-ROM volume. 
Each speaker has two sessions. In each session the reference condition and two noise 
conditions are included. Each condition includes eight corpses. The following five levels 
directory structure is defined: 
 

\<database> 
\<speaker> 

\<session> 
\<condition> 

\<corpus> 
The Lombard speech database directory structure is presented in Table 2. 
 
<database> Defined as: <name><language code>  i.e. LOMBSPSL 

Where: 
<name> is LOMBSP indicating Lombard Speech 
<LL> is the ISO 2-letters code SL for Slovenian 

<speaker> Defined as: SPK_<a> 
Where <a> is a progressive letter from A to Z. This letter is the same as the 
first letter used in file names (see subsection 2.3.2). 

<session> Defined as: SES_<s> 
Where <s> is a progressive number in the range 1 to 9. This number is the 
same as the second number used in file names (see subsection 2.3.2). 

<condition> Tree types of conditions are defined: 
• REF: recording of the reference signal without presence of noise, 
• CAR: recording of the signal with presence of car noise and 
• BABBLE: recording of the signal with presence of babble noise 

<corpus> Defined as: CORPUS_<c> 
Where <c> is a letter for one of corpus defined: A – application words,  
B – connected digits, D – dates, I – isolated digits, N – natural numbers,  
S – phonetically rich sentences, T – times, W – phonetically rich words 

Table 2. Lombard speech database directory structure. 

2.3.4 Corpus code definition 
As it is useful for users to clearly identify the speech file contents by looking at the filename, 
we have specified the corpus code to support one letter corpus identifier and two numbers 
identifier. The corpus code definition is described in Table 3. 

3. Changes of Lombard speech characteristics 
In this section, we will present changes of three Lombard speech characteristics: mean value 
of pitch, phoneme duration and frequency envelope. To demonstrate changes of Lombard 
speech characteristics we used recordings of Slovenian Lombard Speech Database presented 
in Section 2.  
In the analysis, the Lombard speech characteristics were measured for different voiced 
phonemes for the utterances of three words: "ustavi" (stop), "ponovi" (repeat) and 
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"predhodni" (previous). In this paper only the selected results of Lombard speech analysis 
will be presented. 
 

Corpus identifier Item identifier Corpus contents 

A 00-29 application words (30 words) 

B 00-04 connected digits (10 digits sequence pronounced 5 
times) 

D 00-04 dates (5 dates) 

I 00-11 isolated digits (12 digits) 

N 00-04 natural numbers (5 numbers) 

S 00-29 phonetically rich sentences (30 sentences) 

T 00-06 times (7 times) 

W 00-49 phonetically rich words (50 words) 

Table 3. Corpus code definition. 

3.1 Mean value of pitch 
According to the literature, the value of pitch increases in Lombard speech compared to 
normal speech. In this section the results of mean pitch values of the first phoneme "O" of 
the word "ponovi" (Repeat) will be presented. Figures 2 and 3 show the mean pitch values of 
voiced speech (vowel "O") for five speakers, for two sessions and two noise types. Speakers 
1 and 2 were male speakers, whereas speakers 3 to 5 were female speakers. 
Significant increase of pitch in first vowel "O" of the word "ponovi" (repeat) compared to 
reference pronunciations can be seen on Figures 2 and 3 for Lombard speech recorded under 
95dB noise level for all five speakers. The increase can be observed in both recording 
sessions and for both noise types, although the extent varies among speakers. The increase is 
almost the same for the first, second and the fifth speaker and varies most for the third 
speaker in case of babble background noise. In case of car background noise the difference is 
bigger for the first and the forth speaker.  For utterances recorded under 80 dB noise level 
the increase of pitch is significant in case of babble noise (except for third speaker) but is less 
clear in case of car noise for most speakers 

3.2 Phoneme duration 
In this section the results of the duration of the vowel "A" of the word "ustavi" (stop) for all 
five speakers are presented. Figures 4 and 5 show the results of the analysis. It can be seen 
that the duration varies among speakers, but is more consistent per speaker regarding 
different recording sessions, background noise type and noise level. However, there is no 
clear distinction in phoneme duration concerning different recording sessions, background 
noise level or noise type. Figures 4 and 5 indicate that speakers tend to increase the 
phoneme duration at higher level of background noise, but this seems to be not as consistent 
as the increase of pitch. 
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Fig. 2. Mean pitch values of the first phoneme "O" of the word "ponovi" (Repeat) recorded at 
different noise levels and at babble background noise. 

 

 
Fig. 3. Mean pitch values of the first phoneme "O" of the word "ponovi" (Repeat) recorded at 
different noise levels and at car background noise. 
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Fig. 4. Duration of the phoneme "A" of the word "ustavi" (Stop) recorded at babble 
background noise and at different noise levels.  
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Fig. 5. Duration of the phoneme "A" of the word "ustavi" (Stop) recorded at car background 
noise and at different noise levels. 
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Fig. 6. Frequency envelope of phoneme "E" of the word "Predhodni" (Previous) recorded at 
babble background noise and at different noise levels for female speaker (speaker 4) and for 
the first recording session. 
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Fig. 7. Frequency envelope of phoneme "E" of the word "Predhodni" (Previous) recorded at 
car background noise and at different noise levels for female speaker (speaker 4) and for the 
first recording session. 
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3.3 Frequency envelope 
In this section the results of frequency envelope of phoneme "E" of the word "Predhodni" 
(Previous) recorded at different background noises and at different noise levels for female 
speaker (speaker 4) are presented. Figures 6 and 7 show these results of the analysis. The 
increase of the first formant frequency is evident for both background noise types. Also an 
increase of energy in higher frequency range can be seen. Both features are known to occur 
in Lombard speech. The changes of these features are less obvious for utterance uttered at 80 
dB background noise. 

4. Experimental design 
We created experimental design, which showed the influence of Lombard effect on speech 
recognition. It was carried out on the Slovenian Lombard Speech Database. The 
experimental design for acoustic modeling was based on continuous Gaussian density 
Hidden Markov Models. For hidden Markov modeling the HTK toolkit was used (Young et 
al., 2000). For training only recordings of the signal without presence of noise on speaker 
headphones (see code L of the recording in Table 1) were used. The training was done with 
monophone acoustical models. The reason why we decided to use monophone acoustical 
models and not triphone or word acoustical models lays in the content of the Slovenian 
Lombard Speech Database. For the training of triphone acoustical models the speech 
material of the Slovenian Lombard Speech Database is not big enough. Looking from the 
point of view of word acoustical models, the Slovenian Lombard Speech Database has too 
many various words to be trained well enough. The training procedure for monophone 
acoustical models is presented in Figure 8. The Gaussian mixtures were increased by power 
of 2 up to 32 mixtures per state. Monophone acoustical models were trained on all eight 
corpuses from the Slovenian Lombard Speech Database (see Table 3). For this reason 2880 
recorded files with 9474 pronounced words were used. In the next paragraph we will 
shortly present the HTK tools, which were used in the training procedure. 
The HTK tool HCompV scans a set of data files, computes the global mean and variance and 
sets all of the Gaussians in a given HMM to have the same mean and variance. The HTK tool 
HERest is used to perform a single re-estimation of the parameters of a set of HMMs using 
an embedded training version of the Baum-Welch algorithm. HHEd is a script driven editor 
for manipulating sets of HMM definitions. Its basic operation is to load in a set of HMMs, 
apply a sequence of edit operations and then output the transformed set. We used this 
program tool to add short pause model and for increasing the number of Gaussian mixture 
components for each state. 
For the testing three types of the recordings were used: 
 recordings of the signal without presence of noise on the speaker headphones,  
 recordings of the signal with presence of noise level of 80 dB SPL on the speaker 

headphones and  
 recordings of the signal with presence of noise level of 95 dB SPL on the speaker 

headphones. 
The Slovenian Lombard Speech Database is recorded in two recording sessions with at least 
one week pause between recordings. For the training of monophone acoustical models the 
speech material of the first session was used and for the testing the speech material of the 
second session was used. We also made cross experiments, so that we trained monophone 
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acoustical models on the second session and tested them on the first session. The tests were 
made on four corpuses (application words, phonetically rich words, isolated digits and 
connected digits) from the Slovenian Lombard Speech Database. The test on application 
words contained 320 words and the test on phonetically rich words contained 500 words. 
The corpuses isolated digits and connected digits were combined in one test with 620 
digits/words. Word loop was used in all tests, which simply puts all words of the 
vocabulary in a loop and therefore allows any word to be followed by any other word. The 
results will be presented in Section 5. 
For the experimental design, we used Mel-cepstral coefficients and energy coefficient as 
features. We also used first and second derivative of the basic features. The features were 
created  with the front-end using the basic distributed speech recognition standard from 
ETSI (ETSI ES 201 108, 2000). 
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Fig. 8. The procedure for training of monophone acoustical models. 

5. Results 
The results obtained by the experiments will be presented in this section. Figures 9 to 14 
present charts, which show the results on speech recognition accuracy. There are twelve 
groups with three speech recognition results presented on all charts. The first column in 
each group of results presents speech recognition accuracy when there was no noise played 
on the speaker headphones. The second column presents speech recognition accuracy when 
car or babble noise was played on the speaker headphones with the noise level of 80 dB SPL. 
The last third column presents speech recognition accuracy, when car or babble noise was 
played on the speaker headphones with the noise level of 95 dB SPL. At this point we must 
point out that recordings used for training of monophone acoustical models and testing 
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have no noise present. The noise mentioned was played on speaker headphones to 
encourage the speaker to speak louder. Speech recognition experiments were made on six 
different Gaussian mixtures per state. In the charts this is indicated by mix1 to mix 32. The 
speech recognition results are presented for both training scenarios. In the first scenario the 
monophone acoustical models were trained on the first session of the Slovenian Lombard 
Speech Database and then tested on the second one. In the second scenario the monophone 
acoustical models were trained on the second session and then tested on the first one. 
Bellow the title of the charts there is a row beginning with "Trained on" that indicates in 
which session monophone acoustical models were trained. 
Figures 9 and 10 show speech recognition accuracy tested on corpus A (application words) 
with presence of car and babble noise on the speaker’s headphones. Figures 11 and 12 show 
speech recognition accuracy tested on corpus W (phonetically rich words) with presence of 
car and babble noise on the speaker’s headphones. And last two Figures 13 and 14 show 
speech recognition accuracy tested on corpuses B (connected digits) and I (isolated digits) 
with presence of car and babble noise on the speaker’s headphones. 
From the speech recognition results we can conclude that the Lombard effect is present in 
the recordings, which were recorded with noise present on the speaker’s headphones. When 
the noise level on the speaker’s headphones was increased from 80 dB SPL to 95 dB SPL, the 
speech recognition accuracy decreased. 
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Fig. 9. Speech recognition accuracy tested on application words (corpus A) with presence of 
car noise on the speaker headphones. 
The speech recognition accuracy was almost always better when the monophone acoustical 
models were trained on first sessions and tested on second session. The reason for this could 
lay in better trained monophone acoustical models on the first session or better acoustical 
environment in the second session of the Slovenian Lombard Speech Database. Should the 
second answer be correct, it could be concluded that speakers have adapted. Namely, when 
speakers recorded the second session, they had already known what to expect. 
The best speech recognition results were achieved, when the tests were made on 
phonetically rich words (corpus W). The results were the worst, when the tests were made 
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on connected and isolated digits (corpuses B & I). If we analyze speech recognition results at 
only 32 Gaussian mixtures per state, we can see that the smallest differences between the 
tests when no noise was present on speaker’s headphones and the tests when the noise level 
of 95 dB SPL was present on speaker’s headphones were obtained on corpuses A 
(application words) and W (phonetically rich words).  
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Fig. 10. Speech recognition accuracy tested on application words (corpus A) with presence 
of babble noise on the speaker headphones. 
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Fig. 11. Speech recognition accuracy tested on phonetically rich words (corpuses W) with 
presence of car noise on the speaker headphones. 
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Fig. 12. Speech recognition accuracy tested on phonetically rich words (corpuses W) with 
presence of babble noise on the speaker headphones. 
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Fig. 13. Speech recognition accuracy tested on connected and isolated digits (corpuses B & I) 
with presence of car noise on the speaker headphones. 
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Fig. 14. Speech recognition accuracy tested on connected and isolated digits (corpuses B & I) 
with presence of babble noise on the speaker headphones. 

By increasing the number of Gaussian mixtures per state, the speech recognition accuracy 
was also increased. If we look at the speech recognition accuracy presented in the charts, we 
can see that the influence of Lombard effect is smaller at 32 Gaussian mixtures per state than 
at lower number of Gaussian mixtures per state. This can be concluded from the fact that the 
difference of the speech recognition accuracy under different conditions (without noise, 
with noise level of 80 dB SPL and with noise level of 95 dB SPL) is the smallest at 32 
Gaussian mixtures per state. 
Considering the average of the obtained speech recognition results at 32 Gaussian mixtures 
per state, we can conclude that speech recognition accuracy was reduced by 1.59 %, when 
the noise level of 80 dB SPL was present on speaker’s headphones and by 4.60 %, when the 
noise level of 95 dB SPL was present on speaker headphones. 

6. Conclusion 
In this chapter we made a short review of papers covering the topic of the Lombard effect, 
which were written by researchers in last hundred years. Nowadays, the presence of 
Lombard effect can be expected in contemporary speech recognition applications in 
numerous application domains. We made experiments to present the influence of Lombard 
effect on speech recognition. In order to do so, we used the Slovenian Lombard Speech 
Database, which was presented in Section 2. The Slovenian Lombard Speech Database was 
recorded in studio environment. In Section 3, we presented changes of three Lombard 
speech characteristics: mean value of pitch, phoneme duration and frequency envelope. In 
Section 4, the experimental design was presented. Results were presented in Section 5. With 
the experiments we confirmed the influence of Lombard effect on speech recognition 
accuracy. 
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1. Introduction
The recognition of distant-talking speech has rapidly improved in recent years, because many
novel speech-recognition techniques have been proposed that are robust against noise and
reverberance. The signal to noise ratio (SNR) is generally used as a common criterion in
speech-recognition techniques that are robust against noise. SNR is an effective noise criterion
for estimating the recognition of speech in noisy environments. As an algorithm based on
the perceptual evaluation of speech quality (PESQ) (T. Yamada et al. (2006)) has also been
proposed to achieve the same target, we can roughly estimate the recognition of speech in
noisy environments. However, no common reverberation criteria have been proposed to
attain robust reverberant-speech recognition. It has therefore been difficult to estimate the
recognition of reverberant speech. The reverberation time, T60, (M. R. Schroeder (1965))
is currently generally used to recognize distant-talking speech as a reverberation criterion.
It is unique and does not depend on the position of the source in a room. However,
distant-talking speech recognition greatly depends on the location of the talker relative to
that of the microphone and the distance between them. Therefore, T60 is unsuitable for
measuring the recognition of distant-talking speech. We propose newly reverberation criteria
for measuring the recognition of distant-talking speech to overcome this problem. We first
investigate suitable reverberation criteria to enable distant-talking speech to be recognized.
We calculated automatic speech recognition with early and late reflections based on the
impulse response between a talker and the microphone. We then evaluated it based on
ISO3382 acoustic parameters (ISO3382 (1997)). Based on above investigation, we finally
propose novel reverberation criteria RSR-Dn (Reverberant Speech Recognition criteria with
Dn) which utilise ISO3382 acoustic parameters for robustly estimating reverberant speech
recognition performance.

2. Conventional reverberation criteria for recognition of distant-talking speech

2.1 Reverberation time, (T60)
2.1.1 Reverberation time based on theory of room acoustics
Reverberation time (M. R. Schroeder (1965)) is the most fundamental concept for evaluating
indoor acoustical fields and is a parameter that expresses the duration of sound.
Reverberation time is the time required for a sound in a room to decay by 60 dB (called T60).
As the theory assumes a diffusible sound field in a room, the effect does not change even if
sound-absorbing material is placed in any position in the room. The reverberation time is
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constant for all positions of the sound source and the microphone in the room. However, it
alone is insufficient as the criterion for the recognition of distant-talking speech because this
depends on the distance between a talker and the microphone in the same environment.

2.1.2 Method of measuring reverberation time
Schroeder developed a basic method (M. R. Schroeder (1965)) of measuring reverberation by
integrating the square of the impulse response. The reverberation time is easily measured
with his method. The reverberation curves are derived from Eq. (1) with impulse response
h(λ).

< y2
d(t) >= N

∫ ∞

t
h2(λ)dλ (1)

where <> is the ensemble average, and N is the power of the unit frequency of random noise.
The reverberation time in this reverberation curve is the time it takes to drop 60 dB below the
original level.

2.2 Total amplitude of reflection signals (A value)
The A value (H. Kuttruff (2000)) is used as a reverberation criterion as often as reverberation
time for the recognition of distant-talking speech. It is derived from Eq. (2).

A =

√∫ n

ε
h2(t)dt /

∫ ε

0
h2(t)dt, (2)

where ε represents the duration of direct sound within approximately 3− 5 ms. The A value
indicates the energy ratio between direction and reflections on the captured signal, and it
depends on the distance between the talker and microphone in the same room. However, it
does not distinguish early reflections from late reverberations.

3. Relation between early reflections and distant-talking speech recognition
We define early reflections as high-correlation signals with direct sound, especially those that
arrive within a few milliseconds of direct sound in this paper. Late reverberations are defined
as low or no correlation signals with direct sound, especially those that arrive over a few
milliseconds after direct sound.

3.1 Early reflections in distant-talking speech recognition
Early reflections, especially those that arrive within 50 ms of direct sound, are useful to
humans when listening to speech (H. Kuttruff (2000)). However, the higher the reflection
energy becomes, the less effectively speech is recognized, subject to clean acoustic phoneme
models. However, it was previously unclear whether early reflections were useful for
recognizing speech in the recognition of distant-talking speech because the reverberation time
and A values were used as reverberation criteria. We evaluated what relation there was
between early reflections and the recognition of distant-talking speech on the basis of impulse
responses between a talker and the microphone to develop more suitable reverberation criteria
for distant-talking speech recognition.

3.2 Evaluation experiment
3.2.1 Recording conditions
We measured impulse responses in actual environments. The impulse responses were
measured in T60 = 0.2 and 0.7 s environments, subject to distances of 0.1 and 0.5 m between
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Fig. 1. Example of impulse response extraction for three evaluation periods.

Decoder Julius (A. Lee et al. (2001))
HMM IPA monophone model

(Gender-dependent)
Feature vectors 12 orders MFCC +

12 orders ΔMFCC +
1 order ΔPower

Frame length 25 ms. (Humming window)
Frame interval 10 ms.

Table 1. Experimental conditions for speech recognition.

the talker and the microphone. A time stretched pulse (Y. Suzuki et al. (1995)) was used to
measure the impulse responses. The recordings were made with 16 kHz sampling and 16 bit
quantization.

3.2.2 Experimental conditions
An ATR phoneme-balanced set (K. Takeda et al. (1987)) was employed as the speech samples
that were made up of 216 isolated Japanese words that were uttered by 14 speakers (7
females and 7 males). We evaluated the relation between early reflections and the recognition
of distant-talking speech by convolving speech samples and impulse responses. Impulse
responses were extracted during each period of evaluation as shown in Figure 1 to evaluate
the relation between reflections and the recognition of distant-talking speech for all evaluation
periods. Table 1 lists the experimental conditions for speech recognition.

3.2.3 Experimental results
Figure 2 plots the experimental results, where T60 is the reverberation time, Dis. is the distance
between the talker and the microphone, and WRR is the word recognition rate. The A value is
the energy ratio between the direction and reflections from the duration of direct sound to each
evaluation period. We confirmed that early reflections within about 12.5 ms after direct sound
only contributed slightly to the recognition of distant-talking speech in quiet environments
on the basis of these results, although early reflections within about 50 ms from the duration
of direct sound contributed greatly to human hearing ability. We also confirmed that late
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Fig. 2. Effects of early reflections on distant-talking speech recognition.

reflections over about 12.5 ms after direct sound decreased the recognition of distant-talking
speech. The higher the A value becomes in Figure 2, the greater the number of reflections.
However, we confirmed that the ability to recognize speech can be improved de spite a higher
A value. Therefore, we again found that suitable reverberation criteria were necessary for the
recognition of distant-talking speech on the basis of our evaluation experiments.

4. Toward suitable reverberation criteria

4.1 ISO3382 acoustic parameters
ISO3382 (ISO3382 (1997)) proposed parameters for measuring room acoustics. The ISO3382
standard defines measurements of reverberation times in rooms with reference to other
acoustical parameters. Acoustics parameters are classified into four categories on the basis
of this standard:

1. Sound level

2. Reverberation time

3. Balance between early and late arriving energies (Clarity, Definition, and Center time)

4. Binaural parameters (IACC, Lateral Fraction)

These parameters are directly calculated based on measured impulse responses. We focused
on the third category (balance between early and late arriving energies), because it has a high
correlation with clarity and the reverberance of the acoustic sound field.

4.2 Balance between early and late arriving energy
“Clarity,” “Definition,” and “Center time” are defined as the acoustic parameters of balance
between early and late arriving energies in the ISO3382 standard. The C value expresses
the clarity of acoustics and is derived from Eq. (3). The D value expresses the definition of
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acoustics and is derived from Eq. (4). Center time expresses the center time based on a square
impulse response and is derived from Eq. (5).

Cn=10 log10

(∫ n

0
h2(t)dt /

∫ ∞

n
h2(t)dt

)
, (3)

Dn=
∫ n

0
h2(t)dt /

∫ ∞

0
h2(t)dt, (4)

Ts=
∫ ∞

0
t h2(t)dt /

∫ ∞

0
h2(t)dt, (5)

where, n is the border time between early and late arriving energies. The C value measure and
the condition of music are highly correlated with n = 80 ms, and the D value measure and the
condition of speech are highly correlated with n = 50 ms based on the ISO3382 standard. In
addition, the larger Ts becomes, the more late reverberations there are.

4.3 Evaluation experiments
We evaluated the relation of the ISO3382 acoustic parameters and the recognition of
distant-talking speech to determine suitable reverberation criteria. We also compared all
acoustic parameters with regression analysis based on ordinary least squares.

4.3.1 Recording conditions
We measured impulse responses in six environments, i.e., a “Living room” (LV, T60 = 250 ms),
a “Conference room” (CR, T60 = 350 ms), a “Corridor” (CC, T60 = 600 ms), a “Prefabricated
bath” (PB, T60 = 700 ms), an “Elevator hall(lobby)” (EV, T60 = 700 ms), and “Standard stairs”
(SS, T60 = 800 ms). The distances between the talker and the microphone were between 10 cm
and 500 cm in all environments. We measured 307 impulse responses in all. A time-stretched
pulse was used to measure the impulse responses as in Section 3.2.1. The recordings were
conducted with 16 kHz sampling and 16 bit quantization.

4.3.2 Experimental conditions
The speech recognition experiments were conducted under the same conditions as in Section
3.2.2. An ATR phoneme-balanced set was employed as the speech samples that were made
up of 216 isolated Japanese words that were uttered by 14 speakers (7 females and 7 males).
Table 1 lists the experimental conditions for speech recognition.

4.3.3 Experimental results
Figures 3-6 plot the experimental results. The horizontal axes represent the word recognition
rate, and the vertical axes represent the A value, C80, D50, and Ts. Table 2 lists the results for all
acoustic parameters with regression analysis based on ordinary least squares. We found that
the ISO3382 acoustic parameters were strong candidates for the reverberation criteria based
on these results because the regression coefficients for the C, D, and Ts values were higher
than that for the A value.

4.3.4 Discussion
The results from the evaluation experiments proved the ISO3382 acoustic parameters were
strong candidates as the reverberation criteria for the recognition of distant-talking speech.
We therefore assumed that the early reflection signal, which is the most important factor in
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LV CR CD PB EV SS AVE.
A 0.81 0.93 0.79 0.89 0.81 0.69 0.82

C80 0.82 0.86 0.85 0.96 0.91 0.89 0.88
D50 0.73 0.91 0.93 0.95 0.92 0.91 0.89
Ts 0.82 0.87 0.95 0.97 0.91 0.77 0.88

Table 2. Regression coefficients for all acoustic parameters.
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Fig. 3. A value.

the recognition of reverberant speech, does not depend on the total amount of reflection,
but on the balance between early and late arriving energies. Our next challenge is to
examine the use of suitable reverberation criteria based on the Cn and Dn values of ISO3382
acoustic parameters with a suitable border time, n, between early and late arriving energies
to prove this hypothesis. If suitable border time n can be estimated, we can easily estimate
the recognition of reverberant speech with one impulse response between the talker and
microphone.

5. Performance estimation of reverberant speech recognition based on
reverberation criteria

5.1 Performance estimation based on reverberation time
Reverberation time is usually used to estimate reverberant speech recognition performance.
However, other reverberant features are altered by the difference between assumption of a
diffusible sound field in a room and an actual sound field. Thus, it is difficult to estimate
speech recognition performance with only reverberation time. In this section, we conducted
an evaluation experiment in three reverberant environments shown in Table 3(b) to investigate
the relation between reverberation time and speech recognition performance. We first
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measured several impulse responses in each environment. After that, we acquired speech
recognition performance with a speech recognition engine (A. Lee et al. (2001)) by using
the training data convolved speech sample and each measured impulse response. Figure 7
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shows the obtained result. The line in Figure 7 represents the average of speech recognition
performance in each reverberant environment. We confirmed the speech recognition
performance degradation and the variance increase in heavy reverberant environment. As
a result, we could confirm that it is significantly difficult to estimate speech recognition
performance in heavy reverberation environment in comparison with light reverberant
environment.
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Fig. 7. Reverberant speech recognition performance in three reverberant environments.
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Fig. 8. Overview of the proposed method.

5.2 Performance estimation based on new reverberation criteria RSR-Dn
5.2.1 Early reflections in reverberant speech recognition
In previous section 3.2.3, we confirmed two facts about reverberant speech recognition.
One is that early reflections within about 12.5 ms after direct sound contributed slightly
to the recognition of reverberant speech in quiet environments, although early reflections
within about 50 ms from the duration of direct sound contributed greatly to human hearing
ability. The other is that late reflections over about 12.5 ms after direct sound decreased the
recognition of reverberant speech. Based on these results, we confirmed that it is difficult
to estimate the reverberant speech recognition performance using only reverberation time,
since it does not take these factors into consideration. Therefore, we concluded that we
would need to use the experimental results we had previously obtained to determine suitable
reverberation criteria for recognizing reverberant speech.

5.2.2 New reverberation criteria with RSR-Dn
We attempted to design the new reverberation criteria RSR-Dn to estimate reverberant
speech recognition performance as shown at the top of Figure 8. First, we investigated the
relation between the D value and reverberant speech recognition performance. We then used
regression analysis based on the correlation coefficients for these to design the RSR-Dn to
cover each reverberation time. We used four steps in our approach, explained in detail as
follows.

Step.1: We measured many impulse responses in a number of environments to obtain
training data. Using the measured impulse responses as a basis, we used Eq. (1) to
calculate reverberation times.

Step.2: We next calculated the D value with Eq. (4) after performing Step 1. In Eq. (4), the
border time n is essential for determining the maximum value of the relation between D
value and speech recognition performance. Thus, we determined the suitable border time
n as described in Section 5.3.1 and then used the value to calculate Dn.

Step.3: We then acquired speech recognition performance with a speech recognition engine
(A. Lee et al. (2001)) by using the training data obtained using dry data and measured
impulse responses as described in Step 1.
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(a) Training environments
Soundproof room (T60 = 100 ms, 72 RIRs )
Japanese style room (T60 = 400 ms, 72 RIRs )
Laboratory (T60 = 450 ms 72 RIRs )
Conference room (T60 = 600 ms, 120 RIRs )
Living room (T60 = 600 ms, 72 RIRs )
Corridor (T60 = 600 ms, 120 RIRs )
Bath room (T60 = 650 ms, 28 RIRs )
Lift station (T60 = 850 ms, 120 RIRs )
Standard stairs (T60 = 850 ms, 56 RIRs )

(b) Environments to calculate speech
recognition performance

Laboratory (T60 = 450 ms, 72 RIRs )
Conference room (T60 = 600 ms, 120 RIRs )
Lift station (T60 = 850 ms, 120 RIRs )

(c) Environments to calculate a suitable n
Japanese style room (T60 = 400 ms, 72 RIRs )
Conference room (T60 = 600 ms, 120 RIRs )
Standard stairs (T60 = 850 ms, 56 RIRs )

(d) Environments to design RSR-Dn
Japanese style room (T60 = 400 ms, 72 RIRs )
Conference room (T60 = 600 ms, 120 RIRs )
Standard stairs (T60 = 850 ms, 56 RIRs )

(e) Test environments
Laboratory (T60 = 450 ms, 72 RIRs )
Bath room (T60 = 650 ms, 28 RIRs )
Lift station (T60 = 850 ms, 120 RIRs )

Table 3. Experimental conditions(RIRs : Room Impulse Responses)
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Step.4: Finally, we conducted regression analysis based on the D value calculated from Steps
1 and 2 and the speech recognition performance calculated in Step 3. We used linear
and quadratic functions as regression curves calculated with regression analysis based on
ordinary least squares.

5.2.3 Performance estimation of reverberant speech recognition with RSR-Dn
As shown at the bottom of Figure 8, we will try to estimate the speech recognition performance
with the RSR-Dn. We first calculate the reverberation time and the D value based on impulse
responses in test environments. Based on them, we try to estimate the speech recognition
performance with the RSR-Dn in same reverberation time.
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5.3 Evaluation experiments
We used the proposed criteria to estimate the reverberant speech recognition performance.
Initially, we measured 732 impulse responses to design the reverberant criteria RSR-Dn in
the nine training environments shown in Table 3(a). A time-stretched pulse was used to
measure the impulse responses. The recordings were conducted with 16 kHz sampling and
16 bit quantization. All impulse responses were measured for distances ranging between
100 ∼ 5,000 mm. For estimation of speech recognition performance, we used an ATR
phoneme-balanced set as the speech samples that were made up of 216 isolated Japanese
words that were uttered by 14 speakers (7 females and 7 males). In addition, the recognition
performance varies largely depending on the recognition task. Thus, RSR-D20 design and
performance estimation should be conducted in the same recognition task.

5.3.1 Suitable border time n for reverberant criteria RSR-Dn
In Eq. (4), the border time n is essential for determining the maximum value of the relation
between D value and speech recognition performance. Thus, we conducted evaluation
experiments in the three environments shown in Table 3(c), using the D value and two
regression functions (linear and quadratic) to determine the most suitable border time n.
Figure 9 shows the results we obtained. From linear and quadratic regression analysis, it
was determined that 20 msec was the most suitable border time value. We therefore used 20
msec as the border time for calculating Dn and designing RSR-D20.

5.3.2 Suitable RSR-D20 design
Figure 10 and 11 show the relation between speech recognition performance and D20 for
the nine training environments shown in Table 3(a). These figures also show the regression
analysis results for the three environments shown in Table 3(d). Figure 12 shows the
relation between RSR-D20 and speech recognition performance based on the regression
analysis results in three environments( Japanese room, Conference room and Standard stairs
). Table 4 shows correlation coefficients with their respective regression functions for these
three environments. We defined that RSR-D20L represents RSR-D20 with a linear regression
function, and RSR-D20Q represents RSR-D20 with a quadratic regression function. As a result
of Table 4, we confirmed that both RSR-D20L and RSR-D20Q are much the most suitable
criteria for estimation of reverberant speech recognition.

5.3.3 Performance estimation with RSR-D20Q
Finally, we attempted to estimate the reverberant speech recognition performance for the
three test environments shown in Table 3(e). Both closed and open tests were carried out
for this purpose. In closed test, we estimated speech recognition performance on known
condition with RSR-Dn designed in the same environment. On the other hand, in open
test, we estimated recognition performance on unknown condition with RSR-Dn designed
in the other environments including same reverberation time. Figure 13 shows the obtained
results. Standard deviations are given in Table 5. The results showed that average estimation
error of less than 5% was achieved with RSR-D20Q in all environments. Table 4 shows the
correlation coefficients obtained with RSR-D20L and RSR-D20Q. As the table shows, both the
RSR-D20L and RSR-D20Q coefficients are higher than 0.93 in all environments. Thus, it can
be concluded that the RSR-D20 criteria provides much better estimation performance than
conventional reverberation criteria and that it is a particular strong candidate for suitably
recognizing reverberant speech.
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Fig. 12. Relation between RSR-D20 and speech recognition performance
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Fig. 13. Average estimation error
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RSR-D20L RSR-D20Q
Env. (Linear) (Quadratic)

T60 = 400 ms 0.937 0.939
T60 = 600 ms 0.966 0.963
T60 = 850 ms 0.977 0.972

Table 4. Correlation coefficients

Conventinal RSR-D20L RSR-D20Q
Env. Method (Linear) (Quadratic)

Close / Open Close / Open Close / Open
T60 = 450 ms 3.10 / 3.26 1.10 / 3.62 1.13 / 3.60
T60 = 650 ms 6.92 / 7.18 2.46 / 3.49 2.59 / 3.14
T60 = 850 ms 8.80 / 17.64 2.41 / 5.35 2.81 / 5.23

Table 5. Standard deviations

6. Conclusions
We first evaluated the relation between early reflections and the recognition of distant-talking
speech toward suitable reverberation criteria to enable distant-talking speech to be
recognized. As a result, we found that early reflections within about 12.5 ms from the duration
of direct sound contributed slightly to the recognition of distant-talking speech in non-noisy
environments. We also confirmed that the C and D values of ISO3382 were strong candidates
for the reverberation criteria of distant-talking speech recognition as a result of evaluation
experiments with ISO3382 acoustic parameters. Therefore, to facilitate the recognition of
reverberant speech, we then proposed new reverberation criteria RSR-D20 (Reverberant
Speech Recognition criteria with D20), which calculates recognition performance based
on D20 for ISO3382 acoustic parameters. Experiments conducted in actual environments
confirmed that the proposed criteria (particularly RSR-D20Q) provide much better estimation
performance than conventional reverberation criteria. We also intend to investigate suitable
reverberation criteria in the frequency domain for distant-talking speech recognition with the
Modulation Transfer Function (MTF) (T. Houtgast et al. (1980)) in future work.
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1. Introduction  
Communication is essential for social interaction and may interfere significantly with 
school, professional performance or social communication. When we speak we allow others 
to know our thoughts, feelings and needs and them to know ours. 
Hearing, in turn, is the main sense responsible for acquiring speech and language in 
children. Impairment of this function may compromise not only language, but also social, 
emotional and cognitive aspects (Tiensoli et al., 2007). 

2. Noise 
The word noise comes from the latin “rugitus”, which means roar. Acoustically it is 
composed of various sound waves in relation to anarchically distributed amplitude and 
phase, causing an unpleasant sensation, in contrast to music. It is any undesirable sound 
disturbance that interferes with what one wishes to hear. From the physics standpoint, noise 
is defined as a sound composed of a large number of randomly distributed acoustic 
vibrations with amplitude and phase relationships (Ferreira, 1975).  
Noise can be divided into two categories: impact or impulsive and continuous or 
intermittent. In the first case, it represents peaks of acoustic energy of less than one second, 
at intervals greater than one second. Intermittent noise is all and any noise that is not 
classified as impact or impulsive. 
Nepomuceno (1994) defines noise as an audible phenomenon whose frequencies cannot be 
discriminated because they differ between one another by lower values than those detected 
by the auditory device. It is responsible for the production of unpleasant auditory sensations 
and therefore different from sound. Noise is an interesting study subject because it directly 
affects the health of people, disqualifies the environment in which they live and causes 
social problems, in that its effects alter and degrade social relationships (Souza, 2004). 
Speech intelligibility is defined as the relationship between words spoken and understood, 
expressed in percentage. For communication to be effective and intelligible, speech 
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intelligibility must be higher than 90% (Nepomuceno, 1994). In noisy environments such as 
companies, schools, means of transportation, recreation areas or any other place with a large 
number of people, communication is significantly compromised. 

3. Acoustic reflex 
The hearing mechanism is described as consisting of three divisions: outer, middle and 
inner ear. Each compartment of the ear has the particular function of allowing sound to be 
transmitted, amplified and finally transformed into electrical stimulus that are conveyed to 
the cortex by the auditory nerve. Middle ear structures include the tensor tympani muscle 
and the stapedius muscle, the smallest striated muscles in the body. 
 

 
Fig. 1. Middle ear 

Contraction of stapedius and tympani muscles may also occur by extra acoustic excitation 
such as painful and tactile sensations. Voluntary contraction might occur in some subjects. 
Bujosa (1978) found that stimuli triggering stapedius muscle reflexes can be sonorous 
(unilateral, contralateral, ipsilateral and bilateral), tactile (in the skin of the tragus and upper 
eyelid) and electric (these are not observable in otitis media, osteosclerosis, facial paralysis, 
and sonorous cases). Stimuli that trigger tensor tympani reflexes are sonorous, tactile 
(airflow) and nasal mucosa stimulation with ammonia vapors. 
Several studies have been conducted on the function of intratympanic muscles and some 
correlate it with activities of hearing centers. Lidén, Peterson & Hartford (1970) state that for 
acoustic stimuli, the primary response is from the stapedius muscle and that it exhibits 
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lower reflex threshold to sound pressures than the tympani tensor. Observing the activity of 
the middle ear muscles is the function of the method used and, using imitanciometry, only 
stapedius muscle function can be determined with precision. For this reason, the acoustic 
reflex is denominated the stapedius reflex (Lopes Filho, 1975). 
The neural complex of the acoustic reflex is located in the lowest part of the brainstem. In 
the ipsilateral pathway, the acoustic stimulus is transmitted from the cochlea to the acoustic 
nerve and then to the ipsilateral ventral cochlear nuclei, and in turn, through the trapezoid 
body to the facial motor nucleus and ipsilateral stapedius. In the contralateral pathway, 
transmission is from the ventral cochlear nuclei to the medial superior olivary complex, 
crossing to the facial motor nucleus, then proceeding to the facial nerve and contralateral 
stapedius. It is believed that this description, although the most accepted, involves much 
more complex multisynaptic connections, where upper auditory pathways act on the 
acoustic reflex, inhibiting or increasing it (Borg, 1973; Robinette & Brey, 1978; Downs & 
Crum, 1980; Northern, Gabbard, Kinder, 1989; Northern & Downs, 1989). 
Motor neurons are located near, but not within the facial nucleus. They are separated 
anatomically into functional bundles and are capable of ipsi, contra or bilateral stimulus 
responses.  By stimulating one ear, these connections can obtain bilateral responses from the 
facial nerve and consequently from the stapedius. In 1992, Colleti et al observed that 
pathologies of the ascending auditory pathways may interfere in the acoustic reflex, where 
activity is also thought to be regulated by cortical and subcortical structures. Thus, the 
acoustic reflex and the cochlear-olivary system would receive tonic facilitative influence 
from hearing centers (Carvallo, 1997a). Therefore, for acoustic reflex to occur, there must be 
integrity of the afferent, association and efferent pathway. 
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Fig. 2. Noise spectrum of speech 
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Andrade et al (2011) conducted a study involving 18 female participants, divided into two 
groups: acoustic reflexes present (20 ears) and absent (16 ears). A total of 180 disyllabic 
words were presented, 90 for each ear, randomly emitted at a fixed intensity of 40 dB above 
the three-tone average. At the same time, three types of noise were presented ipsilaterally 
(white, pink and speech), one at a time, at three intensities: 40, 50 and 60 dB above the three-
tone average. 
The three types of noises presented at intensities of 40 and 50 dB above the three-tone 
average showed better efficiency in discriminating speech in the group with acoustic 
reflexes present. For the intensity of 60 dB, using white and pink noise, a similar percentage 
of hits was observed between the two study groups. The better performance in 
discriminating at all intensities, including at 60dB, was found with the use of speech noise. 
The study concluded that the presence of reflex helps discriminate among speech sounds, 
especially in noisy environments. 
White noise, described in the aforementioned study, consists of frequencies between 10 and 
10,000 Hz, with equal intensity and energy maintained at high frequencies and efficient up 
to 6000 Hz.  Pink noise is  filtered white noise composed of frequencies between 500 and 
4000 Hz, a band where it is most effective (Menezes, 2005).To construct speech noise, a 
recording was made in which several individuals were talking at the same time, simulating 
a noisy environment. Frequencies ranged only from 0 to 4 kHz. The noise spectrum was 
analyzed and fast Fourier transform is shown below. 

4. New findings  
A recent study conducted by Andrade et al (2011) compared three groups of normal hearers 
with pure-tone auditory threshold up to  20 dBHL for frequencies of  250, 500, 1000, 2000, 
4000, 6000 and  8000 Hz dBNA (ANSI -1969), with inter-ear differences for frequencies less 
than or equal to 10 dB and age between 18 and 55 years. The following exclusion criteria 
were established: exposure to occupational or leisure noise, ear surgery, more than three ear 
infections within the last year, use of ototoxic medication and hereditary cases of deafness. 
In the control group the subjects showed reflexes up to 90 dBSPL (70 to 90 dB). In the second 
group, the normal hearers exhibited reflexes between 95 and 110 dBSPL (Group 2) and in 
the third group, the subjects had no stapedius reflex (Group 3). Each group consisted of 8 
female participants, totaling 16 ears per group. As with Andrade (2011), speech noises were 
used at intensities of 40, 50 and 60 dB above the three-tone average. 
Using TDH39 headphones in acoustic cabin, words and noises were emitted ipsilaterally 
and only hits were considered, that is, words correctly repeated. This test used 120 
disyllable words, 60 for each ear. These were emitted randomly at a fixed intensity of 40dB 
above the three-tone average. Noise was used at intensities of 40, 50 and 60 dB above the 
three-tone average, that is, 20 words per intensity were presented. The responses 
characterized as distortions were stored in a databank and will be analyzed in future 
studies. If the participant did not respond or responded incorrectly, the word was repeated 
once again after the following word on the list was presented.  
The sample studied was composed of 24 female volunteers. The age of control group 
subjects varied from 28.5 to 39.5 years, with mean age of 32.1 years and standard deviation of 
9.8.  In the second group, the age range was between 27.1 and 40 years, with mean age o 33.1 
years and standard deviation of 10.8. In the group with no reflexes present, the age range was 
between 26.3 and 37.2 years, with mean age of 30.7 years and standard deviation of 6.5.  
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An evaluation of the different intensities of speech sound showed similar behavior to that of 
the means presented. Thus, it was decided to only show these mean results. 
The results of this new study, as illustrated in graph 1, show a slightly higher  mean 
percentage of hits for the control group (normal hearers with reflexes  up to 90 dBSPL), as 
compared to Group 2 (normal hearers with reflexes  between 95 and 110 dBSPL). However, 
the Mann Whitney U test did not reveal statistically significant differences (p=0.28).  
However, when the two aforementioned groups were compared (Control and 2) with the 
group of normal hearers with no stapedius reflexes (Group 3), the difference was significant, 
with p-values of 0.005, 0.000 and 0.031, as shown in the following table: 
 

 Noise (+40 dB) Noise (+50 dB) Noise (+60 dB)

Mann-Whitney U 83.500 54.000 103.000

Wilcoxon W 219.500 190.000 239.000

Z -3.533 -3.639 -2.193

P value 0.005 0.000 0.031

 

Table 1. P-value for noise intensities 
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Graph 1. Mean percentage of hits per group in the speech discrimination test with noise, 
irrespective of ear or noise intensity used. 

Thus, enhanced discrimination ability can be observed at all intensities, using speech noise, 
including at 60 dB, for the group with reflexes present, regardless of intensity, as compared 
to Group 3, with no reflexes present. That is, a significant difference occurs only when we 
compare groups of individuals without acoustic reflex in discriminating sounds in the 
presence of speech noise (Andrade, 2011). 
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5. Speech tests  
Based on the previously described studies, it is important to point out that word recognition 
tests are very important in audiological diagnosis. The audiological battery is considered 
incomplete without measures of speech recognition. 
The ability to understand speech is one of the most important measurable aspects of human 
auditory function. Logoaudiometry is a means to evaluate speech recognition under 
adequately controlled conditions (Penrod, 1999). The tests used to measure auditory 
performance of individuals performing speech recognition tasks use isolated stimuli, 
monosyllable and disyllable words being the most widely used (Lacerda, 1976). 
Speech recognition is accompanied by a combination of acoustic, linguistic, semantic and 
circumstantial cues (Gama, 1994). However, when an excess of some of these cues are heard 
under favorable conditions, they can be disregarded. For message transmission to be 
effective, there must be redundancy of the acoustic cues that the hearer draws on, according 
to the situation and context of the communication. This is what occurs, for example, with 
conversations in noisy environments.  
In audiological practice, it is common to find subjects with the same degree and 
configuration of sensorineural auditory loss who exhibit substantially different skills with 
respect to speech perception. There is a relatively weak relationship between tone auditory 
thresholds and speech intelligibility for individuals with sensorineural auditory loss. Factors 
other than auditory sensitivity likely interfere in speech perception (Yoshioka, 1980). 
The following have been offered to explain the difficulty in understanding speech in noise, 
for patients with sensorineural auditory loss: noise, which has a masking function; loss of 
binaural integration, which increases the signal-to-noise ratio by 3 dB or more; difficulties in 
temporal resolution and frequencies; decrease in the dynamic field of hearing and the effect 
of masking low frequency energy (vowels) on middle and high frequency threshold 
(consonants). The negative influence of noise may be due to the following factor: the 
monaural entry to the auditory system does not allow the noise reduction processing 
possible in a binaural auditory system (Almeida, 2003). 
Most individuals with auditory loss at high frequencies (above 3000 Hz) have little or no 
difficulty in understanding speech in silent environments, since these situations contain a 
series of excess cues that they can use to understand speech. However, in noisy 
environments or under adverse conditions, such as when speech is distorted, the subject 
may have innumerable difficulties regarding speech intelligibility, given that the number of 
cues falls drastically, leading to the use of only the cues available in the particular situation. 
Thus, it is extremely important to study hearing performance less favorable conditions, such 
as simulating conversation in an environment where several individuals are talking at the 
same time and determining which processes interfere in the speech perception of these 
subjects. This justifies the concern about not only measuring  speech recognition capacity in 
situations of acoustic isolation, in which concurrent stimuli are under control, but also in 
situations resembling real life (Schochat, 1994). 
Two types of noise are recommended in the evaluation of speech perception: competitive 
speech noise and environmental noise, with competitive speech noise exerting a more 
significant effect on speech perception than environmental noise in general (Sanders, 1982). 
In 2004, Caporali & Silva conducted a study to determine the effects of hearing loss and age 
on speech recognition in the presence of noise, using two types of noise. Three experimental 
groups were organized, one composed of adults without auditory alteration, another by 
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adult subjects with hearing loss at high frequencies and a third group of elderly with similar 
audiometric configuration to that of the group with loss. All subjects performed speech 
recognition task in silence, in the presence of an amplified white noise spectrum and 
“cocktail party” noise, at the same signal-to-noise ratio (0 dB), in both ears. The results 
showed that noise interferes negatively on speech recognition in all the groups. Performance 
of normal-hearing subjects was better than that of the groups with hearing loss. However, 
the group of elderly performed worse, especially with respect to “cocktail party” noise. It 
was also observed that all the subjects exhibited better results in the second ear tested, 
showing a learning effect. Findings demonstrate that both age and hearing loss contributed 
to the low performance exhibited by the elderly in speech perception in the presence of 
noise and that “cocktail party” noise was suitable for this investigation. 

6. Noise in the work environment 
It is well known that physical and mental well being is important for good performance, in 
both professional and social activities. Many measures have been taken to provide better 
occupational conditions to workers; however, there are a number of aspects that are not 
recognized or valued. 
It is very important to carry out research to clarify the extra auditory effects of noise on 
human beings, increase concern and efforts to eliminate this risk agent and adopt effective 
preventive and curative measures that provide better quality of life to workers. 
Hearing loss may result if individuals remain in high noise environments. Given that it 
occurs slowly and gradually, prevention has not been given proper attention (Ayres & 
Corrêa, 2011). Recruitment, buzzing and poor speech signal discrimination are also 
observed in unfavorable environmental conditions.  In addition to these auditory problems, 
other disorders caused by elevated noise may occur, possibly affecting other organs in the 
body, provoking problems such as: headaches; digestive disorders; restless sleep; lack of 
sleep; impaired attention  and concentration; buzzing in the ears or head; vertigo and loss of 
balance; cardiac and hormonal alterations; anxiety, nervousness and increased 
aggressiveness (Kwitko, 2001). 
In a retrospective study, Miller (1972) observed that groups of workers with different 
periods of exposure to noise (in years) showed greater losses at 4000 Hz. These initial 
alterations would not be detected by individuals themselves. With an increase in exposure 
time, other frequencies would be involved (500 Hz to 3000 Hz) with damaging 
consequences for speech reception. 
The physical working environment must be well planned, obeying health and safety norms, 
have adequate illumination and space and be acoustically treated, which does not always 
occur. In most companies, workers are exposed to an unfavorable acoustic environment 
owing to background noise generated by different sound sources, such as air conditioning, 
conversation, movement of people, equipment and non-acoustically treated room, 
promoting sound reverberation. 
For workers with hearing loss, or even for those with normal hearing, attempting to avoid 
background noise in the work environment is undeniably challenging and often frustrating. 
Symptoms related to noise exposure include anger, anxiety, irritability, emotional stress, 
lower morale and motivation, distraction, mental fatigue and sleep disturbances (Kryter, 
1971). The performance of tasks may also be significantly affected by the presence of sound. 
Several studies suggest that sound reduces overall precision instead of total amount of 
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work, and is more apt to affect the performance of complex tasks rather than simple ones 
(Miller, 1974). 
The absence of acoustic reflexes is another negative factor in noisy work environments, 
given that the speech sound discrimination capacity of individuals with this impairment, 
added to all the previously described problems, is more affected.  It is important that more 
studies correlating the aforementioned variables be conducted in order to contribute to 
improved working environments for individuals with abnormal acoustic reflex. 

7. Conclusion 
Given the recognized importance of acoustic reflex for communication, new studies should 
make a thorough investigation of the nuances of this relationship, in order to develop new 
technologies that allow individuals to communicate adequately in noisy work 
environments, thereby avoiding accidents and ultimately improving their quality of life. 
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1. Introduction

Separation of speech sources is fundamental for robust communication. In daily
conversations, signals reaching our ears generally consist of target speech sources,
interference signals from competing speakers and ambient noise. Take an example, talking
with someone in a cocktail party and making a phone call in a train compartment. Fig. 1
shows a typical indoor environment having multiple sound sources, such as speech from
different speakers, sounds from a television set and telephone ringing, etc. These sources are
often overlapped in time and frequency. While human attends to individual sources without
difficulty, most speech applications are vulnerable and resulted in degraded performance.
This chapter focuses on speech separation for single microphone input, in particular, the use
of prior knowledge in the form of speech models. Speech separation for single microphone
input refers to the estimation of individual speech sources from the mixture observation.
It remains important and beneficial to various applications, namely surveillance systems,
auditory prostheses, speech and speaker recognition.
Over the years, extensive effort has been devoted. Speech enhancement and separation are
two popular approaches. Speech enhancement (Lim, 1983; Loizou, 2007) generally reduces
the interference power, by assuming that certain characteristics of individual source signals
are held. There is one speech source at most. In contrast, speech separation (Cichocki &
Amari, 2002; van der Kouwe et al., 2001) extracts multiple target speech sources directly.

summing
together

Fig. 1. Illustration of multiple sound sources present in typical acoustic environments.
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Fig. 2. Potential cues that are useful for separation. This picture is adopted and redrawn from
Martin Cooke’s NIPS 2006 tutorial presentation.

The differences in source characteristics are exploited, rather than individual characteristics.
Consequently, speech separation is suitable for dynamic environments of sources with
rapid-changing characteristics.
Computational auditory scene analysis (CASA) is one of the popular speech separation
methods that exploits human perceptual processing in computational systems (Wang &
Brown, 2006). Human beings have shown great success in speech separation using our inborn
capability. Our perceptual organization always gives reliable performance that individual
sound sources are resolved, even with a single ear (Bregman, 1990; Cherry, 1953). The
separation remains effective, even for sound sources with fast-changing properties, such that
appropriate actions can be taken by knowing the present environment around us. All of these
suggest that modeling how human being separates mixed sound sources is a possible way for
speech separation.
Given an input mixture observation, it is undergone an auditory scene analysis (ASA), which
first examines various cues from the mixture observation (Bregman, 1990). Cues are related
to the rules that govern how sound components from one source should look like. Take an
example, voiced speech source has power always located at multiples of the fundamental
frequency (F0). These frequency components are grouped together by using the harmonicity
cue (Bregman, 1990). Furthermore, cues are associated with some relevant features. F0 and
power distribution are the features for the cue mentioned above. After applying different
cues, sound components, which are likely to come from the same origin, are grouped together
as one single source. These resultant sources finally constitute the ‘scenes’ that experienced.
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Fig. 3. Primitive cues (This picture is adopted and redrawn from Martin Cooke’s NIPS 2006
tutorial presentation). For single-microphone speech separation, cues underlined are
available.

A number of cues are applied during ASA. They are either primitive or schema-based.
Fig. 2 and 3 depict some potential cues for separation. Primitive cues are global, physical
constraints, such as those structural properties of sound sources, source-listener geometry,
etc., which lead to certain acoustic consequence. Harmonicity and continuity are two
examples. They are independent of the speech source identity and remain valid in a wide
variety of auditory scenarios. Schema-based cues are source-specific. They are related
to speakers’ characteristics and the linguistic aspects of the languages. Examples for
schema-based cues are context information, prior knowledge of familiar auditory patterns,
etc. (Bregman, 1990). Those in italics (Fig. 2) are cues that adopted in the separation algorithm
introduced later.
Regarding linguistic cues, different aspects, namely vocal tract shape, accent, intonation,
phonotactics, lexical, syntactic and semantic rules are included. By phonotactics, it refers to
a branch of phonology dealing with restrictions in a language on the allowed combinations
of phonemes. Lexicon is the vocabulary of a language. Syntactic rules govern the ways of
sentences are formed by the combinations of lexical items into phrases. Semantic rules concern
about meanings are properly expressed in a given language.
Traditionally, primitive cues are often adopted in separation methods (Brown & Cooke, 1994;
Hu & Wang, 2004), due to the use of simple tonal stimuli in perceptual studies and their
reliability over time.
The first separation method appeared in 80’s. Parsons proposed a frequency-domain
approach for extracting target voiced speech sources from a mixture of two competing voices
(Parsons, 1976). Strong influence of harmonicity cue on auditory perception (Assmann, 1996;
Meddis & Hewitt, 1992) are observed in voiced speech. For two voiced speech sources,
the mixture observation is essentially the sum of the comb-like harmonic spectra. This
separation process is aimed to compile a set of spectral peak tables which describe the
frequency, magnitude, phase and the origin of each spectral peak and reconstruct individual
voiced sources accordingly. Overlapped peaks are resolved and source F0s are tracked. As
harmonicity is the only cue involved and this method is limited to vowels and fully voiced
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sentences, separation methods later on move to apply more and more cues on various types
of speech, which are present in real conversation.
Weintraub later proposed a CASA system for the separation of simultaneous speech of a male
and female speaker (Weintraub, 1985). Harmonicity and continuity are employed. Continuity
refers to the auditory behaviour that a continuous trajectory or a discontinuous but smooth
trajectory tend to promote the perceptual integration of the changing experience (Bregman,
1990). The change could be in terms of frequency components, pitch contour, intensity, spatial
location, etc. On the other hand, an abrupt change indicates that a new source appears. This
system consists of three stages:

1. The pitch periods of individual speakers are first determined by dynamic programming
(DP). Output power of each frequency channel is inspected and summaized. The pitch
period with the strongest peak is selected and assigned to the speaker who has the closest
average pitch (Data with annotations are collected from four speakers).
The resultant pitch periods are potential pitch values only. The next stage determines if the
individual sources are voiced or unvoiced at different moments.

2. The number of periodic sources and the associated type are decided by a pair of Markov
models by using the continuity cue. One Markov model is dedicated for one speech source,
which consists of seven states: silence, periodic, non-periodic, onset, offset, increasing
periodicity and decreasing periodicity. The Viterbi algorithm (Jelinek, 1997; Viterbi, 2006)
is used to find out when a sound source starts to be periodic and when it becomes
non-periodic.

3. After knowing the number and the characteristics of sound sources over time, the
magnitude in each channel for a given sound source is estimated. By looking at
pre-computed records which store the expected magnitude in each channel with the pitch
frequency information, individual magnitudes are estimated.

Shortly after the publication of the CASA tome from Bregman, a series of separation systems
for speech sources or music emerged (Brown, 1992; Cooke, 1993; Ellis, 1994; Mellinger, 1991).
All of them differed from previous systems in a way that a number of primitive grouping cues
are adopted, rather than exploiting harmonicity alone. Table 1 lists out the primitive cues
used. These systems basically follow the framework below. After time-frequency analysis
and feature extraction, sound components with coherent properties are searched and grouped
together, according to the results from a variety of cues. These systems are ‘data-driven’ such
that the separation result solely depends on the primitive cues of the mixture signal. No prior
knowledge or learned pattern is involved.

system harmonicity continuity onset offset AM FM

Weintraub (Weintraub, 1985) � �
Cooke (Cooke, 1993) � � �

Mellinger (Mellinger, 1991) � � �
Brown (Brown, 1992) � � � �

Table 1. The use of various primitive cues in different CASA systems.

The study of Brown presents a segregation system that improves from previous systems
(Brown, 1992; Brown & Cooke, 1994; 1992). It is aimed to segregate speech from an arbitrary
intrusion, such as narrow-band noise, siren and concurrent speech source. Primitive features

198 Speech Technologies



Single-Microphone Speech Separation:
The use of Speech Models 5

core of the prediction-driven system

prediction-
reconciliation

engine
world-model

time-frequency
analysis:

cochleagram
and correlogram

synthesis
separated
sources

input
mixture

Fig. 4. Block-diagram of Ellis’ system, showing the prediction-reconciliation engine looks for
a prediction constructed by elements inside the world-model, such that the observations in
energy envelope and periodicity are matched.

including harmonicity, continuity, onset and offset are computed from the auditory nerve
activity. Segments are derived by identifying contiguous channels having similar local
harmonicity. They are then aggregated over time by finding the most probably pitch contour
using dynamic programming (Cooper & Cooper, 1981). For segments with synchronous onset
or offset, they are likely to be assigned to the same source.
Several years later, a ‘prediction-driven’ separation system is proposed by Ellis (Ellis, 1996).
This is a schema-based system. It comprises a process of reconciliation between the observed
low-level acoustic features and the predictions of a world-model. The world-model constructs
a simplified representation of an input stimulus (acts as an external world) by using a
collection of independent sound elements.
The collection consists of three elements: noise clouds, tonal elements and transients. They
are chosen as ‘schemas’, so as to reasonably model arbitrary signals and give satisfactory
expression of subjective experience. The noise cloud class is used to represent ‘noise-like’
sounds with specific intensity over a range of time and frequency, but without a fine structure.
Tonal elements simulate sounds that give perceptible periodicity. They have a pitch track
besides the time-frequency energy envelope that characterizes a noise cloud. The third class
of sound element is designed to model typical clicks and cracks. These rapid bursts of energy
differ from the previous two classes in a way that no periodicity is perceived, being short in
duration with a broad spectrum and followed by a fast exponential decay of energy.
If the predicted sound events is found to be consistent with the extracted cues, they will form
a scene interpretation, no matter if direct primitive evidence is observed or not. Fig. 4 depicts
the basic layout of Ellis’ prediction-driven system.
Recently, Barker et al. has proposed a recognition algorithm (Barker et al., 2005) which decodes
speech signals from a segregation perspective. It is aiming at finding the word sequence, along
with the time-frequency segregation mask for a given noisy speech observation, that is,

Ŵ, Ŝ = arg max
W,S

P(W, S|Y) (1)

where W and S are the word sequence and segregation mask respectively. Y are the
observation features. By including an unknown speech source feature term X, they expressed
P(W, S|Y) in terms of a hypothetical segregation term P(S|Y). Barker et al. evaluated
this extraction algorithm on a connected digit task. The observation features Y are from
corrupted speech with background noise. Comparing with a conventional recognition system,
a significant reduction in word error rate is achieved.
Schema-based separation is an emergent and potential direction that research work on
separation algorithm is less explored, compared to systems using primitive cues alone (Barker
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et al., 2005; 2006; Brown, 1992; Brown & Cooke, 1994; Cooke, 1993; Ellis, 1996; Hu & Wang,
2006). Traditional CASA separation systems rely on the use of primitive cues in a data-driven
manner, where low-level acoustic features are gradually merged to form the resultant
scenes. Nevertheless, schema-based separation is indispensable and advantageous to the
underdetermined nature of single-microphone speech separation. Perceptual experiments
have shown that using primitive, acoustic features alone in a bottom-up architecture is
simply insufficient to achieve the superior performance of the human auditory system that
we habitually possess. Schema-based separation with speech modeling is expected to be
beneficial and offer linguistic cues in a top-down direction.
Speech signals are much complex than tonal signals. Moreover, the psychoacoustic studies
are generally not aimed at designing separation methods. Are these human perceptual
principles applicable in automatic speech separation as well? What are their relative strengths
in deriving the ‘scenes’? What are the appropriate representations for these cues to be
incorporated in separation methods? In the following, perceptual cues and the associated
psychoacoustic studies are analyzed from the perspective of speech separation. Potential cues
are compared and selected based on their merits for separation.

2. Perceptual cues for speech separation

2.1 Harmonicity
Harmonicity refers to the property that if a set of acoustic components are harmonically
related, i.e. having frequencies that are multiples of a F0, listeners tend to group these
components into a single scene. This property is sometimes referred as periodicity. This
demonstrates that the pitch frequency of a speech source is one of the essential factors
influencing our separation. A number of work have attempted to study this on perceptual
segregation of double (simultaneous) synthetic vowels (Assmann, 1996; Assmann & Paschall,
1998; Assmann & Summerfield, 1990; Meddis & Hewitt, 1992; Scheffers, 1983). In one of
Scheffers’s experiments, five synthetic vowels with 200 ms duration were involved. It is found
that when the vowels were unvoiced, or both with the same F0, listeners were able to identify
both constituents significantly better than chance level. Furthermore, when a difference in F0
was introduced, the identification rate of both vowels improved. Identification performance
increased with the increase of F0 difference and reached an asymptote at 1-2 semitones. This
finding is consistent to many other research work, showing that listeners are able to identify
both vowel pairs with a performance is significantly above chance, even when the two vowels
are with similar amplitude, starting and ending time and presented to the same ear. From
this experiment, the harmonic patterns of periodic sounds is expected to provide proper
separation of concurrent sounds. This is particularly useful, because speakers are unlikely
to share identical F0 at the same instant.
The above Scheffers’ experiments have clearly shown that harmonicity determines the
grouping of sound components, as long as the constituent sources are voiced and with distinct
F0s. Nevertheless, the identification remains effective and significantly better than chance
level, even when the vowels are unvoiced or share the same F0. For this case, harmonicity
is inapplicable. This reflects that some other cues are involved, besides harmonicity, where
speech models developed over time are likely to contribute.
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Fig. 5. An perceptual experiment about the continuity cue, redrawn from (Bregman & Ahad,
1996).

2.2 Continuity
Recall that continuity refers to the auditory behaviour that a continuous trajectory or a
discontinuous but smooth trajectory tend to promote the perceptual integration of the
changing experience (Bregman, 1990). On the other hand, an abrupt change indicates that
a new source appears. The continuity cue is based on the Gestalt principles (Bregman,
1990; Koffka, 1963). Dates back to the last early century, a group of German psychologists
formulated a theory of perceptual organization. This theory is aimed to explain why patterns
of highly connected visual objects are formed, despite sensory elements seem to be separated.
The German word ‘Gestalt’ means pattern. The Gestalt principles apply not only to images,
but also to sounds.
This continuity cue has been investigated by many perceptual experiments (Bregman, 1990;
Bregman & Ahad, 1996; Bregman & Dannenbring, 1973; Ciocca & Bregman, 1987; Darwin &
Bethell-Fox, 1977). Different types of sound materials were used, including synthetic vowels,
alternating tone sequences, tones preceding and following a noise burst and so on. These
experiments have demonstrated the effect of continuity on the unitary perception of sound
components, regardless of simple tones or complex speech sources.
To explain the principles how continuity is used during ASA, Fig. 5 shows a classical
perceptual experiment studying the perceptual continuation of tone through a noise burst
(Bregman & Ahad, 1996). Part of a signal A is deleted and replaced by a short, louder
interrupting sound B. A simple example would be the following: Signal A is a 1000 Hz pure
tone and the interrupting sound B is a burst of white noise. The tone is presented with
alternating silence at the beginning (Fig. 5(b)), which consists of 900 ms of tone with 100 ms of
silence in one cycle. After several cycles, the noise is introduced and after each group of cycles,
the noise intensity is increased. In the final group of cycles (Fig. 5(c)), the spectrum level of the
noise is the same as tone A at 1000 Hz. Listeners now hear the tone as continuously unbroken
behind the noise burst. Furthermore, this does not happen in any of the previous intensities.
This perception of continuity occurs when the neural activity during B includes activity very
similar to what normally occur in signal A. Hence, there is evidence that signal A may still
be present behind the interrupt. If this evidence is missing, for example, if there is a sudden
change at the boundary, then listeners would perceive signal A as a signal that only lasts until
the interruption. In the experiment above, continuity comes when the noise level is the same
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as the tone level in the final group of cycles. During listening, the auditory system tries to
detect if the signal A continue inside B or if there is any sudden change that destroys the
continuation. In a more complex case, a spoken sentence appears to continue through a short
loud noise burst (Bregman, 1990; Warren, 1970; 1982; Warren & Obusek, 1971; Warren et al.,
1972). This ‘phonemic restoration’ is due to the fact that our ASA process often restores the
perception of a phoneme, so as to complete the partially deleted word.
The continuity cue has not been widely adopted in current CASA systems. There are only a
few examples using it as a supplement to other popular cues, such as harmonicity, onset and
offset (Cooke & Brown, 1993; Klapuri, 2001). A possible reason for this is given below, which is
related to the natures of signal A in the above perceptual experiment. The continuity principle
monitors the degree of restoration of signal A inside the occlusion. This leads to a question: Is it
necessary to locate signal A before applying the continuity cue to have restoration? According
to the continuity condition described in the perceptual experiment, ASA determines if there
is evidence that the on-going signal A presents inside the interrupt. Hence, the boundaries,
that is, the occlusion part, and the parts before and after it must be defined first. This becomes
a prerequisite and the continuity cue acts as a supplementary cue to predict the missing part
only. Since the boundaries of occlusion is already defined, other top-down information, for
example, lexicons, phonotactics and syntactic constraints can be derived accordingly and used
to replace the continuity cue. Compared with the continuity cue, these source-specific cues
are global and statistical modeling is ready made. Furthermore, to define whether a change
is with good continuation is not an easy task by itself, in particular, for speech signals with
varying properties over time. When compared with other grouping cues, such as harmonicity,
the description of continuity is relatively loose. Unlike continuity, constitutive components of
a harmonic source share a strong mutual relation which are clearly defined in physical laws.
Given a signal A, it remains unknown to decide if the trajectory has a close cubic polynomial fit
is continuous or not. It is a relative issue that considers physiological limitations and natures
of signal A.

2.3 Onset & offset
This onset & offset cue is under the Gestalt principle of common fate (Bregman, 1990; Koffka,
1963). This principle states that our perceptual system tends to group sensory elements which
synchronously change in the same way, acting as a way of organizing simultaneous sounds.
In reality, frequency components originated from the same source often vary in a coherent
manner. For instance, they tends to start and stop together (sharing an identical time record),
change in amplitude or frequency together (results in amplitude or frequency modulation).
On the other hand, components from independent sound sources rarely start or end at the
same time in normal listening environments. Onset and offset correspond to the beginning
and ending time of a sound source respectively. They are especially influential to voiced
speech and music (Mellinger, 1991).
Psychoacoustic evidence of the onset and offset principle has been intensively investigated
in tone, speech and music stimuli (Bregman & Ahad, 1996; Bregman & Pinker, 1978;
Dannenbring & Bregman, 1978; Darwin, 1984; Darwin & Ciocca, 1992; Darwin & Sutherland,
1984; Summerfield & Culling, 1992). In one of the Bregman’s experiments (Bregman & Pinker,
1978), a paradigm as shown in Fig. 6 is adopted to illustrate the effect of onset and offset
synchrony on streaming.
The stimulus used for the experiment is a repeating cycle composed of a pure tone A
alternating with a complex tone with components B and C. A, B and C are pure tones with
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Fig. 6. A demonstration showing the influence of onset and offset synchrony on streaming
(redrawn from (Bregman & Pinker, 1978)). Frequency proximity and synchrony of tones
determine how the three tones are perceived.

identical amplitude and equal duration. The frequencies of B and C remain unchanged
throughout the experiment. From the experimental results, it is shown that simultaneous and
sequential groupings compete with each other. Two factors are involved in the competition,
namely the frequency proximity of A and B and synchrony of B and C. If B and C share common
onset and offset, this synchrony strengthens the force of simultaneous grouping of B and C to
become a complex tone (BC-BC-BC-BC), which would otherwise belong to separated streams
as in the case of sequential grouping. In this experiment, both onset and offset of B are made to
be synchronous or asynchronous with those of C at the same time. If only the offset synchrony
is employed alone, its influence is found to be much weaker than the onset synchrony (Brown,
1992; Darwin, 1984; Darwin & Sutherland, 1984).
Although experiments have consistently reported that onset and offset are influential to
perceptual grouping, they are not sufficient conditions for grouping the harmonics of a
vowel (Barker, 1998; Darwin & Sutherland, 1984). They are not necessary conditions neither.
In some cases, the onset and offset cues are not necessary, for example, the experiment
described under the harmonicity cue. Concerning whether they are sufficient conditions or
not, further experiments on voiced speech illustrate the arguments. Darwin and Sutherland
have demonstrated that leading onset of a harmonic can reduce its contribution to the vowel’s
quality (Darwin & Sutherland, 1984) (as shown in Fig. 7(a)). However, if a tone at the octave of
the harmonic which onsets synchronously with the leading harmonic, but stops as the vowel
begins is added, the reduced contribution of the leading onset will be canceled. The extent
to which an individual harmonic contributes towards the perception of a vowel depends on
various factors: (1) whether it starts at the same time as other harmonics; (2) whether it ends
at the same time; (3) whether it forms a perceptual group with other sounds. Referring to
Fig. 7(b), the additional octave tone and the leading section of the harmonic jointly form a
separate stream that ends just before the vowels begins. The remaining section of the harmonic
is left to be part of the vowel perception.
Hence, it is believed that other principles and grouping cues are expected to be involved.
Take an example, harmonicity acts as a stronger cue and onset and offset are comparatively
supplementary in this experiment.

2.4 Amplitude modulation & frequency modulation
The cue that have just been discussed — onset & offset accounts for instantaneous events
which happen shortly. A more general Gestalt principle of common fate concerning the
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Fig. 7. Contribution of a leading onset of a harmonic to the vowel perception(redrawn from
(Darwin & Sutherland, 1984)). Different streams are highlighted with distinct colors.

change over the course of time is the amplitude and frequency modulation (Bregman, 1990;
Darwin, 2001; Koffka, 1963). This cue refers to the tendency that if any subset of elements
of an auditory scene changes proportionally and synchronously, it will be segregated from
other elements within the scene that are changing in a different way. It is very unlikely to
have unrelated elements within an auditory scene undergoing parallel changes by accident.
It is much more reasonable to assume that these unrelated elements are arisen from the same
source. For a continuous speech source, frequency components will go on and off roughly
at the same time, glide up and down in frequency together (called frequency modulation or
FM), be amplified and attenuated together (called amplitude modulation or AM) and so on.
These latter two types of synchronous changes have been studied in various psychoacoustic
experiments with complex tones or vowels (Bregman, 1990; Bregman et al., 1985; Bregman
& Ahad, 1996; Bregman et al., 1990; Carlyon, 1991; Darwin, 2001; Gardner et al., 1989; Hall
et al., 1984; Kubovy, 1981; Marin & McAdams, 1991; McAdams, 1989; Purwins et al., 2000;
Summerfield & Culling, 1992).
There are experiments showing evidence on the use of common AM for grouping, which
requires frequency elements to be fused sharing identical modulation frequency and phase.
The effects being observed, however, are small (Bregman et al., 1985). Other experiments on
amplitude modulation show equivocal evidence. Listeners are found to be unable to take
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advantage of AM incoherence for slow modulating rates like 2.5 Hz (Darwin & Carlyon, 1995;
Summerfield & Culling, 1992).
Concerning frequency modulation, human voice is one of the everyday examples. It is found
that the components of all natural sounds with sustained vibration contain small-bandwidth
random fluctuations in frequency. Speech voices and sounds from musical instruments share
this property (Deutsch, 1999; Flanagan, 1972; Jansson, 1978; Lieberman, 1961; McAdams,
1989). For real speech signals, the pitch frequency varies from time to time. When the vocal
cords are tightened, the pitch frequency increases. Simultaneously, all the harmonics rise in
a proportional way, so as to maintain their constant ratios to the fundamental. Furthermore,
some experiments have shown that both harmonic and inharmonic stimuli are perceived as
more fused when coherent modulation is applied (Helmholtz, 1954). Due to this coherence
among the frequency components, it is possible that the auditory system employs such
coherence frequency modulation as a cue for grouping spectral components together; and
conversely treat any spectral components with different frequency modulation as separate
streams.
To test this hypothesis, McAdams designed a series of experiments which studied the effect
of frequency modulation on segregation of concurrent speech sources (McAdams, 1989). It
is found that when frequency modulation is present on a vowel, the perceived prominence
of the vowel increases; however, this modulation effect is independent of the modulation
states of any accompanying sounds. The prominence is not reduced when accompanying
sounds share identical modulation with the vowel. There is no change in vowel prominence if
accompanying sounds are modulated incoherently. The last condition is highly similar to the
scenario with multiple speech sources. Frequency components of a continuous speech source
rise and fall over time and components from different sources are modulated incoherently.
Although modulation to the target source aids to promote its prominence, there is no
distinction between coherent and incoherent modulation to humans. Therefore, common FM
does not help segregation of the components from a speech source from a mixture signal.
Subsequent experiments further support the absence of effects of common FM or AM during
ASA (Carlyon, 1991; 1992; Deutsch, 1999).
Stimuli consists of three simultaneous vowels (/a/, /i/ and /o/) at different pitches in
a chord of two seconds duration. Four conditions of coherent or incoherent frequency
modulation have been tested: (1) no vowels are modulated; (2) all vowels are coherently
modulated by an identical modulating signal; (3) one vowel is modulated, while the other
two are remained steady without any modulation; (4) one vowel is modulated independently
against a background of the remaining two vowels, which are modulated coherently with one
another. The modulating signal is constituted by both periodic and noise-like components.
It has been verified in a pretest that these individual vowels are identifiable in isolation with
perfect accuracy, regardless of pitch and the presence or absence of modulation.
Another explanation for the absence of contribution of common FM to segregation is based
on the close relationship of FM with harmonicity. Continuous voiced speech with rising or
falling F0 exhibits not only common FM, but also the harmonicity over time. Whether the
coherent motions of frequency components or their harmonic structure contribute, indicates
if they can be used as basis for segregation. Summerfield and Culling has investigated the
role of harmonicity and common FM by performing experiments using different F0 and FM
(Summerfield & Culling, 1992). They also checked if the harmonicity cue is so strong that most
of the segregation is already achieved, leaving nothing for other cues to contribute. Based
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on the experimental findings, they concluded that common FM cannot help segregation of
concurrent sources and harmonicity cue is always dominant.

2.5 Schema-based grouping
The following addresses the use of high-level cues for separating monaural speech.
Specifically, the use of linguistic and visual information in speech perception will be discussed.
Primitive cues arise from acoustic properties of the environment, however, there exists many
observations that are contributed by either attention or learning (Bregman, 1990; Dowling,
1973; Meddis & Hewitt, 1992; Scheffers, 1983; Warren, 1970). To account for the observed
human capabilities in these experiments, primitive cuess are inadequate. Dowling showed
that the identification of interleaved pairs of melodies is easier when the melodies are familiar
or when music training is acquired beforehand (Dowling, 1973). Attention(conscious effort)
can also be used to specifically hear out frequency components from complexes that would
group together otherwise. Based on these experimental findings, it is evident that some
higher-level information other than primitive features is involved.
The double synthetic vowel experiment described under the harmonicity cue also
demonstrates that primitive cues alone cannot justify the phenomenon that listeners are
able to identify the constituent vowels significantly above chance, even when nearly all
primitive features are approximately the same, identical amplitude, onset and offset time
and F0. The difference between the two constituent vowels lies only in their spectral
shapes. This demonstrates that even when the grouping mechanism is unable to separate the
incoming sound using primitive cues, the innate recognition processing is still responsible for
recognizing each of the two overlapping constituent vowels and generate separated ‘scenes’.
Listeners are capable of segregating sound sources, in particular, speech sources under
situations where certain primitive features are difficult or impossible to be observed from
the input mixture signal. During the perceptual organization, by guessing the missing or
occluded information with some high-level information, for example, those linguistic cues
that listed in Fig. 3, the estimate is instinctively incorporated as if it has been directly
perceived. In the following, evidence of the schema-based grouping from experimental
psychoacoustics will be reviewed, which illustrates what logical basis have been adopted.
One of the examples is about this restoration phenomena from Warren (Warren, 1970; 1982;
Warren & Obusek, 1971; Warren et al., 1972; Weintraub, 1985). Listeners hear a speech
recording. Within the utterance, an entire phoneme has been removed and replaced by
a loud noise burst, which sounds like a cough. ‘Auditory induction’ then occurs, where
the missing phoneme is perceived on top of the loud noise. Based on the contextual cues
of neighboring regions (linguistic constraints), listeners unconsciously infer the most likely
sound. Furthermore, the precise location of the missing part could not be identified.
Subsequent studies have shown that the success of phonemic restoration is contributed by
several factors, including repeated listening of the speech utterance, prior knowledge and
linguistic skills of listeners, timbres of different sound sources, the characteristics of the noise
masker and the associated continuity.
Another way in which the auditory system uses linguistic information, particularly in
the application of speech separation, can be seen in the following example. Cherry has
performed a set of recognition experiments using speech stimuli, to investigate the ways
that we recognize what one person is saying while the others are talking simultaneously
(Cherry, 1953). Specifically, the objective is to study if linguistic knowledge promotes speech
separation. To focus on linguistic cues, other factors, such as, lip-reading, gestures, spatial
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geometry and speaker-specific styles are eliminated. This is done by adding pieces of speech
recording spoken by the same speaker together to form the stimuli. As a result, only linguistic
cues, for example, transitional probabilities between phonemes (phonotactics), subject matter
(semantics and lexicon), syntax and intonation and monaural primitive grouping cues remain.
The experiments are designed to present two mixed speech passages to a listener and he is
asked to separate one of the passages and verbally repeat it word by word or phrase by phrase.
Most of the listeners’ extracted speech is found to be accurate, with little errors only. There are
few transpositions of phrases between passages which are highly probable. In some passage
pairs, there is no such transposition exists. Besides, there is no phrase with consecutive two
or three words being wrongly recognized.
It is believed that this recognition task requires the knowledge of neighboring events (the
events can be phonemes, words and subject matters) and a big storage of probabilities,
calculating the probability rankings of various phonemic and lexical combinations. While
the knowledge of neighboring events could be resulted from primitive grouping or previous
learning, the storage of probabilities enables prediction made on a probabilistic basis, so as to
combat any interference or occlusion from competing speech.
Schema-based grouping is powerful, particularly when some critical acoustic features are
made to be unobservable by interfering signals. Hypothesis from high-level knowledge
compensates any missing components and removes redundant elements according to the
relevant continuously-trained models. Comparatively, primitive grouping does not have such
compensation or removal functionality, since missing components are simply absent in the
mixture input and primitive grouping just assigns (part of or the whole) sound components
to either source. Nothing will be added or taken away during grouping.
Nevertheless, schema-based organization is not independent of primitive grouping. They
rather collaborate in most sound separation scenarios. Schemas are developed by learning
common patterns. At the early stage, primitive grouping provides initial organization,
which is then left for the interpretation and ‘bootstrap’ of the schemas. When familiar
patterns are gradually developed, features from primitive grouping cues enable reduction
in the hypothesis space that handled in the schema-based organization. After the optimal
hypothesis is determined, grouping at primitive level is changed accordingly and this process
may be repeated, until a consistent grouping is achieved.
Knowing that harmonicity and prior knowledge of familiar auditory patterns for
schema-based grouping are found to be powerful, whereas other cues such as continuity
remain relatively inferior. In the following section, a separation algorithm using the idea of
recognition models is introduced. It incorporates the statistical distribution of speech sounds
in a top-down direction to perform separation and predict target source signals in terms of
low-level features. Models of individual speech sounds are employed to supply any missing
components and eliminate redundant ones.

3. Speech separation with speech models

A speech separation algorithm for single-microphone mixture input is introduced (Lee et al.,
2007). It showcases a potential way to utilize both primitive and schema-based cues in
separation systems. The meaning of ‘model’ is two-folded. First, based on the source-filter
model of speech signals, the algorithm reconstructs individual speech sources by estimating
their associated spectral envelopes and suppress the interfering source accordingly. Second,
with the use of speech models as prior knowledge, trajectories of spectral envelope are
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Fig. 8. Block-diagram of the proposed separation system. Same procedure is applied to all
speech sources.

regenerated in a top-down, probabilistic manner. Selective primitive cues are incorporated
as well to generate smooth source outputs with single periodicity (Lee et al., 2006).
Speech modeling and recognition techniques are adopted to statistically capture this
knowledge and ‘familiar auditory patterns’ are built. They are used to govern the separation
process (in a top-down, macroscopic view) and to revise typical primitive features of source
estimates (in a bottom-up, microscopic view). These statistics of auditory patterns acts as prior
knowledge to the proposed separation system and are gradually updated during the training
process for the embedded speech recognition engine of the proposed system.
Fig. 8 depicts the block-diagram of the proposed separation system, where x′i(n) is the
estimate for source i (i ∈ [1, 2]). To extract either of the speech sources, x1(n) or x2(n), same
procedure is applied with slightly different inputs. It is assumed that the text transcription for
both speakers are either known or estimated by some means.

1. The first stage is about extracting the spectral envelope of target source. A speech
recognition engine is employed inside the block ‘regeneration of spectral envelope
trajectory’, so as to output the optimal model sequence. At the output end, a sequence
of spectral coefficients describing the expected spectral envelope trajectory for the target
source xi(n) is estimated.

2. Wiener filtering is then used to remove the interference source, based on the spectral
information of the target source obtained from the preceding regeneration block. The
resultant spectral envelope behaves properly with peaks at target formant frequencies.
This completes the envelope extraction part.

3. Provided that both x1(n) and x2(n) are voiced in the current frame, the excitation sources
of both target and interference are still present at the Wiener filter output. In the second
stage, a comb filtering block is used to remove any harmonic structure associated with the
interfering source. This completes the harmonic part and the output waveform will be the
estimated source x′i(n).
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Fig. 9. An example of a time-alignment result and the corresponding vector sequence. The
symbols /·/ and [·] denote model name and state number respectively. Each HMM contains
five states, with state [2], [3] and [4] are emitting states. The longer a state is aligned, the
more the mean vector is repeated.

3.1 Regeneration of spectral envelope trajectory
To search for or align with any familiar patterns of the input mixture signal x(n), speech
models in the form of reliable feature representation are necessary. Line spectrum pair
(LSP) ((Itakura, 1975; Paliwal, 1989; Soong & Juang, 1984; Wakita, 1981)) is employed to
parameterize x(n) and a set of hidden Markov models (HMMs) in phone units is trained
to model these familiar patterns.
The input mixture signal x(n) is first converted to a sequence of LSP feature vectors. With
a given transcription, the ‘regeneration of spectral envelope trajectory’ block uses the Viterbi
algorithm (Jelinek, 1997; Rabiner & Juang, 1993) to perform forced alignment at state level.
By storing a set of familiar speech patterns (acoustic models), this regeneration block helps
to retrieve the expected spectral shape of a target speech source, Xi(ω, t). Moreover, the
time-alignment defines the boundaries when a particular model state is activated. The
mean vectors of associated acoustic models are extracted from the model set and replicated
according to the time-alignment. By looking at this vector sequence, the expected spectral
shape evolution of the target source, Xi(ω, t) is illustrated in LSP sense.
Fig. 9 shows an example of a time-alignment result and the respective vector sequence.
Suppose acoustic models /sh/, /a/ and /nn/ are retrieved and aligned with the observed
sequence of LSP feature vectors. After alignment or recognition, the activation time
(time-alignment) of individual model states is output in the form of the beginning time and the
ending time. In the current implementation, the state beginning time is used only, but not the
state ending time. This is because the beginning time of a model state is just the next time unit
of the ending time of the preceding model state. As alternative, the ending time record can be
used instead. Referring to the time-alignment result (shown in the middle), state [2] of /sh/
is activated at 0.29 s and state [3] of /a/ is switched on at 0.45 s. Consequently, by putting
the speech-pattern describing model mean vectors together accordingly, the longer a state is
aligned, the more the model mean vector is repeated, the spectral trajectory is approximated.
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The resultant vector sequence will be similar to the one shown at the bottom, which represents
the expected spectral shape evolution of the target source, Xi(ω, t).
The generated trajectories are piecewise constant, since model mean vectors are just kept intact
and concatenated together. This, however, introduces (1) discontinuities at state transitions;
and (2) conflicts between the static and dynamic coefficients. Hence, based on the statistics
of dynamic coefficients modeled by HMMs, individual trajectories of static components
are further revised before leaving the ‘regeneration of spectral envelope trajectory’ block in
Fig. 8 and smooth, consistent trajectories are generated. This revision is carried out in the
LSP domain, since the LSP representation for ordered and bounded coefficients is robust to
interpolation and quantization. Finally, the resultant coefficients representing the expected
spectral envelope of a target source are converted back to LPC coefficients {am} as the output.
Familiar speech models, in the form of mean and variance vectors of static and dynamic LSP
coefficients, are trained by a set of speech training data. The model set is HMM-based.
The static component of the vector sequence obtained from Viterbi exhibits the spectral
shape evolution of a target source. It is also associated to the dynamic component by linear
regression. Simple replication of the mean vector from a model state will produce piecewise
constant static components in consecutive frames, but non-zero dynamic components.
Nevertheless, this inconsistency does not exist in real speech signals. As a result, the
dynamic component, including the delta and acceleration coefficients, is used as a constraint
in generating the static component, similar to the ways showed in (Lee et al., 2006).
Let θim(n), m = 1, 2, . . . , M be the set of LSP coefficients estimated at frame n for source i.
The order of LSP is denoted by M. By putting these θim vectors together, the spectral shape
evolution for source i is exhibited. Consider the m-th dimension of the vector sequence, the
temporal trajectory is expressed as

θim =
[
θim(1) θim(2) · · · θim(N)

]T (2)

where N is the number of frames in total. Similarly, we have

Δθim =
[
Δθim(1) Δθim(2) · · · Δθim(N)

]T and (3)

Δ2θim =
[
Δ2θim(1) Δ2θim(2) · · · Δ2θim(N)

]T (4)

where Δθim(n) and Δ2θim(n), for n = 1, 2, . . . , N are the delta coefficients and acceleration
coefficients respectively. T represents the transpose operation.
For each LSP dimension, the contour θim is generated by finding the maximum-likelihood
estimate by the aligned static, delta and acceleration statistics. Equivalently, this is given in
Equation (5).
The regenerated trajectory is found by,

θ′im =
[
WLSP

TΣim
−1WLSP

]−1
WLSP

TΣim
−1θim (6)

where Σim and WLSP are the diagonal covariance matrix and

WLSP =

⎡⎣ I
W
W2

⎤⎦ (7)
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θim =

⎡⎣ θim
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

...
θim(2)
θim(3)

...
θim(n− 1)

θim(n)
θim(n + 1)

...
θim(N − 2)
θim(N − 1)

...
Δθim(2)
Δθim(3)

...
Δθim(n− 1)

Δθim(n)
Δθim(n + 1)

...
Δθim(N − 2)
Δθim(N − 1)

...
Δ2θim(2)
Δ2θim(3)

...
Δ2θim(n− 1)

Δ2θim(n)
Δ2θim(n + 1)

...
Δ2θim(N− 2)
Δ2θim(N− 1)

...

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

}
static mean of the lst aligned model state

⎫⎬⎭ ...

}
static mean of the last aligned model state

}
mean delta of the lst aligned model state

⎫⎬⎭ ...

}
mean delta of the last aligned model state

}
mean acceleration of the lst aligned model state

⎫⎬⎭ ...

}
mean acceleration of the last aligned model state

(5)
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respectively, building from the N-by-N linear regression coefficient matrix W.
Consequently, the regenerated LSP trajectories become continuous and smoothly varying,
showing similar dynamic change as Δθim and Δ2θim described. Before passing to Wiener
filtering, the LSPs are converted back to their corresponding LPC coefficients. At this moment,
the spectral shape of a target source is ready. The sequence of LPC coefficients {am} resulted
from the regenerated LSP coefficients θ′im are output to Wiener filtering.

3.2 Wiener filtering and associated LPC formulation
Based on the spectral information of a target source obtained from the preceding trajectory
regeneration, Wiener filtering is then used to suppress or to attenuate the interference source.
With the LPC coefficients output after trajectory regeneration {am}, the corresponding Wiener
filter is derived accordingly. For the present two-source separation problem, the frequency
response is

H(ω) =
Px,xi(ω)

Px(ω)
(8)

where

Px,xi(ω) = cross power spectral density between x1(n) + x2(n)

and xi(n), i ∈ [1, 2] (9)

Px(ω) = auto power spectral density of mixture input x(n) (10)

Assuming that the two source signals have zero crosscorrelation,

Px,xi(ω) = Pxi(ω) (11)

Px(ω) = Px1(ω) + Px2(ω) (12)

In terms of LPC coefficients, H(ω) corresponding to source i becomes

H(ω) =
G2

xi
Bxi (ω)

G2
xBx(ω)

(13)

where Gxi and Gx are the gains of excitation for xi(n) and x(n), respectively. Furthermore,

Bxi(ω) =

∣∣∣∣∣∣∣∣∣∣
1

1 +
M

∑
m=1

amxi(e
jω)−m

∣∣∣∣∣∣∣∣∣∣

2

(14)

Bx(ω) =

∣∣∣∣∣∣∣∣∣∣
1

1 +
M

∑
m=1

amx(ejω)−m

∣∣∣∣∣∣∣∣∣∣

2

. (15)
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Fig. 10. Block-diagram of harmonic removal of interfering source. For voiced frames, a pitch
prediction error filter is used to suppress the harmonics of the interfering source; for
unvoiced frames or pauses, an all-pass filter is used instead.

3.3 Harmonic removal of interfering source
A comb filtering in the form of pitch prediction error filter (Ramachandran & Kabal, 1989) is
incorporated in the second stage. This stage is used to attenuate harmonic structure associated
with the interfering source. For frames where there is no harmonic structure from interfering
source, an all-pass filter is applied instead. Fig. 10 depicts the block-diagram. Voicing and
pitch information are extracted at the beginning of the second stage.
The impulse response of the pitch prediction error filter hp(n) is

hp(n) = δ(n)− β1δ(n− L)− β2δ(n− (L + 1))− β3δ(n− (L + 2)) (16)

where βj are the filter coefficients for j ∈ [1, 2, 3]. L is the lag representing the period of the
interfering source.

4. Performance evaluation

Experiments on continuous, real speech utterances are presented below to demonstrate the
efficacy of the proposed separation algorithm. It is found that the spectral shape of target
speech is retrieved by using the separation algorithm with speech models. Resultant source
estimates are close to target speech.
The evaluation set contains 200 mixture signals. These 200 mixture signals are generated
by 100 Mandarin source utterances recorded by a female speaker. The signal durations
are roughly 3.5 s for each utterance. They are mixed together with equal power, i.e. the
signal-to-interference ratio is 0 dB. The evaluation metric used is Itakiura-Saito distortion
(dIS).
Itakura-Saito distortion (dIS) concerns about the dissimilarity between a reference speech
signal and a test speech signal in an all-pole modeling manner. It represents the degree
of spectral matching in terms of general spectral shape and overall gain offset, focusing on
the spectral envelope rather than every detail of a speech signal. Fig. 11 depicts the dIS
measurements before and after separation.
By comparing the Itakura-Saito distortion values before and after the separation algorithm,
the system performance is evaluated. As shown in Fig. 11, most of the IS values of estimated
outputs are distributed around IS value = 1 (log value = 0), whereas the IS values of mixture
signals are distributed from small to extremely large values. Apart from this, after separation,
the mean IS value has been reduced. These confirms that the separation algorithm is effective
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Fig. 11. Measured dIS results before and after separation.

to reduce the Itakura-Saito distortion exhibited in mixture observation and generate source
estimate close to target speech source.
Note that there are some extremely small amount of IS values in mixture signals, which
probably locate in strong local signal-to-interference regions. After separation, these nearly
interference-free regions are filtered and small distortion (as shown by the dIS values after
separation) is resulted. In other words, accurate source estimates are achieved.

5. Conclusion

As technologies advance, speech processing applications are no longer limited to controlled
usage. More and more applications are designed for daily use, where multiple sound sources
with rapidly-changing properties are present. Separation of speech sources become necessary.
Over the time, primitive separation cues are often adopted in single-microphone separation
algorithms. Nevertheless, schema-based cues are indispensable and critical to separation
performance. This chapter first reviews various perceptual cues with the perspective of speech
separation. Individual cues are inspected and ranked accordingly to its merits on speech
separation. A speech separation algorithm is then introduced to illustrate how primitive and
schema-based cues, in particular, in the form of speech models, are incorporated to generate
smooth and accurate speech estimates. Experimental results have shown that the effectiveness
of this speech model-based separation.
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1. Introduction  
Speech is the most natural form of expression which is why it accounts for the majority of 
communication and information around the world. Media monitoring is a crucial activity 
today. For the most part today’s methods are manual, with human reading, listening and 
watching, annotating topics and selecting items of interest for the user. The huge amount of 
data we can access nowadays in different formats (audio, video, text) and through distinct 
channels revealed the necessity to build systems that can efficiently store this data and 
retrieve this data automatically. Unavoidable component of such systems is speech 
recognition engine. Different types of speech and speech environments pose different 
challenges and, therefore, require different engines to accurately process the speech.  
Speech recognition of broadcast news (BN ASR) is designed for news-oriented content from 
either television or radio and it readily processes broadcasts that include news, multi-
speaker roundtable discussions and debates and even open-air interviews outside of the 
studio. BN ASR is a challenging task for many years and different languages. This chapter 
summarizes our key efforts to build BN ASR system for Slovenian language. 
BN ASR system open the possibility for many applications where the use of automatic 
transcriptions is a major attribute.  One of applications is live subtitling (Brousseau et al., 
2003; Imai et al., 2000; Lambourne et al., 2004), were BN ASR system processes audio input 
and creates closed captions (Figure 1). Another task is speaker tracking, which can be used 
to find parts of speech belonging to specific speaker (Leggetter et al., 1995) in an audio input 
(Figure 2). Speech content search and retrieval is also a very useful functionality, which can 
be applied based on speech recognition. Based on some key terms a user can index 
audio/video to create a searchable repository to find the exact clip they need and its 
transcript. Yet another challenging field is topic detection and topic tracking. The goal is to 
use the system for continuously monitoring a TV channel, and searching inside their news 
programs for the stories that match the profile of a given user. 
The chapter describes in detail our Speech Recognition System of Slovenian Broadcast News 
(UMB BNSI system), which is still under development. The chapter is organized as follows. 
First in section 2 we overview research work on broadcast news speech recognition. 
Properties of the Slovenian language make transcribing Slovenian broadcast news a more 
challenging task than for example English language. In section 3 basic differences are 
outlined. Section 4 summarizes the speech and text corpora used for training and testing the 
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system. Section 5 introduces the baseline UMB BNSI system. Section 6 describes advances 
based on recent improvements on the system. The experimental results are given in section 
7. Finally, section 8 states some conclusions. 
 

 
Fig. 1. Example of live subtitling using the BN ASR system. 
 

 
Fig. 2. Example of speaker tracking application designed with the BN ASR system. 

2. Overview of research work on broadcast news speech recognition 
Speech recognition has intrigued engineers and scientists for centuries. The problem of 
automatic speech recognition has been approached progressively. Based on major advances 
in statistical modeling of speech in the 1980s, automatic speech recognition systems have 
made considerable progress from then. 
Broadcast News large vocabulary continuous speech recognition is one of the most 
challenging tasks today in the research field of language technologies. US agency DARPA 
was one of the key initiators in the area of Broadcast News system with the HUB campaigns. 
Several research groups took part in the HUB campaigns. The first experiments were 
performed for English language, thereafter also experiments for Spanish and Mandarin 
followed. Two main approaches to modeling BN ASR systems can be observed: 
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 increasing the complexity of system, 
 increasing the amount of data for modeling. 

The first approach resulted in increased processing times, therefore a dedicated faster 
subsystems (1xRT, 10xRT) were also developed. The main topic in increasing the complexity 
of the BN ASR system is how to model spontaneous speech, which is part of audio stream. 
Analysis of disfluencies in spontaneous speech that shows their acoustic, prosodic and 
phonetic features influencing the speech recognition task were presented in (Batliner et al., 
1995; Quimbo et al., 1998). First research work on spontaneous speech recognition was 
performed in (Godfrey et al., 1992; Stolcke et al., 1996). A set of various research works 
followed, focusing on improvements in different parts of spontaneous speech modeling (Siu 
et al., 1996; Peters et al., 2003; Stouten et al., 2003). Although permanent improvements were 
achieved modeling the spontaneous speech, the word error rate is still relatively high. 
Analyses of errors (Stouten et al., 2006; Rangarajan et al., 2006; Seiichi et al., 2007) that occur 
during the spontaneous speech recognition indicate the need for further development on 
this research topic. 
The goal of increasing the amount of data available for training is particularly difficult for 
under-resourced languages. The majority of highly inflectional languages belong to this 
group. To overcome this problem, additional modeling approaches for highly inflectional 
languages must be integrated in the BN ASR system. The first research work on subword 
units for speech recognition in highly inflectional languages were performed for Serbian, 
Croatian and Czech language (Geutner et al., 1995; Byrne et al., 1999; Byrne et al., 2000). 
Different topologies of speech recognizer were implemented. Promising results were 
achieved during these tests. The first research work on subword units modeling for 
Slovenian language was presented in (Rotovnik et al., 2002). Further research work for 
Slovenian language followed in (Rotovnik et al., 2003). Achieved results showed that it is 
possible to achieve statistically significant improvements of results. It was indicated that an 
increase in the quality of acoustic models will be necessary to further improve the speech 
recognition results. Short subword units are very similar and consequently the confusability 
increases.  
Another approach in modeling highly inflectional languages is based on increasing the 
number of words in the vocabulary (Nouza et al., 2004) or its adaptation (Geuntner et al., 
1998). In the case when the first approach is used, the increased computational complexity is 
compensated with usage of simpler acoustic models, which may decrease the recognition 
results. When the second approach is used, very time consuming generation of new 
language models must be performed after each adaptation step. 
The unsupervised and lightly supervised training of acoustic models was introduced in 
(Kemp et al., 1999; Lamel et al., 2002). The results confirm that such approach can be 
effectively used with automatically transcribed speech resources. Similarly effective results 
were observed, when discriminative training of acoustic models was incorporated 
(Woodland et al., 2000). 

3. Speech recognition in highly inflected languages 
Many techniques were first developed for English language and declared as language 
independent. Highly inflected languages make speech recognition a more difficult task in 
comparison to English due to their higher complexity (Maučec et al., 2004; Maučec et al., 
2009). The concept of word formation is of great importance from the language modelling 
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point of view. The Slovenian language shares its characteristics to varying degrees with 
many other inflectional languages, especially the Slavic ones. In Slovenian, parts of speech 
(POS) are divided into two classes according to their inflectionality: 

 the inflectional class: noun (substantive words), adjective (adjectival words), verb 
and adverb; 

 the non-inflectional class: preposition, conjunction, particle and  interjection. 
Slovenian words often exhibit clearer morphological patterns in comparison with English 
words. A morpheme is the smallest part of a word with its own meaning. In order to form 
different morphological patterns (declinations, conjugations, gender and number 
inflections) two parts of a word are distinguished: a stem and an ending. There is one 
additional feature of the Slovenian language. Morphologically speaking some morphemes 
alternate in consonants, vowels and some in both simultaneously. Because of inflectionality, 
for Slovenian, approximately ten times larger recognition vocabulary is needed to assure the 
same text coverage as for English. 
Word order in the Slovenian language does not play such an important role as in other 
languages (e.g. English language). The reason lies in the grammar of Slovenian language. 
There is a lot of grammatical information encoded in Slovenian words, which is in English 
language defined by the position in sentence. A simple sentence is presented as an example 
(Table 1). All six Slovenian word permutations form semantically logical sentences and are 
to be expected in spoken language. In contrast, English language does not support such 
freedom of word order choice. Therefore n-gram modeling, which is a standard in statistical 
language modeling, results in better language models for English language than for 
Slovenian language (Maučec et al., 2009). 
 

Slovenian  English  
Maja študira angleščino.  Maja studies English.  

Angleščino študira Maja.  English studies Maja. × 
Študira Maja angleščino?  Studies Maja English? × 
Študira angleščino, Maja?  Studies English Maja. × 
Maja, angleščino študira.  Maja English studies. × 
Angleščino Maja študira  English Maja studies. × 

Table 1. Word permutations in Slovenian and English. 

4. Speech and language resources 
Speech and language resources are crucial in development of speech recognition systems. 
Speech databases are needed for acoustic modelling, and text databases for language 
modeling.  
The main speech database used in our system was Slovenian BNSI Broadcast News (Žgank 
et al., 2005) speech database, which consists of two parts. The first part is speech corpus with 
transcriptions (BNSI-Speech) and the second part is text corpus (BNSI-text).  
BNSI-Speech (Table 2) contains speech of news shows (evening news called TV Dnevnik, 
and late night news shows called Odmevi). It was captured in the archive of RTV Slovenia. 
Speech signal has different acoustic properties (Figure 3) (Schwartz et al., 1997). Two most 
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frequent focus conditions in database are F0 (36.6%; read studio speech) and F4 (37.6%; read 
or spontaneous speech with background other than music). The high amount of F4 
condition is caused by strict transcribers that very often assigned background, even if its 
level was very low. 16.2% of speech in the BNSI database is spontaneous (F1), while 6.0% is 
spoken in presence of background music (F3). Less than one hour of speech originates over 
the telephone channel (F2). Less than 0.1% of material was spoken by nonnative speakers 
(F5).  
 

background(F4)
37,63%

studio/spon.(F1)
16,23%

studio/read(F0)
36,56%

telephone(F2)
1,65%

music(F3)
6,02%

nonnative(F5)
0,05%

other(FX)
1,86%

 
Fig. 3. Ratio of various focus conditions in the BNSI speech database. 

The complete speech corpus consists of 36 hours of material (Table 2). The size of the 
training set is 30 hours. The next 3 hours are used for development set, which function is to 
fine tune the recogniser’s parameters on it. The last 3 hours are used for evaluation set. The 
average length of a news show in the database is 51:22.  
 

speech corpus: BNSI-Speech 

total length(h) 36  

number of speakers 1565 

number of words 268k 

Table 2. Slovenian BNSI Broadcast News speech database 

Table 3 shows some statistics of corpora used to train a language model. Transcriptions of 
BNSI-Speech corpus were used as the first database. This database was the smallest one. 
BNSI-text corpus is a collection of different TV scenarios. Some of scenarios were used by 
reporters and read from a teleprompter during a show. Both databases capture the 
characteristics of spoken language. Other two databases are collections of samples of written 
language. The Večer database is a collection of articles of newspaper Večer from 1998 till 
2001. The largest database is FidaPLUS corpus (Arhar et al., 2007).  
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text corpus: BNSI-
Speech 

BNSI-
text 

Večer FidaPLUS 

number of sentences 30k 614k 12M 46M 
number of words 573k 11M 95M 621M 

number of distinct 
words 

51k 175k 736k 1.6M 

Table 3. Slovenian text database 

The material dates from the 1996 till 2006. The corpus is a composition of texts from 
different categories such as newspapers, magazines, books, the internet and other. Table 4 
shows the proportion of different categories.  
 

type: percentage 

internet 1.24% 
books 8.74% 
newspapers 65.26% 
magazines 23.26% 
other 1.5% 

Table 4. Text variety in FidaPLUS corpus 

FidaPLUS corpus is linguistically annotated and presented in the form of attributes of the 
element containing one corpus token. The information about all the possible lemmas and 
POS-tags is included in the corpus, together with the disambiguated single lemma and POS 
tag (see example in table 5). Although linguistic information is useful, it was not 
incorporated in language models discussed in this chapter. 
 

excerpt from the corpus translation to English 

<w lemma="voditi"  lead(V) 

msd="Gppste--n-----n"  

lemmas="voditi voda vod" lead(V), water(N), duct(N) 

msds="Gppste--n-----n,Gpvsde--------n, 
Sozed,Sozem,Sozdi,Sozdt Sommi,Sommo" 

 

lemmass="voditi voda vod Voda"  lead(V), water(N), duct(N), Voda(NP) 

msdss="Gppste--n-----n,Gpvsde--------n, 
Sozed,Sozem,Sozdi,Sozdt Sommi,Sommo  
Slzed,Slzem"> 
vodi</w> 

 

Table 5. The verb …vodi… [to lead] taken from one sample sentence in the FidaPLUS 
corpus 
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We are modeling spoken language. There exist large amounts of written texts but we still 
lack adequate spoken language corpora. In our repository only two corpora are examples of 
spoken language (BNSI-Speech and BNSI-Text). Other two, Večer and FidaPLUS, are 
corpora of written language. It can be seen that the collection of texts is significantly diverse. 
Spoken sentences are short, and written sentences can be very large and complex. Word 
order in spoken language is much more relaxed than in written language (Duchateau et al., 
2004 ; Fitzgerald et al., 2009 ; Honal et al., 2005). We discussed this phenomenon in previous 
section. Spoken sentences are often not grammatically correct. Written text is in most cases 
proof-read by professionals in a given language. Diversity of corpora should be taken into 
account when building a language model.  

5. UMB BNSI baseline system 
This section contains a description of the components in the UMB BNSI speech recognition 
system. The system is based on continuous density Hidden Markov Models for acoustic 
modelling and on n-gram statistical language models. It consists of three main modules, 
segmentation, features extraction, and decoding. The core module is a speech decoder, 
which needs three data sources for its operation: acoustic models, language model and 
lexicon. The block diagram of the baseline system is depicted in figure 4. 
 

Fig. 4. Block diagram of experimental speech recognition system. 

5.1 Segmentation 
The main goal of the segmentation module is to produce homogeneous part of input audio 
stream. The Broadcast News topic can incorporate spoken material in adverse acoustic 
conditions. One of the most frequent cases is when is the journalist’s voice mixed with 
background audio from the video segment. As a result of segmentation the homogeneous 
audio parts can be modeled with different acoustic models (wide-band vs. narrow-band), or 
even with complete separate speech recognition systems.  
The three major segmentation criteria, which can be used in a Broadcast News speech 
recognition system, are: 
 channel (narrow-band, wide-band), 
 speech/silence/music/noise, 
 gender (male, female, unknown). 
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Different methods can be used for acoustic segmentation: energy based, bandwidth based, 
Gaussian Mixture Models (GMM), Hidden Markov Models,… UMB BNSI system usually 
applies automatic acoustic segmentation based on multi-model GMM approach. In tests 
presented in this paper manual acoustic segmentation based on transcription files was used 
to exclude the influence of automatic acoustic segmentation on speech recognition results. 
Prior analysis showed that automatic acoustic segmentation decreases the speech 
recognition performance by approximately 2% absolute. 

5.2 Feature extraction 
Features are extracted from overlapping frames of homogeneous speech signal with 
duration of 32ms and frame shift of 10ms. Two different methods were used for frontend 
(i.e. feature extraction). The first one was based on mel-cepstral coefficients and energy (12 
MFCC + 1 E, delta, delta-delta) and the second one was based on perceptual linear 
prediction (PLP). The size of baseline feature vector was 39 (Marvi, 2006). Also, the cepstral 
mean normalization was added to the MFCC feature extraction to reduce the influence of 
various acoustic channels (Maddi et al., 2006), which can be found in Broadcast News 
databases. This method significantly improved the speech recognition performance. 

5.3 Acoustic modelling 
The manually segmented speech material was used for training. This was necessary to exclude 
any influence of errors that could occur during an automatic segmentation procedure.  
The developed baseline acoustic models were gender independent. The training of baseline 
acoustic models was performed using the BNSI Broadcast News speech database. The 
procedure was based on common solutions (Žgank et al., 2006). First the context independent 
acoustic models with mixture of Gaussian probability density function (PDF) were trained and 
used for force alignment of transcription files. In the second step, the context independent 
acoustic models were developed once again from scratch, using the refined transcriptions. The 
context-dependent acoustic models (triphones) were generated next.  
The number of free parameters in the triphone acoustic models, which should be estimated 
during training, was controlled with the phonetic decision tree based clustering. The 
decision trees were grown from the Slovenian phonetic broad classes that were generated 
using the data-driven approach based on phoneme confusion matrix (Žgank et al., 2005a). 
Three final sets of baseline triphone acoustic models with 4, 8 and 16 mixture Gaussian PDF 
per state were generated. As some additional training data was won from the pool of 
outliers in comparison with the system described in (Žgank et al., 2008), additional training 
iterations were applied to context-dependent acoustic models. These transcriptions 
preprocessing steps showed significant improvement of log-likelihood rate per acoustic 
model according to an analysis. 

5.4 Language modelling and vocabulary 
The vocabulary contained the 64K most frequent words in all three corpora. The lowest 
count of a vocabulary word was 36. The out-of-vocabulary rate on the evaluation set was 
4.22%, which is significantly lower than for some other speech recognition systems built for 
highly inflectional Slovenian language (Žgank et al., 2001; Rotovnik et al., 2007). A possible 
reason for this is the usage of text corpora with speech transcriptions for language 
modelling. 
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However in highly-inflected languages the number of possible word forms is very high. 
Many valid word forms are missing from the 64K vocabulary. If we enlarge the vocabulary, 
the complexity of a language model increases, which is demanding from a computational 
point of view. The vocabulary problem can be alleviated considerably by using sub-word 
units instead of words as basic vocabulary units. In our research this idea served as a 
starting point as well (Rotovnik et al., 2002), but did not bring any improvement in 
broadcast news domain. 
Baseline language model was word-based bigram language model. All bigrams were 
included in the model. Katz back-off with Good-Turing discounting was used for 
smoothing. Language models were trained using SRI LM Toolkit (Stolcke, 2002). 
A language model generated only from largest databases, Večer and FidaPLUS, would be 
too much adapted to the type of written language. When this language model is used in a 
UMB BNSI system it will not perform well. The sentences spoken in broadcast news do not 
match the style of the written sentences. A language model built only from Broadcast News 
transcriptions would probably be the most appropriate. The problem is that we do not have 
enough BN transcriptions to generate a satisfactory language model.  
Baseline language model was built on first three text corpora. If we would merge all corpora 
into one big corpus, the influence of much smaller corpus of spoken language (BNSI-Speech) 
would be lost. Each text corpus was used for construction of one language model 
component. Individual components were then interpolated using BNSI-Devel set. The 
interpolation weights were: 0.26 (BNSI-Speech), 0.29 (BNSI-Text), and 0.45 (Večer). Final 
model contained 7.37M bigrams and resulted in perplexity of 410 on BNSI-Eval  set.  

5.5 Decoding 
The standard one-pass Viterbi decoder with pruning and limited number of active models 
was used for speech recognition experiments in the next section. We applied additional fine 
tuning of decoder parameters on combined development set in comparison to the system 
described in (Žgank et al., 2008), to further improve the performance of speech recognition 
system. 
The main characteristics of the baseline UMB BNSI system are summarized in table 6. 
 

Baseline system 

Features extraction MFCC, PLP 

Features characteristics window size: 32ms with 10ms frame shift 

Acoustic model (AM) inter-word context dependent trigraphemes 

AM complexity 16 mixture Gaussian 

Language model interpolated bigram model 

Vocabulary size 64000 

Table 6. Characteristics of the baseline system 

The baseline speech recognition system achieved 66.0% speech recognition accuracy when 
used with manual segmentation. This result is comparable to speech recognition system of 
similar complexity, which is used for highly inflected languages. 
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6. Improvements in the UMB BNSI system 
This section describes recent improvements on the UMB BNSI system. The improvements in 
the area of acoustic modeling were mainly focused in the feature extraction module. MFCC 
and PLP feature vectors were used for all experiments, as they showed slightly different 
performance in various conditions. Beside the speech recognition accuracy also the 
decoding time can be significantly influenced by the feature vector type. 
The influence of feature extraction characteristics on speech recognition performance was 
analyzed in the experiments. The characteristics observed were: frame length (32 ms versus 
25 ms), size of filter bank (26 and 42) and number of MFCC coefficients (12 and 8). When 
acoustic models for the last two characteristics were developed, the clustering threshold for 
decision tree based clustering was modified to produce context dependent acoustic models 
of comparable complexity. 
The main improvement in the language modeling procedure was introduction of FidaPLUS 
text corpus, which significantly increased the number of words in set. Having large text 
corpus makes transition from bigram to trigram reasonable.  

7. Results of comparative experiments 
Bigram and trigram language models were built. Independent language model components 
were constructed, using each database in separation for counting n-grams. If we will use all 
corpora together as one huge training corpus, the statistical dependencies typical for spoken 
language and represented by first two corpora, will be weaken by dependencies typical for 
written language and expressed by much larger training material. In each component Katz 
back-off with Good-Turing discounting was used for smoothing. Experiments with 
modified Kneser-Ney smoothing were also performed, but did not bring any improvements. 
Individual components were then interpolated using the BNSI-Devel corpus of 4 broadcast 
shows. Optimal interpolation weights for the corresponding 4 models were iteratively 
computed to minimize the perplexity of an interpolated model on BNSI-Devel corpus. Two 
interpolated models were build, bigram and trigram models. Table 7 contains interpolation 
weights for both of them. 
 

component: bigram trigram 

BNSI-Speech 0.20 0.18 

BNSI-Text 0.28 0.24 

Večer 0.15 0.12 

FidaPLUS 0.37 0.46 

Table 7. Interpolation weights for bigram and trigram models. 

Perplexity on BNSI-Eval set of final bigram model was 359, and the perplexity of trigram 
model was 246. The number of bigrams redoubled in comparison to baseline system. As the 
result of adding the fourth language component the perplexity of bigram model improved 
by 12%. In trigram model 33.6M trigrams were added. Transition from bigram to trigram 
model brought 40% of improvement in perplexity. The transition was reasonable because of 
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the size of FidaPLUS corpus. At the same time the language model increased in size and 
slows down the decoding process. 
Several experiments were performed to evaluate the improvements introduced in the UMB 
BNSI system. The first test was focused on evaluation of using MFCC or PLP feature 
extraction module in combination with the trigram language models (see Table 8). The 
results of bigram language models were used as a baseline value. 
 

system: Correct 
[%] 

Accuracy  
[%] 

bigram, MFCC 69.0 65.7 
bigram, PLP 69.6 66.0 
trigram, MFCC 70.7 67.5 
trigram, PLP 71.4 68.0 

Table 8. Recognition results obtained with bigram and trigram language models and MFCC 
and PLP features. 

The more complex trigram language models improved the speech recognition performance 
by approximately 2%. The accuracy increased from 65.7% to 67.5% when MFCC feature 
extraction was used and from 66.0% to 68.0% when PLP feature extraction was applied. The 
disadvantage of using trigram language models is the increased complexity of speech 
recognition system, which results in increased decoding time. 
The second evaluation step was focused on including the FidaPLUS text corpus to language 
modeling. The results are presented in table 9. 
 

system: Correct 
[%] 

Accuracy 
 [%] 

bigram1, MFCC 70.0 67.4 
trigram1, MFCC 73.6 71.0 
bigram2, MFCC 60.9 57.7 
trigram2, MFCC 73.4 71.1 

Table 9. Speech recognition results with language models, improved with FidaPLUS text 
corpus. 

The first type (bigram1, trigram1) of language models in table 9 was built in such a way that 
FidaPLUS text corpus was added to other baseline text corpora. In the second type (bigram2, 
trigram2), the FidaPLUS was added, but the Večer text corpus was deleted from the set as it 
is already included in the FidaPLUS corpus in great extent. The inclusion of FidaPLUS text 
corpus significantly improved the speech recognition results. The accuracy was increased by 
3.6% absolute from 67.5%to 71.1%. In case of these experiments the speech decoder’s 
vocabulary was identical for all four cases. This is the probable cause for the degraded 
speech recognition performance in case of bigram2 set. In this set the Večer text corpus was 
excluded from building the language models, but words from this corpus were still present 
in the lexicon. The frequencies of bigrams from Večer as subcorpus in the FidaPLUS text 
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corpus were not high enough to significantly influence the probabilities in the resulting 
bigram2 language model. 
 

system: Correct 
[%] 

Accuracy 
 [%] 

bigram1, MFCC, 32ms 70.0 67.4 
bigram1, MFCC, 25ms 70.4 67.8 
bigram1, PLP, 32ms 70.9 68.0 
bigram1, PLP, 25ms 70.5 67.7 
trigram1, MFCC, 32ms 73.6 71.0 
trigram1, MFCC, 25ms 73.5 71.0 
trigram1, PLP, 32ms 73.9 70.9 
trigram1, PLP, 25ms 73.6 70.7 

Table 10. Speech recognition results using different types of feature extraction and various 
frame lengths. 

The table 10 shows comparison between two different feature extraction frame lengths – 
baseline 32 ms and 25 ms. There is a small difference between comparable configurations 
(feature extraction type, language models) for two frame lengths, but it is statistical 
insignificant. 
Various feature extraction configurations were used in combination with the bigram1 and 
trigram1 language models. The evaluation results are presented in table 11. The increased 
number of filters in filter bank decreased the speech recognition performance by 0.5% 
(bigrams) and 0.3% (trigrams). When only 8 mel-cepstral coefficients (8+1 case in table 11) 
were used, the accuracy decreased, as it was anticipated. The decrease was 4.0% with 
bigram language model and 3.6% with trigram language model. The advantage with using 
this configuration was the reduced decoding time, due to lower feature complexity. When 
bigram language models were applied the decoding time decreased by approximately 16%. 
The decrease with the trigram language models was approximately 19%. Such faster 
configuration with decreased accuracy can be successfully included in a speech recognition 
system with two iterations.  
 

system: Correct 
[%] 

Accuracy  
[%] 

bigram1, MFCCm 70.9 68.1 
bigram1, MFCCm, FB42 70.3 67.6 
bigram1, MFCCm, 8+1 66.0 64.1 
trigram1, MFCCm 74.0 71.3 
trigram1, MFCCm, FB42 73.7 71.0 
trigram1, MFCCm, 8+1 69.7 67.7 

Table 11. Speech recognition evaluation for various feature extraction configurations. 
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8. Conclusion 
Speech recognition of Broadcast News is a very difficult and resource demanding task. The 
development of UMB BNSI system is a long-continued project. 
The chapter described statistically significant improvements of UMB BNSI system. The 
analysis of speech recognition results showed the importance of acoustic and language 
models in speech recognition systems in broadcast news domain. A significant effort was 
devoted to reducing the complexity of the system. We succeeded to speed up the system by 
small loss of accuracy to prepare the system for the second pass with lattice rescoring. Our 
results suggest that these methodologies are well suited to the challenges presented by the 
Broadcast News domain. 
The future work will be focused on implementing a second iteration of speech recognition 
with increased complexity. The analysis of results namely showed the possibility of 
overtraining in some evaluation steps, when only one speech recognition iteration was 
carried out. 
We are still far from perfect recognition, the ultimate goal, nevertheless our current 
technology is able to drive a number of very useful applications, where perfect recognition 
is not needed, for example audio archive indexing. 
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1. Introduction 
Speech is considered one of the most natural forms of communications between people 
(Juang & Rabiner, 2005). Spoken language has the unique property that it is naturally 
learned as part of human development.  However, this learning process presents challenges 
when applied to digital computing systems. 
The goal of Automatic Speech Recognition (ASR) is to address the problem of building a 
system that maps an acoustic signal into a string of words. The idea of being able to perform 
speech recognition from any speaker in any environment is still a problem that is far from 
being solved.  However, recent advancements in the field have resulted in ASR systems that 
are applicable to some of Human Machine Interaction (HMI) tasks. ASR is already being 
successfully applied in application domains such as telephony (automated caller menus) 
and monologue transcriptions for a single speaker. 
Several motivations for building ASR systems are, presented in order of difficulty, to 
improve human-computer interaction through spoken language interfaces, to solve difficult 
problems such as speech-to-speech translation, and to build intelligent systems that can 
process spoken language as proficiently as humans. Speech as a computer interface has 
numerous benefits over traditional interfaces using mouse and keyboard: speech is natural 
for humans, requires no special training, improves multitasking by leaving the hands and 
eyes free, and is often faster and more efficient to transmit than the information provided 
using conventional input methods. 
In the presented work, in Section 2, the concept of Wake-Up-Word (WUW) is being 
introduced. In Section 3, the definition of the WUW task is presented. The implementation 
details and experimental evaluations of the WUW-SR system are depicted in Section 4. The 
WUW recognition paradigm partially applied to general word recognition is presented in 
Section 5. A developed data collection system from the DVD’s of movies and TV series is 
presented in Section 6. Concluding remarks and future work is provided in Section 7.   

2. Wake-up-Word paradigm 
In the recent developments (Këpuska & Klein, 2009) were focused on the Wake-up-Word 
(WUW) Speech Recognition paradigm. WUW has the following unique requirement: Detect 
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a single word or phrase when spoken in an alerting context, while rejecting all other words, phrases, 
sounds, noises and other acoustic events with virtually 100% accuracy including the same word or 
phrase of interest spoken in a non-alerting (i.e. referential) context (Këpuska, Carstens, & Wallace, 
2006)(Këpuska V. , 2006). 
One of the goals of speech recognition is to allow natural communication between humans 
and computers via speech, where natural implies similarity to the ways humans interact 
with each other.  A major obstacle to this is the fact that most systems today still rely to 
some extent on non-speech input, such as pushing buttons or clicking with a mouse. 
However, much like a human assistant, a natural speech interface must be continuously 
listening and must be robust enough to recover from any communication errors without 
non-speech intervention. Problem with present SR system is that they solely relay on push-
to-talk and non-speech intervention paradigms.  
1. Push-to-Talk - Speech recognizers deployed in continuously listening mode are 

continuously monitoring acoustic input and do not necessarily require non-speech 
activation. This is in contrast to the push- to- talk model, in which speech recognition is 
only activated when the user “pushes a button”.  Unfortunately, today’s continuously 
listening speech recognizers are not reliable enough due to their insufficient accuracy, 
especially in the area of correct rejection.  For example, such systems often respond 
erratically, even when no speech is present.  They sometimes interpret a background 
noise as speech, and they sometimes incorrectly assume that certain speech is addressed 
at the speech recognizer when in fact it is targeted elsewhere (context 
misunderstanding).  These problems have traditionally been solved by the push- to- talk 
model: requesting the user to push a button immediately before or during talking or 
similar prompting paradigms. This action in fact represents an explicit triggering of the 
recognizer while in all other times the recognizer remains inactive, hence avoiding false 
triggers. 

2. Non-Speech Intervention - Another problem with traditional speech recognizers is that 
they cannot recover from errors gracefully, and often require non-speech intervention. 
Any speech-enabled human-machine interface based on natural language relies on 
carefully crafted dialogues. When the dialogue fails, currently there is no good 
mechanism to resynchronize the communication, and typically the transaction between 
human and machine fails by termination. A typical example is a SR system which is in a 
dictation state, when in fact the human is attempting to use command-and-control to 
correct previous dictation error. Often the user is forced to intervene by pushing a 
button or keyboard key to resynchronize the system.  

3. Current SR systems that do not deploy the push- to- talk paradigm use implicit context 
switching. For example, a system that has the ability to switch from “dictation mode” to 
“command mode” does so by trying to infer whether the user is uttering a command 
rather than dictating text. This task is rather difficult to perform with high accuracy, 
even for humans.  The push- to- talk model uses explicit context switching, meaning that 
the action of pushing the button (or similar paradigm) explicitly sets the context of the 
speech recognizer to a specific state. 

To achieve the goal of developing a natural speech interface, it is first useful to consider 
human to human communication. Upon hearing an utterance of speech a human listener 
must quickly make a decision whether or not the speech is directed to him or her. This 
decision determines whether the listener will make an effort to “process” and understand 
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the utterance. Humans can make this decision quickly and robustly by utilizing visual, 
auditory, semantic, and/or additional contextual clues.  
Visual clues might be gestures such as waving of hands or other facial expressions. 
Auditory clues are attention grabbing words or phrases such as the listener’s name (e.g. 
John), interjections such as “hey”, “excuse me,” and so forth. Additionally, the listener may 
make use of prosodic information such as pitch and intonation, as well as identification of 
the speaker’s voice.  
Semantic and/or contextual clues are inferred from interpretation of the words in the 
sentence being spoken, visual input, prior experience, and customs dictated by the culture. 
Humans are very robust in determining when speech is targeted towards them, and should 
a computer SR system be able to make the same decisions its robustness would increase 
significantly.  
Wake-Up-Word is proposed as a method to explicitly request the attention of a computer 
using a spoken word or phrase (Këpuska V. , Elevator Simulator Screen Perspective, 2009), 
(Këpuska V. , Elevator Simulator User Perspective, 2009). The WUW must be spoken in the 
context of requesting attention, i. e.alerting context and should not be recognized in any 
other context.  After successful detection of WUW and its alerting context, the speech 
recognizer may safely interpret the following utterance as a command. The WUW is 
analogous to the button in push to talk, but the interaction is completely based on speech. 
Therefore it is proposed to use explicit context switching via WUW.  Furthermore, this is 
similar to how context switching occurs in human to human communication as well. 

3. WUW definition 
WUW technology solves three major problem areas: 
1. Detecting WUW Context – The WUW system must be able to notify the host system 

that attention is required in certain circumstances and with high accuracy.  Unlike 
keyword-spotting, see for example (Juang & Rabiner, 2005), in which a certain keyword 
is recognized and reported during every occurrence, WUW dictates these occurrences 
only be reported during an alerting context.  This context can be determined using 
features such as leading and trailing silence, difference in the long term average of 
speech features, and prosodic information (pitch, intonation, rhythm, etc.).  This is still 
active research area (Këpuska & Chih-Ti, 2010)  

2. Identifying WUW – After identifying the correct context for a spoken utterance, the 
WUW paradigm shall be responsible for determining if the utterance contains the pre-
defined Wake-up-Word to be used for command (e.g. “Computer”) with a high degree 
of accuracy, e.g., > 99% (Këpuska & Klein, 2009). 

3. Correct Rejection of Non-WUW – Similar to identification of the WUW, the system 
shall also be capable of filtering speech tokens that are not WUWs with practically 100% 
accuracy to guarantee 0% false acceptances (Këpuska & Klein, 2009). 

4. Wake-Up-Word system 
The concepts of WUW have been most recently expanded in (Këpuska & Klein, 2009).  
Currently, the system is implemented in C++ as well as Objective C, and provides four 
major components for achieving the goals of WUW for use in a real-time environment. 



 
Speech Technologies 240 

1. WUW Front End – This system component is responsible for extracting features from 
the input audio signal.  The current system is capable of extracting Mel-Filtered 
Cepstral Coefficients (MFCC), Linear Predictive Coding coefficients (LPC), and 
enhanced MFCC features. 

2. Voice Activity Detector (VAD) – A large portion of the input audio signal to the 
system are non-speech events such as silence or environmental noise.  Filtering this 
information is critical in order to ensure the system is only listening during speech 
events of interest.  Areas of audio that are determined to be speech-related are then 
forwarded to the later stages of the WUW system. 

3. WUW Back End – The Back End performs a complex recognition procedure based on 
Hidden Markov Models (HMMs). HMMs are continuous densities HMM‘s. 

4. SVM Classification - The final system component is responsible for classifying speech 
signals as In-Vocabulary (INV) or Out-of-Vocabulary (OOV) using Support Vector 
Machines (SVMs).  In the WUW context, the only INV word is the one selected for 
command and control of the host system. Any other word or sound is classified as 
OOV. 

The following diagram illustrates the top-level workflow of the WUW system: 
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Fig. 1. WUW System Architecture. 

4.1 Wake-Up-Word Front End 
The front end is responsible for extracting features out of the input signal. Three sets of 
features are extracted: Mel-Filtered Cepstral Coefficients (MFCC), LPC (Linear Predictive 
Coding) smoothed MFCCs, and Enhanced MFCCs.  
The following image, Figure 2, shows a waveform superimposed with its VAD 
segmentation, its spectrogram, and its enhanced spectrogram. 
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Fig. 2. Speech signal with VAD segmentation, spectrogram, and enhanced spectrogram 
generated by the Front End module. (Këpuska & Klein, 2009). 

The MFCCs are computed using the standard algorithm as presented in the Figure 3: 

 
Fig. 3. Feature Extraction Workflow  

Pre-emphasis – This stage is used to amplify energy in the high-frequencies of the input 
speech signal.  This allows information in these regions to be more recognizable during 
HMM model training and recognition. 
Windowing – This stage slices the input signal into discrete time segments.  This is done by 
using window N milliseconds typically 25 ms wide and at offsets of M milliseconds long. A 
Hamming window is commonly used to prevent edge effects associated with the sharp 
changes in a Rectangular window.  Equation 1 and Figure 5 show the equation for the , 
typiccally 10 ms or 5 ms Hamming window and its effect when it is applied to a speech 
signal, respectively: 
 

ሾ݊ሿݓ  = ൝0.54 − 0.46 cos 0ܮ݊ߨ2 0 ൑ ݊ ൑ ܮ − 1 (1) 

 

 
Fig. 4. Original Speech Signal and Windowed Speech Signal  
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Discrete Fourier Transform – DFT is applied to the windowed speech signal, resulting in 
the magnitude and phase representation of the signal.  The log-magnitude of an example 
speech signal is depicted in Figure 4. 
 

 
Fig. 5. Log Magnitude of Speech Signal DFT.  

Mel Filter Bank – While the resulting spectrum of the DFT contains information in each 
frequency, human hearing is less sensitive at frequencies above 1000 Hz.  This concept also 
has a direct effect on performance of ASR systems; therefore, the spectrum is warped using 
a logarithmic Mel scale (see Figure 6. below).  A Mel frequency can be computed using 
equation 3.  In order to create this effect on the DFT spectrum, a bank of filters is constructed 
with filters distributed equally below 1000 Hz and spaced logarithmically above 1000 Hz.  
The Figure 7 displays an example filter bank using triangular filters. The output of filtering 
the DFT signal by each Mel filter is known as the Mel spectrum. 
 

 ݈݉݁ሺ݂ሻ = 1127 lnሺ1 ൅ ݂700ሻ (2)

 

 
Fig. 6. Mel Scale. 
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Fig. 7. Mel Filter Bank filters. The bottom figure shows normalized filters. 

Inverse DFT – The IDFT of the Mel spectrum is computed, resulting in the cepstrum.  This 
representation is valuable because it separates characteristics of the source and vocal tract  
from the speech waveform.  The first 12 values of the resulting cepstrum are recorded. 
Additional Features -  
i. Energy Feature – This step is performed in parallel with the MFCC feature extraction 

and involves calculating the total energy of the input frame. 
ii. Delta MFCC Features – In order to capture the changes in speech from frame-to-frame, 

the first and second derivative of the MFCC coefficients are also calculated and 
included. 

The LPC (Linear Predictive Coding) smoothed MFCCs, and Enhanced MFCCs are described 
in (Këpuska & Klein, 2009).  Those triple features are used by the Back End to score each 
with its corresponding HMM model. 

4.2 VAD classification 
In the first phase, for every input frame VAD decides whether the frame is speech-like or 
non-speech-like. Several methods have been implemented and tested to solve this problem. 
In the first implementation, the decision was made based on three features: log energy 
difference, spectral difference, and MFCC difference. A threshold was determined 
empirically for each feature, and the frame was considered speech-like if at least two out of 
the three features were above the threshold. This was in effect a Decision Tree classifier, and 
the decision regions consisted of hypercubes in the feature space. 
In order to improve the VAD classification accuracy, research has been carried out to 
determine the ideal features to be used for classification. Hence, Artificial Neural Networks 
(ANN) and Support Vector Machines (SVM) were tested for automatic classification. One 
attempt was to take several important features from a stream of consecutive frames and 
classify them using ANN or SVM. The idea was that the classifier would make a better 
decision if shown multiple consecutive frames rather than a single frame. The result, 
although good, was too computationally expensive, and the final implementation still uses 
information from only a single frame.  

4.2.1 First VAD phase – single frame decision 
The final implementation uses the same three features as in the first implementation: log 
energy difference, spectral difference, and MFCC difference; however, classification is 
performed using a linear SVM. There are several advantages over the original method. First, 
the classification boundary in the feature space is a hyperplane, which is more robust than 
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the hypercubes produced by the decision tree method. Second, the thresholds do not have to 
be picked manually but can be trained automatically (and optimally) using marked input 
files. Third, the sensitivity can be adjusted in smooth increments using a single parameter, 
the SVM decision threshold. Recall that the output of a SVM is a single scalar, ݑ = ࢝ ⋅ ࢞ − ܾ 
(Klein, 2007). Usually the decision threshold is set at ݑ = 0, but it can be adjusted in either 
direction depending on the requirements. Finally, the linear SVM kernel is extremely 
efficient, because classification of new data requires just a single dot product computation.  
The following figures show the training data scattered on two dimensional planes, followed 
by a 3 dimensional representation which includes the SVM separating plane.  
 

 
 

 
Fig. 8. VAD features in two dimensional space 

 

 
 

Fig. 9. VAD features with linear SVM 
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Fig. 10. VAD features with linear SVM (different perspective) 

In the figures above, the red points correspond to speech frames while the blue points 
correspond to non-speech frames, as labeled by a human listener. It can be seen that the 
linear classifier produces a fairly good separating plane between the two classes, and the 
plane could be moved in either direction by adjusting the threshold. 

4.2.2 Second VAD phase – final decision logic 
In the second phase, the VAD keeps track of the number of frames marked as speech and 
non-speech and makes a final decision. There are four parameters: 
MIN_VAD_ON_COUNT, MIN_VAD_OFF_COUNT, LEAD_COUNT, and TRAIL_COUNT. 
The algorithm calls for a number of consecutive frames to be marked as speech in order to 
set the state to VAD_ON; this number is specified by MIN_VAD_ON_COUNT. It also 
requires a number of consecutive frames to be marked as non-speech in order to set the state 
to VAD_OFF; this number is specified by MIN_VAD_OFF_COUNT. Because the classifier 
can make mistakes at the beginning and the end, the logic also includes a lead-in and a trail-
out time. When the minimum number of consecutive speech frames has been observed, 
VAD does not indicate VAD_ON for the first of those frames. Rather it selects the frame that 
was observed a number time instances earlier; this number is specified by LEAD_COUNT. 
Similarly, when the minimum number of non-speech frames has been observed, VAD waits 
an additional number of frames before changing to VAD_OFF, specified by 
TRAIL_COUNT. 

4.3 Back end - plain HMM scores 
The Back End is responsible for scoring observation sequences. The WUW-SR system uses a 
Hidden Markov Models for acoustic modeling, and as a result the back end consists of a 
HMM recognizer. Prior to recognition, HMM model(s) must be created and trained for the 
word or phrase which is selected to be the Wake-Up-Word. 
When the VAD state changes from VAD_OFF to VAD_ON, the HMM recognizer resets and 
prepares for a new observation sequence. As long as the VAD state remains VAD_ON, feature 
vectors are continuously passed to the HMM recognizer, where they are scored using the 
novel triple scoring method. If using multiple feature streams, recognition is performed for 
each stream in parallel. When VAD state changes from VAD_ON to VAD_OFF, multiple 
scores (e.g., MFCC, LPC and E-MFCC Score) are obtained from the HMM recognizer and are 
sent to the SVM classifier. SVM produces a classification score which is compared against a 
threshold to make the final classification decision of INV or OOV. 
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For the first tests on speech data, a HMM was trained on the word “operator.” The training 
sequences were taken from the CCW17 and WUW-II (Këpuska & Klein, 2009) corpora for a 
total of 573 sequences from over 200 different speakers. After features were extracted, some 
of the erroneous VAD segments were manually removed. The INV testing sequences were 
the same as the training sequences, while the OOV testing sequences included the rest of the 
CCW17 corpus (3833 utterances, 9 different words, over 200 different speakers). The HMM 
was a left-to-right model with no skips, 30 states, and 6 mixtures per state, and was trained 
with two iterations of Baum-Welch. 
The score is the result of the Viterbi algorithm over the input sequence. Recall that the 
Viterbi algorithm finds the state sequence that has the highest probability of being taken 
while generating the observation sequence. The final score is that probability normalized by 
the number of input observations, T. The Figure 8 below shows the result: 
The distributions look Gaussian, but there is significant overlap between them. The equal 
error rate of 15.5% essentially means that at that threshold, 15.5% of the OOV words would 
be classified as INV, and 15.5% of the INV words would be classified as OOV. Obviously, no 
practical applications can be developed based on the performance of this recognizer. 
 

 
Fig. 11. Score distributions for plain HMM (Këpuska & Klein, 2009) 

4.4 SVM classification 
After HMM recognition, the algorithm uses two additional scores for any given observation 
sequence (e.g., MFCC, LPC and e-MFCC). When considering the three scores as features in a 
three dimensional space, the separation between INV and OOV distributions increases 
significantly. The next experiment runs recognition on the same data as above, but this time 
the recognizer uses the triple scoring algorithm to output three scores (Këpuska & Klein, 2009). 

4.4.1 Triple scoring method  
The figures below show two-dimensional scatter plots of Score 1 vs. Score 2, and Score 1 vs. 
Score 3 for each observation sequence (e.g., MFCC, LPC and e-MFCC). In addition, a 
histogram on the horizontal axis shows the distributions of Score 1 independently, and a 
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similar histogram on the vertical axis shows the distributions of Score 2 and Score 3 
independently. The histograms are hollowed out so that the overlap between distributions 
can be seen clearly. The distribution for Score 1 is exactly the same as in the previous 
section, as the data and model haven’t changed. Any individual score does not produce a 
good separation between classes, and in fact the Score 2 distributions have almost complete 
overlap. However, the two dimensional separation in either case is remarkable. When all 
three scores are considered in a three dimensional space, their separation is even better than 
either two dimensions as depicted in Figure12 and Figure 13. 
  

 
Fig. 12. Triple scoring, score 1 vs. score 2 (Këpuska & Klein, 2009) 

 

 
Fig. 13. Triple scoring, score 1 vs. score 3 (Këpuska & Klein, 2009) 

In order to automatically classify an input sequence as INV or OOV, the triple score feature 
space,ℛଷ,can be partitioned by a binary classifier into two regions,	ℛଵଷ and ℛିଵଷ . The SVMs 
have been selected for this task because of the following reasons: they can produce various 
kinds of decision surfaces including radial basis function, polynomial, and linear; they 
employ Structural Risk Minimization (SRM) (Burges, 1998) to maximize the margin which 
has shown empirically to have good generalization performance. 	
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4.4.2 SVM parameters 
Two types of SVMs have been considered for this task: linear and RBF. The linear SVM uses 
a dot product kernel function, ܭሺݔ, ሻݕ = ݔ ⋅  and separates the feature space with a ,ݕ
hyperplane. It is very computationally efficient because no matter how many support 
vectors are found, evaluation requires only a single dot product. Figure 14 above shows that 
the separation between distributions based on Score 1 and Score 3 is almost linear, so a 
linear SVM would likely give good results. However, in the Score 1/Score 2 space, the 
distributions have a curvature, so the linear SVM is unlikely to generalize well for unseen 
data. The figures below show the decision boundary found by a linear SVM trained on Score 
1+2, and Score 1+3, respectively. 
 

 
Fig. 15. Linear SVM, scores 1-2 (Këpuska & Klein, 2009) 
 

 
Fig. 16. Linear SVM, scores 1-3 (Këpuska & Klein, 2009)	
The line in the center represents the contour of the SVM function at ݑ = 0, and outer two 
lines are drawn at ݑ = ±1. Using 0 as the threshold, the accuracy of Scores 1 - 2 is 99.7% 
Correct Rejection (CR) and 98.6% Correct Acceptance (CA), while for Scores 1 – 3 it is 99.5% 
CR and 95.5% CA. If considering only two features, Scores 1 and 2 seem to have better 
classification ability. However, combining the three scores produces the plane shown below 
from two different angles.  
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Fig. 17. Linear SVM, 3D view 1 (Këpuska & Klein, 2009) 
 

 
Fig. 18. Linear SVM, 3D view 2 (Këpuska & Klein, 2009) 

The plane split the feature space with an accuracy of 99.9% CR and 99.5% CA (just 6 of 4499 
total sequences were misclassified).  The accuracy was better than any of the 2 dimensional 
cases, indicating that Score 3 contains additional information not found in Score 2. The 
classification error rate of the linear SVM is shown below: 



 
Speech Technologies 250 

 
Fig. 19. Score distributions for triple scoring and linear SVM (Këpuska & Klein, 2009) 

The conclusion is that using the triple scoring method combined with a linear SVM 
decreased the equal error rate on this particular data set from 15.5% to 0.2%, or in other 
words increased accuracy by over 76.5 times (i.e., error rate reduction of 7650%)! 
In the next experiment, a Radial Basis Function (RBF) kernel was used for the SVM. The RBF 
function, ܭሺݔ, ሻݕ = ݁ିఊ|௫ି௬|మ, maps feature vectors into an infinitely dimensional Hilbert 
space and is able to achieve complete separation between classes in most cases. However, 
the ߛ parameter must be chosen carefully in order to avoid overtraining. As there is no way 
to determine it automatically, a grid search may be used to find a good value. For most 
experiments ߛ = 0.008 gave good results. Shown below are the RBF SVM contours for both 
two-dimensional cases. 
 

 
Fig. 20. RBF kernel, scores 1-2 (Këpuska & Klein, 2009) 
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Fig. 21. RBF kernel, scores 1-3 (Këpuska & Klein, 2009) 

At the ݑ = 0 threshold, the classification accuracy was 99.8% CR, 98.6% CA for Score 1-2, 
and 99.4% CR, 95.6% CA for Score 1-3. In both cases the RBF kernel formed a closed decision 
region around the INV points (Recall that the SVM decision function at ݑ = 0 is shown by 
the green line).  
Some interesting observations can be made from these plots. First, the INV outlier in the 
bottom left corner of the first plot caused a region to form around it. SVM function output 
values inside the region were somewhere between -1 and 0, not high enough to cross into 
the INV class. However, it is apparent that the RBF kernel is sensitive to outliers, so the ߛ 
parameter must be chosen carefully to prevent overtraining. Had the ߛ parameter been a 
little bit higher, the SVM function output inside the circular region would have increased 
beyond 0, and that region would have been considered INV.  
Second, the RBF kernel’s classification accuracy showed almost no improvement over the 
linear SVM. However, it is expected that due to the RBF kernel’s ability to create arbitrary 
curved decision surfaces, it will have better generalization performance than the linear 
SVM’s hyperplane.  
The figure below shows a RBF kernel SVM trained on all three scores. 
 

 
Fig. 22. RBF kernel, 3D view 1 (Këpuska & Klein, 2009) 
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Fig. 23. RBF kernel, 3d view 2 (Këpuska & Klein, 2009)	
The RBF kernel created a closed 3-dimensional surface around the INV points and had a 
classification accuracy of 99.95% CR, 99.30% CA.  If considering ݑ = 0 as the threshold, the 
triple score SVM with RBF kernel function shows only little improvement over the linear 
SVM for this data set. However, as shown below, the SVM score distributions are 
significantly more separated, and the equal error rate is lower than the linear SVM; from 
0.2% to 0.1%. 
 

 
Fig. 24. Score distributions for triple scoring and RBF kernel (Këpuska & Klein, 2009). 

Final results when combining all three features using all the available data for testing and 
training (Callhome, Phonebook, WUW and WUWII Corpora, CCW17) provides a clear 
superiority of the presented method (Figure 25).  In this test the INV accuracy of only two 
(2) errors out of 1425 operator utterances or 99.8596% and OOV accuracy of twelve (12) 
errors on 151615 tokens or 99.9921%. 
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Fig. 25. Overall recognition rate of WUW-SR utilizing Callhome, Phonebook, WUW, WUWII 
and CCW17 corpora.  

The chart above demonstrates WUW-SR’s improvement over current state of the art 
recognizers. WUW-SR with three feature streams was several orders of magnitude superior 
to the baseline recognizers in INV recognition and particularly in OOV rejection. Of the two 
OOV corpora, Phonebook was significantly more difficult to recognize for all three systems 
due to the fact that every utterance was a single isolated word. Isolated words have similar 
durations to the WUW and differ just in pronunciation, putting to the test the raw 
recognition power of ASR system. HTK had 8793 false acceptance errors on Phonebook and 
the commercial SR system had 5801 errors.   
WUW-SR demonstrated its OOV rejection capabilities by committing just total of 12 false 
acceptance errors on all the corpora (151615 tokens) used for OOV rejection testing while 
maintaining high recognition rate by committing only 2 false rejection errors for 1425 INV 
words. This result is not being biased to optimize against neither false rejection nor false 
acceptance.  If biasing is necessary it can be easily accomplished by shifting the threshold 
factor of SVM from zero toward -1 to reduce false rejection or toward +1 to reduce false 
acceptance. 

5. Scoring experiments using the TIMIT corpus and the HTK 
In order to show the versatility of the approach taken in the whole word HMM scoring with 
WUW-SR paradigm the next set of experiments applied a phonetic modeling approach. The 
experiments rely on the Texas Instruments and Massachusetts Institute of Technology 
(TIMIT) corpus. TIMIT is a standard data set that is designed to provide speech data for 
acoustic-phonetic studies and for the development and evaluation of ASR systems (John S. 
Garofolo, 1993). TIMIT contains recordings of 630 speakers in 8 dialects of U.S. English.  
Each speaker is assigned 10 sentences to read that are carefully designed to contain a wide 
range of phonetic variability.  Each utterance is recorded as a 16-bit waveform file sampled 
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at 16 KHz.  The entire data set is split into two portions: TRAIN to be used to generate an SR 
baseline, and TEST that should be unseen by the experiment until the final evaluation.  

5.1 Data selection 
TIMIT contains time-aligned transcriptions on both the whole word and phonetic level.  
Each transcription is hand-verified for proper time-boundary markings.2 TIMIT also 
includes a phonetic dictionary containing the transcriptions for all words. The combined, 
unique word count of each utterance in TIMIT is ~6220 words.  However, valid training and 
evaluation can only be performed on individual words that have a reasonable amount of 
occurrences within the TEST portion of the data set.  
It is important to note that the selected test set contains the most common pronunciation of 
the word. The difference in phoneme choices for the alternate pronunciation is not 
considered for the experiments. 
 

 
Fig. 26. TIMIT Word Occurrences 

5.2 Baseline score 
Using the two-score method and a properly trained SVM model, the Total Error Rate is 
reduced from 2.45% (standard scoring using HTK) to 0.97%; a recognition rate that is 2.55 
times better.   
The developed single-word recognition system has the following techniques that will be 
evaluated against the 25-word TIMIT TEST subset.  Each technique will be assigned a code 
that will be referred to in the presented results. 
1. (Score 1) Standard Acoustic Score Classification (Code: “Score 1”) 
2. (Score 1 + Score 2) Classification With Two-Class SVM (Code: “CSVM No Dur.”) 
3. (Score 1 + Score 2 + Duration) Classification With Two-Class SVM (Code: “CSVM”) 
4. (Score 1 + Score 2 + Duration) Classification With One-Class SVM (Code: “OSVM”) 
All acoustic scores will be generated using 16-Mixture Monophone HMMs.  The Total Error 
Rate metric will be the primary criterion of performance for each method described above. 
The Relative Error Rate Reduction (RERR) and Error Rate Ratio (ERRR) will be calculated 
and used to compare performance between two methods.  They are computed as: 
                                                                 
2 While useful, the accuracy of many of the time boundary markings in TIMIT is questionable. 
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	 RERR = ܤ − ܰܰ ∗ 100%; ERRR = 	ܤܰ (3)
 

where B is the baseline Total Error Rate and N is the new Total Error Rate.   
 

 
Fig. 27. SVM Classifier Scores for TIMIT word “greasy”. Top viewgraph uses standard score 
(Score 1), the second viewgraph uses Score1 and Score2. 

5.3 Summary results 
The entire TIMIT test set results are shown in Figure 28 and Figure 29.  The word list is 
sorted by increasing Total Error Rates for the usual, standard “Score 1”, classifier and 
broken into two groups for clarity.  The Table 1 and Table 2 summarize the RERR gains for 
each method.  Table 2 also shows the average RERR gain across all words considered in the 
TIMIT test set. 
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Fig. 28. Error Rates – for TIMIT Test Set (Part 1)  
 

Word RERR (%) 
CSVMND 

ERRR 
CSVMND 

RERR (%) 
CSVM  

ERRR  
CSVM 

RERR (%) 
OSVM 

ERRR 
OSVM 

suit 391% 4.91 723% 8.23 90% 1.90 

greasy 146% 2.46 172% 2.72 117% 2.17 

year 23% 1.23 126% 2.26 8% 1.08 

rag 518% 6.18 147% 2.47 19% 1.19 

wash 1432% 15.32 4303% 44.03 2249% 23.49 

carry 407% 5.07 1152% 12.52 1152% 12.52 

water 156% 2.56 180% 2.80 197% 2.97 

she 124% 2.24 344% 4.44 245% 3.45 

all 22% 1.22 82% 1.82 59% 1.59 

dark 590% 6.90 737% 8.37 465% 5.65 

had 205% 3.05 253% 3.53 575% 6.75 

ask 158% 2.58 324% 4.24 169% 2.69 

oily 89% 1.89 228% 3.28 111% 2.11 

me 175% 2.75 368% 4.68 211% 3.11 

Like 389% 4.89 538% 6.38 522% 6.22 

Table 1. Summary of RERR Gains for the WUW Recognizer – TIMIT Test Set (Part 1) 
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Fig. 29. Error Rates – for TIMIT Test Set (Part 2)  

 
Word RERR (%) 

CSVMND 
ERRR 
CSVMND 

RERR (%) 
CSVM  

ERRR 
CSVM 

RERR (%) 
OSVM 

ERRR 
OSVM 

your 251% 3.51 360% 4.60 137% 2.37 

that 106% 2.06 133% 2.33 10% 1.10 

an 64% 1.64 301% 4.01 79% 1.79 

in -15% 0.85 116% 2.16 53% 1.53 

of 65% 1.65 198% 2.98 55% 1.55 

to 261% 3.61 725% 8.25 278% 3.78 

and -36% 0.64 88% 1.88 -8% 0.92 

the 275% 3.75 673% 7.73 258% 3.58 

Average  245% 3.45 532% 6.32 301% 4.00 

Table 2. Table Summary of RERR Gains for the WUW Recognizer – TIMIT Test Set (Part 2) 

The final results in Table 6 show an average Relative Error Rate Reduction of 532% using 
Two-Class SVM Scoring with the Duration feature.  This leads to a word recognition system 
capable of performing with an overall average Total Error Rate of 5.4% as compared to the 
baseline of 20.6%.  The highest gain was found using the TIMIT word “wash”:  the baseline 
Total Error Rate was 2.51% and the Two-Class SVM with Duration Total Error Rate was 
0.06%; a RERR of 4303%!  
The results also shows that One-Class SVM is indeed a viable method for significantly 
reducing recognizer error, with an average RERR of 301% which still outperforms Two- 
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Class SVM without the Duration feature.  Note that Once-Class SVM is necessary if the 
OOV data is not available. 
The McNemar test for statistical significance, presented in (Gillick & Cox, 1989), was 
performed to compare results between the Score 1 recognizer and the Two-Class SVM with 
Duration recognizer.  Two tests were performed to characterize the error rates of correct 
recognition (INV) and correct rejection (OOV).  Across all TIMIT test data, on average, both 
the INV and OOV showed statistical relevance, with INV P= 4.67E-01 and OOV P = 2.25E-
04.  In other words, the probability of the null hypothesis (that both methods are statistically 
the same) for an INV test is on average 47% and for OOV is 0.02%. Note that the test for INV 
data is skewed due to some difficult short words. 

6. Data collection system 
The idea of corpus generation from DVDs of movies and TV series is inspired from the 
study of prosodic analysis of Wake-Up-Word technology (Placeholder1) (Këpuska & Shih, 
2010) and (Këpuska, Sastraputera, & Shih, Discrimination of Sentinel Word Contexts using 
Prosodic Features, Submitted 2010). A need for obtaining natural and inexpensive speech 
corpora for prosodic analysis and in general study for any speech recognition had inspired 
the research for the data collection system from DVDs of movies and TV series. The 
C# .NET Framework application Data Collection Toolkit was developed to facilitate this 
research. 

6.1 Components of data collection system 
The data collection system consists of five components. The first step of the data collection 
system begins from selecting a DVD of a movie or TV series. The audio will then be 
extracted from the video of the DVD. The text from the subtitles will be converted into text 
transcriptions. The subtitles will also be used for cutting the extracted audio file into small 
utterances (audio segmentation). The text transcriptions and utterances are then combined 
into a basic speech corpus.  
There are two optional components in the data collection system that can be used with the 
corpora generated from the DVDs for more specific tasks. First is the language analysis: this 
component takes a text from a transcription and finds the relationship of each word.  This 
analysis can be used for the study of Wake-Up-Word’s context detection. Another 
component is the force alignment: which can be used for generating time markers of each 
individual word in the selected utterance. The force alignment can also be used for filtering 
and/or trimming utterances to ensure that they match with the corresponding text 
transcriptions. The Figure 30 shows an overview of the data collection system. 
The Data Collection Toolkit provides a tool called TIMIT Corpus Browser, which allows a 
user to load and view TIMIT corpus in a form that is more organized and easier to view 
TIMIT’s utterances as shown in Figure 31.  It also provides options to play an audio of any 
utterance and its individual words using time markers labeled by TIMIT or SAPI Force 
Alignment (if available). There is also an option to export the information of the TIMIT 
corpus into a Comma Separated Value (CSV) file to perform further data analysis such as 
drawing graphs, histograms, or any other numerical computation using Microsoft Excel 
spreadsheet. 
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DVD of Movie or TV 
Series Speech CorpusDVD Extraction Transcript Converter Audio Segmentation

Language Analysis

Force Alignment

Fig. 30. Overview of Data Collection System 
 

 
Fig. 31. Screenshot of TIMIT Corpus Browser 

6.2 Performance evaluation of the system 
To compare the time markers, the TIMIT Corpus Browser tool can export the information 
into the CSV file. The content of this file is then loaded into Microsoft Excel and used for 
drawing histograms as shown in Figure 32. Based on these histograms, the most of the 
frequency difference values of the time markers and word durations are located between -50 
to 50 milliseconds and the largest frequency is at 0. Some extreme differences values turned 
out to be that the time markers of either from TIMIT corpus or SAPI Force Alignment’s 
results have included the silence in them.  
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Fig. 32. Start and End Time as well as Word Duration Difference between TIMIT and SAPI 
Force Alignment 

7. Conclusion 
The WUW-SR system developed in this work provides for efficient and highly accurate 
speaker independent recognitions at performance levels not achievable by current state of 
the art recognizers.  Extensive testing demonstrates accuracy improvements superior by 
several orders of magnitude over the best known academic speech recognition system, HTK, 
as well as a leading commercial speech recognition system. Specifically, the WUW-SR 
system correctly detects the WUW with 99.98% accuracy.  It correctly rejects non-WUW 
with over 99.99% accuracy. The WUW system makes 12 errors in 151615 words or less than 
0.008%.  Assuming speaking rate of 100 words per minute it would make 0.47 false 
acceptance errors per hour, or one false acceptance in 2.1 hours.  
Comparison of WUW performance in detection and recognition performance is 2525%, or 26 
times better than HTK for the same training & testing data, and 2,450%, or 25 times better 
than Microsoft SAPI 5.1 recognizer. The out-of-vocabulary rejection performance is over 
65,233%, or 653 times better than HTK, and 5900% to 42,900%, or 60 to 430 times better than 
the Microsoft SAPI 5.1 recognizer.  
In order to achieve these levels of accuracy, the following innovations were accomplished: 
 Hidden Markov Model triple scoring with Support Vector Machine classification 
 Combining multiple speech feature streams (MFCC, LPC-smoothed MFCC, and 

Enhanced MFCC) 
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 Improved Voice Activity Detector with Support Vector Machines classification 
To show that the presented WUW paradigm can be applied to Large Vocabulary 
Continuous Speech Recognition (LVCSR), the experiments using HTK framework using 
TIMIT corpus and partial WUW paradigm (e.g., Score1 and Score2) were conducted. The 
results show superior performance of the recognition compared to the HTK:  an average 
Relative Error Rate Reduction of 532% using Two-Class SVM Scoring with the Duration 
feature was obtained. 
Finally, the data collection frame work from the DVD’s of movies and TV series was 
described. It provides a good source of data against expensive data collection systems. The 
system was evaluated against TIMIT’s manually labeled time markers that showed no 
statistical difference. In the future it is planned to apply the developed data collection 
system for further data collection that will serve for future development of a LVCSR system. 
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1. Introduction 
Speech recognition is the process of converting speech signals to the text. Studies on speech 
recognition have increased very fast for the last twenty-five years. Most of these studies 
have used phoneme and word as speech recognition units. Namely, in phoneme based 
speech recognition systems, all phonemes in a language have been modelled by a speech 
recognition method, and then the phonemes can be detected by these models. The 
recognized words are constructed with concatenating these phonemes. However, word 
based systems model the word utterances and try to recognize the word as a text unit. Word 
based systems have better success rate than phoneme based systems. As a rule, if a speech 
recognition system has longer recognition unit than sub-word units, it has better success 
rate on recognition process. In addition, phoneme end-point detection is quite difficult 
operation, and this effects the success of the system. 
Turkish, that is one of the least studied languages in the speech recognition field, has 
different characteristics than European languages which require different language 
modelling technique. Since Turkish is an agglutinative language, the degree of inflection is 
very high. So, many words are generated from a Turkish word’s root by adding suffixes. 
That’s why, word based speech recognition systems are not adequate for large scaled 
Turkish speech recognition. Because Turkish is a syllabified language and there are 
approximately 3500 different Turkish syllables, speech recognition system for Turkish will 
be suitable to use syllable (sub-word unit) as a speech recognition unit. 
Turkish speech recognition studies have increased in the past decade. These studies were 
based on self organizing feature map (Artuner, 1994), DTW (Meral, 1996; Özkan, 1997), 
HMM (Arısoy & Dutağacı, 2006; Karaca, 1999; Koç, 2002; Salor & Pellom, 2007; Yılmaz, 1999) 
and Discrete Wavelet Neural Network (DWNN)  and Multi-layer Perceptron (MLP) (Avcı, 
2007). 
In a simplified way, speech recognizer includes the operations as preprocessing, feature 
extraction, training, recognition and postprocessing. After the speech recognizer takes the 
acoustic speech signal as an input, the output of the recognizer will be the recognized text. 
The most common approaches to speech recognition can be divided into two classes: 
“template based approach” and “model based approach”. Template based approaches as 
Dynamic Time Warping (DTW) are the simplest techniques and have the highest accuracy 
when used properly. The electrical signal from the microphone is digitized by an analog-to-
digital converter. The system attempts to match the input with a digitized voice sample, or 
template. The system contains the input template, and attempts to match this template with 
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the actual input. Model based approaches as Artificial Neural Network (ANN), Hidden 
Markov Model (HMM) and Support Vector Machine (SVM) tend to extract robust 
representations of the speech references in a statistical way from huge amounts of speech 
data. Model based approaches are currently the most popular techniques. However, when 
the size of the vocabulary is small and the amount of training data is limited, template based 
approaches are still very attractive. 
Speech recognition system can be speaker dependent or speaker independent. A speaker 
dependent system is developed to operate for a single speaker. These systems are usually 
more successful. A speaker independent system is developed to operate for any speaker. 
These systems are the most difficult to develop, most expensive and accuracy is lower than 
speaker dependent systems. 
The size of vocabulary of a speech recognition system affects the complexity, processing 
requirements and the accuracy of the system. Some applications only require a few words 
such as only numbers; others require very large dictionaries such as dictation machines. 
According to vocabulary size, speech recognition systems can be divided into three main 
categories as small vocabulary recognizers (smaller than 100 words), medium vocabulary 
recognizers (around 100-1000 words) and large vocabulary recognizers (over 1000 words). 
Speech recognition studies started in the late 1940s. Dreyfus-Graf (1952) designed his first 
“Phonetographe”. This system transcribed speech into phonetic “atoms”. Davis et al. (1952) 
designed the first speaker dependent, isolated digit recognizer. This system used a limited 
number of acoustic parameters based on zero-crossing counting. In Bell Laboratories, a 
word recognizer is designed with a phonetic decoding approach using phonetic units 
(Dudley & Balashek, 1958). Jakobson et al. (1952) developed the speaker independent 
recognition of vowels. At RCA laboratories, phonetic approach was used in the first 
“phonetic typewriter” which recognizes syllables by a single speaker (Olson & Belar, 1956). 
The first experiments on computer based speech recognition were started in the late 1950s. 
The studies as speaker independent recognition of ten vowels (Forgie & Forgie, 1959), 
phoneme  identification (Sakai & Doshita, 1962), and digit recognition (Nagata et al., 1963) 
have been made at this period.  
Dynamic time warping using dynamic programming was proposed by Russian researchers 
(Slutsker, 1968; Vintsyuk, 1968). Reddy (1966) developed continuous speech recognition by 
dynamic tracking of phonemes.  
Several systems such as HARPY (Lowerre, 1976), HEARSAY II (Lesser et al., 1975), HWIM 
(Wolf & Woods, 1977), MYRTILLE I (Haton & Pierrel, 1976) and KEAL (Mercier, 1977) have 
been implemented in 1970s. 
 Statistical modelling methods as Hidden Markov Models (HMM) (Ferguson, 1980; Rabiner, 
1989) were used in 1980s. Neural networks as perceptron were proposed in 1950s. In 1980s, 
neural network approaches were presented again (Lippmann, 1987). 
Support Vector Machine (SVM) was presented as a novel method for solving pattern 
recognition problems (Blanz et al., 1996; Cortes & Vapnik, 1995; Osuna et al., 1997). SVM has 
been successfully used for implementation speech recognition systems in 1990s and 2000s. 
This chapter is organized as follows. In the next section, system databases, preprocessing 
operation, word and syllable end-point detection, feature extraction, dynamic time warping, 
artificial neural network and postprocessing operation have been explained. In Section 3, 
how to detect misspelled words using syllable n-gram frequencies is presented in detail. The 
experimental results of the developed systems have been given in Section 4. The final 
section concludes the chapter. 
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2. Implementation of syllable based speech recognition 
In this study, speaker dependent isolated word speech recognition systems using DTW and 
ANN have been designed and implemented, and the speech signal features as mfcc, lpc, 
parcor, cepstrum, rasta and the mixture of mfcc, lpc and parcor have been used for the 
speech recognition approaches. 
The speech recognition applications have been executed on the computer which has the 
following features: Pentium Centrino 1.6 CPU, 768 MB RAM, 40 GB harddisk, Windows XP 
Operating System, a sound card and a microphone. The codes of the applications have been 
written with Matlab 6.5. 

2.1 System databases 
System dictionary consists of 200 different Turkish words (Aşlıyan, 2010). Using this 
dictionary, two databases have been constructed (Aşlıyan, 2010). One database has been 
used for training and the other is for testing of the system.  
The training speech database (approximately 2.7 hours of 250 MB speech material) involves 
5000 Turkish word utterances (25x200) which were recorded by a male speaker. Each word 
in the dictionary was recorded 25 times. 
The testing speech database was constructed by recording every word 10 times in the 
dictionary. Total number of utterances is 2000 (about 1.1 hours of 100 MB speech material). 
The recording procedure took place in a noise-free environment. A head-mounted close-
talking microphone was used. The format of the file recording is WAVE file format. The 
waveforms of the utterances are encoded using Pulse Code Modulation (PCM) coding 
format, 11025 Hz sampling rate, 2 bytes per sample. The utterances are recorded in 2 
seconds time duration. 

2.2 Preprocessing operation 
After the digitization of the word speech signal, preemphasis filter has been applied to 
spectrally flatten the signal. For the speech signal the syllable end-point detection is applied. 
After that each syllable utterance is divided into frames of 20 ms by frameblocking. To 
reduce the signal discontinuity at the ends of each block, Hamming window is applied for 
each frame. 

2.3 Word and syllable end-point detection 
An important problem in speech processing is to detect the presence of speech in a 
background of noise. This problem is often referred to as the end-point location problem 
(Rabiner & Sambur, 1975). The accurate detection of a word’s start and end-points means 
that subsequent processing of the data can be kept to a minimum. 
A major cause of errors in isolated-word automatic speech recognition systems is the 
inaccurate detection of the beginning and ending boundaries of test and reference patterns 
(Junqua et al., 1997). It is essential for automatic speech recognition algorithms that speech 
segments are reliably separated from non-speech. 
The reason for requiring an effective end-point algorithm is that the computation for 
processing the speech is minimum when the end-points are accurately located (Savoji, 1989). 
In syllable end-point detection operation, the speech signals are taken and after processing 
them, the number of syllables and the indexes of syllable end-points have been detected. 
Namely, the beginning and end indexes are computed on the digital speech signal. 
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After sampling the sound wav files, the mean of the speech signal as a vector is calculated 
and translated to 0y   axis. Assume that ny  is a speech signal. The new speech signal, 
which is focused on 0y   axis, is ' ( )n n ny y mean y  . After that, the voiced and unvoiced 
parts of the speech signal are approximately computed with the slope between the 
beginning value of the digital sound and the maximum value of the sound. This slope is the 
threshold slope. The utterance is divided into windows which have 350 samples. If the 
slope, which is calculated between two windows, which are one after the other, is greater 
than the threshold slope, this means that the voiced part of the sound begins at the index. 
However, these beginning and end index of the voiced part are nearly true, but not certain 
value. The distance data of zero-crossing index of sound vector has been used because of 
obtaining more accurate results. A new vector which represents the zero-crossing distances, 
has been constructed, then a threshold has been defined (say zero-crossing threshold=100). 
The beginning index is found earlier but not certainly true index. Now this index goes on 
one by one to the first index if the zero-crossing distance is between 1 and zero-crossing 
threshold. Zero values of the vector are not taken into account. In the same way, the end 
index of the voiced part is calculated. At the end, the voiced part is found exactly. 
 

 
Fig. 1. The process of syllable endpoint detection 
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To discover syllable end-points, the windows that consist of 900 samples are generated 
without overlapping. The mean values of these windows are computed and assembled for 
constructing a new mean vector as shown in Figure 1. The slope between one element and 
the next element of the mean vector is determined, and if the slope is zero or greater than 
zero, a new vector’s value is +1. Otherwise, the value is -1. Using these vectors, the 
boundaries of syllables on the sound vector are obtained approximately. The samples 
between 500 samples backward and 500 samples forward from the found syllable end-
points are divided into windows which include 20 samples. After that, the middle index of 
the window which has the minimum mean is syllable end-point. Finally, the beginning and 
end index of the syllables can be calculated for each word before processing them. Now we 
have the number of syllables of the word and their end-point indexes. 
According to the number of syllables in a word using syllable end-point detection algorithm 
which is mentioned in Subsection 2.3.2, it is found that the accuracy result is approximately 
99%. For example, the word which has five syllables is successfully divided into five 
syllables and the end-points of the syllables are detected.  

2.3.1 Word end-point detection algorithm 
Step 1. x  in Equation 1 is digital sound vector. 22050N   ( N  is the number of samples in 

the utterance) 

 1 2 3( , , ..., )Nx x x x x  (1) 

 
Step 2.    is the mean of the values of first 200 samples in .x  x  is a vector which 

translated to the axis 0.y   
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( ) / 200i
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   (2) 
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Step 3.  M  is the maximum value of the vector .x  I  is the index of maximum value of the 
vector .x  bE  and sE  are the beginning and end threshold values respectively. 

 [ , ] max( )M I x   (4) 

 /bE M I  /( )sE M N I   (5) 

Step 4. The vector x  is divided into windows which consist of 350 samples. The vector x  
is the mean vector of above windows. 

 1 2( , ,..., )px x x x  and / 350p N  (6) 
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Step 5. For 1,2,..., 1i p  , Ex  and 
iEx are calculated as shown in Equation 8. 

 
1 2 1

( , ,..., )
pE E E Ex x x x


  and 1 /
iE i ix x x  (8) 

Step 6. bS  is the beginning index of the sound vector. 
For 1r   to 1p    
    if 

rE bx E  then * 350bS r  

End 
Step 7. sS  is the end index of the sound vector. 
For  r =

1pEx


 DownTo 1  

    if 1 /
rE sx E  then * 350sS r  

End 
Step 8. The beginning and end indexes are approximately determined from Step 6 and 7. 

To decide exactly the end-points of the sound, the zero-crossing indexes are fixed. 
Using the sound vector 1 2( , ,..., )Nx x x x    , the zero-crossing  vector 

1 2 1( , ,..., )Nz z z z   is generated. 
For 2k   To N  
   if 1 / 0k kx x    then  
                1 1kz    
   else  
                 1 0kz    
End 
Step 9. After the distances between one after the other zero-crossing indexes are computed, 

new distance vector of zero-crossing 1 2 1( , ,..., )k Nz z z z      is calculated as the 
followings. 

For 1k   To 1N   
if 1kz   and after the index k, its first value of the following indexes is 1,  
 ( 1hz  ) then 

kz h k   
else  

0kz   
if 0kz   then  0kz    
End 
Step 10. The threshold value of zero-crossing is accepted as 100.T   SB  is the value at the 

index which the sound begins.  
bSB S  

For bk S  DownTo 1 
if 0kz   and kz T  then SB k  
if 0kz   then continue 
if kz T  then break 
End 
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Step 11. SS  is the value at the index which the sound ends. 
sSS S  

For sk S  To 1N   
if 0kz   and kz T  then SS k  
if 0kz   then continue 
if kz T  then break 
End 

2.3.2 Syllable end-point detection of the word utterances 
After detecting the end-points ( SB  and SS ) of the words, the end-points of the syllables in 
the words are determined with the following algorithm. 
Step 1. 1 2 1( , ,..., ) ( , ,..., )k SB SB SSn n n n x x x      
Step 2. The vector n  is divided into windows, which have 900 samples, without 

overlapping. The vector n  is the mean vector of each window above. 
1 2( , ,..., )pn n n n  and /900p k   
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

 
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 

 , 1,2,...i p  (9) 

Step 3. The slope vector is composed by computing the slopes between the values of the 
vector n  which follow one after another. 

 
1 2 1

( , ,..., )
pE E E En n n n


 and 1 /
iE i in n n , 1,2,..., 1i p   (10) 

Step 4. Using the slope vector, we calculate the vector 1 2 1( , ,..., )pa a a a   which has the 
values, +1 and -1. Namely, the increasing and decreasing positions are determined. 

For 1k   To 1p   
if 0

kEn   then 1ka   

else 1ka    
End 
Step 5.  H  is the number of syllables in the word. 

0H   
For 2k  To 1p   
if 1 1ka    and 1ka    then 1H H   
End 
Step 6. The values of the middle indexes, which include the value -1 in the vector ,a are 

approximately the end-points of syllables. There are 1H   syllable end-points. The 
syllable end-point vector 1 2 1( , ,..., )Hs s s s   is calculated as shown in the following. 
The values is  are the indexes which are the values of the vector .x   

For 1k   To 1H   
if the middle  index of the indexes, which have the k-th value -1 that  follows one after the 
other, is w then  
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900 *ks SB w   
End 
Step 7. Until now, the beginning point SB and end point SS  is detected. The vector s  

represents the end-points of syllables. To find the syllable end-points more 
accurately the following algorithm is performed, and the vector 1 2 1( , ,..., )Hs s s s      
is attained. 

1s SB  and 1Hs SS              
For 1i  To 1H   
The windows with 20 samples between 500is   and 500is   are  constructed, and the mean 
values are computed for each windows. 
if the middle index of the window, which has the smallest mean, is q   
then  

1is q   
End 
Step 8. The vector s  which represents the syllables end-points in the word sound vector x  

is decided accurately. There are H  syllables in the word. The beginning index of  k-
th syllable is ks  and the end index is 1.ks   

2.4 Feature extraction 
After preprocessing the speech signal, we have the syllable end-points of the word. The 
syllable utterances are framed with Hamming window. The length of one frame is 20 ms 
with 10 ms shift (overlapping time=10 ms). 10 features are computed from each frame. 
These features are lpc, parcor, cepstrum, mfcc and rasta. The number of frames is not 
constant, but the number of frames is normalized to 30 frames with the length of 10  as 
shown in Figure 2. The normalized features are used only for the speech recognition method 
as ANN. ( )s n  is the syllable feature vector. (10, )x m  is the syllable feature matrix. For 
normalized features, m is 30 as illustrated in Figure 2. In Figure 3, the time duration for each 
speech feature is shown, and the fastest speech feature extraction algorithm among these 
features is mfcc. 
 

 
Fig. 2. Feature extraction 
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Fig. 3. Feature extraction time duration 

2.5 Dynamic Time Warping 
Dynamic Time Warping (DTW) (Fornés et al., 2010; Myers et al., 1980 ; Sankoff & Kruskal, 
1999) is a template-based classification technique which has the principle of matching a 
input speech signal converted into a feature matrix  against reference templates. The 
templates are simply feature matrix examples of each syllable of a word or syllable in the 
vocabulary of the system. Consequently, DTW is normally used for recognition of isolated 
words or syllables. The similarity between a template and the unknown speech feature 
matrix is assumed to be inversely proportional to the minimum cost alignment. This is 
normally evaluated by calculating a local distance between each input features and all 
feature matrices of the reference template. Calculating the minimum cost alignment is then a 
matter of finding the optimal path from the bottom left-hand to the top right-hand corner of 
the matrix. Namely, the path that accumulates the lowest sum of local distances and does 
not stray too far away from the diagonal.  
If we define two time series 1 2, ,..., nS s s s  and 1 2, ,..., mT t t t , then DTWCost(S, T) 
calculates the distance between these two time series (S and T). Using dynamic 
programming DTW[i, j] is computed as DTW[i, j] = C + Minimum(DTW[i-1, j], DTW[i, j-1], 
DTW[i-1, j-1]) where C= Distance(si, tj). As shown in the following, the warping path is 
found by detecting the minimum cost index pairs (i, j) form (0, 0) to (n, m).  

2.5.1 Dynamic Time Warping algorithm  
The following algorithm takes two speech feature matrices (inputs) to calculate the distance 
of them. The output of this algorithm is the distance of these two features. These two 
matrices consist of n and m frames respectively. Each frame has been assumed to get ten 
speech features.   stands for infinity. 
DTW_Cost (S[1..10, 1..n], T[1..10, 1..m]) 
    DTW[0..n, 0..m] as a matrix variable 
    i, j, Cost as integer variables 
    For i=1 To m 
        DTW[0, i] =   
    end 
    For i=1 To n 
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        DTW[i, 0] =   
    end 
    DTW[0, 0] = 0 
    For i=1 To n 
        For j=1 To m 
            Cost = Calculate Distance(S[1..10, i], T[1..10, j]) 
            DTW[i, j] = Cost + Find Minimum(DTW[i-1, j], DTW[i, j-1], DTW[i-1, j-1])  
       end 
    end 
    Return DTW[n, m] 

2.6 Artificial neural networks  
A Neural Network (NN) is a computer software that simulates a simple model of neural 
cells in humans. The purpose of this simulation is to acquire the intelligent features of these 
cells. 
Backpropagation networks are a popular type of network that can be trained to recognize 
different patterns including images, signal, and text. Backpropagation networks have been 
used for this speech recognition system. 

2.6.1 Sigmoid function  
The function as Equation 11 is called a Sigmoid function. The coefficient a is a real number 
constant. In NN applications, a is usually chosen between 0.5 and 2. As a starting point, we 
can use a=1 and modify it later when we are fine-tuning the network. Note that s(0) =  0.5, 
s(∞) = 1, s(-∞) = 0 (The symbol ∞ means infinity). 

 1( )
(1 )

s x
e ax


 

 (11) 

The Sigmoid function will convert values less than 0.5 to 0, and values greater than 0.5 to 1. 
The Sigmoid function is used on the output of neurons. 
In NNs, a neuron is a model of a neural cell in humans. This model is simplistic, but as it 
turned out, is very practical. The neuron has been thought as a program or a class that has 
one or more inputs and produces one output. The inputs simulate the signals that a neuron 
gets, while the output simulates the signal which the neuron generates. The output is 
calculated by multiplying each input by a different number which is called weight, adding 
them all together, then scaling the total to a number between 0 and 1. 
Figure 4 shows a simple neuron with: 
a. Three hundred inputs 1 2 3 300[ , , ,..., ]x x x x . The input values are usually scaled to values 

between 0 and 1.  
b. 300 input weights 1 2 3 300[ , , ,..., ]w w w w . The weights are real numbers that usually are 

initialized to some random numbers. The weights are variables of type real. We can 
initialize to a random number between 0 and 1.  

c. One output z. A neuron has only one output. Its value is between 0 and 1, it can be 
scaled to the full range of actual values.  

 1 1 2 2 3 3 300 300( * ) ( * ) ( * ) ... ( * )d x w x w x w x w      (12) 
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Fig. 4. One neuron structure 

In a more general manner, for n number of inputs, d is defined as Equation 13. 

 
1

*
n

i i
i

d x w


   (13) 

Let   be a real number which is known as a threshold. Experiments have shown that best 
values for   are between 0.25 and 1.   is just a variable of type real that is initialized to any 
number between 0.25 and 1. 

 ( )z s d    (14) 
 

In Equation 14, the output z is the result of applying the sigmoid function on ( ).d    In NN 
applications, the challenge is to find the right values for the weights and the threshold. 

2.6.2 Backpropagation 
The structure of the system is shown in Figure 5. This NN consists of four layers: Input layer 
with 300 neurons, first hidden layer with 30 neurons, second hidden layer with 10 neurons 
and output layer with one neuron.  
The output of a neuron in a layer goes to all neurons in the following layer. Each neuron has 
its own input weights. The weights for the input layer are assumed to be 1 for each input. In 
other words, input values are not changed. The output of the NN is reached by applying 
input values to the input layer, passing the output of each neuron to the following layer as 
input. The Backpropagation NN must have at least an input layer and an output layer. It 
could have zero or more hidden layers.  
The number of neurons in the input layer depends on the number of possible inputs while 
the number of neurons in the output layer depends on the number of desired outputs. In 
general, the addition of a hidden layer could allow the network to learn more complex 
patterns, but at the same time decreases its performance. 
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Fig. 5. Backpropagation network of the system 

2.6.3 Supervised learning 
The Backpropagation NN works supervised training. The training can be summarized as the 
following algorithm. 
Step 1. Start by initializing the input weights for all neurons to some random numbers 

between 0 and 1. 
Step 2. Apply input to the network.  
Step 3. Calculate the output.  
Step 4. Compare the resulting output with the desired output for the given input. This is 

called the error.  
Step 5. Modify the weights and threshold   for all neurons using the error.  
Step 6. Repeat the process until the error reaches an acceptable value (the error, 0.006), 

which means that the NN was trained successfully, or if we reach a maximum 
count of iterations, which means that the NN training was not successful.  

The challenge is to find a good algorithm for updating the weights and thresholds in each 
iteration (Step 5) to minimize the error. 
Changing weights and threshold for neurons in the output layer is different from hidden 
layers. For the input layer, weights remain constant at 1 for each input neuron weight. 
For the training operation, the followings are defined. 
The Learning Rate,  : A real number constant, 0.02 for the system. 
The change,  : For example x  is the change in x. 

2.6.3.1 Output layer training 
Let z be the output of an output layer neuron. Let y be the desired output for the same 
neuron, it should be scaled to a value between 0 and 1. This is the ideal output which we 
like to get when applying a given set of input. Then the error, e, will be as Equation 15.  
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 * (1 ) * ( )e z z y z    (15) 

 * e    (16) 

 *i iw x    (17) 

  represents the change in  . iw  is the change in weight i of the neuron. In other words, 
for each output neuron, calculate its error e, and then modify its threshold and weights 
using Equation 15, 16 and 17. 
2.6.3.2 Hidden layer training 

Consider a hidden layer neuron as shown in Figure 6. Let z  be the output of the hidden 
layer neuron. Let im  be the weight at neuron  iN  in the layer following the current layer. 
This is the weight for the input coming from the current hidden layer neuron. Let ie  be the 
error e  at neuron iN . Let r  be the number of neurons in the layer following the current 
layer. (In Figure 6, 3r  ).  
 

 
Fig. 6. Hidden layer training 

 
1

*
r

i i
i

g m e


   (18) 

 * (1 ) *e z z g   (19) 

 * e    (20) 

 *i iw x    (21) 

 
e  is the error at the hidden layer neuron.   is the change in .  iw  is the change in 
weight i. In calculating g , we use the weight im  and error ie  from the following layer, 
which means that the error and weights in this following layer should have already been 
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calculated. This implies that during a training iteration of a Backpropagation NN, we start 
modifying the weights at the output layer, and then we proceed backwards on the hidden 
layers one by one until we reach the input layer. It is the method of proceeding backwards 
which gives this network its name Backward Propagation. 

2.7 The postprocessing of the system 
After the syllables of the word utterance are recognized using the speech recognition 
method, and the most similar 10 syllables are put in order, the recognized syllables are 
concatenated and generated the recognized word. We can find the most similar words in 
order by concatenation of the most similar syllables. From  the uppermost recognized 
words, it can be determined whether or not the word is Turkish. If the word is Turkish, it is 
the recognized word of the system. If these words are not Turkish, the system does not 
recognize any word. 
For example, as shown in Table 1, the recognized syllables are ordered. Hence, the most 
similar syllables as “kı”, “tap” and “lik” have been found. These syllables are concatenated, 
and the most similar word as “kıtaplik” is constructed. But, the system decides that the 
word is not Turkish word. Then, the next most similar word is concatenated, and it is 
determined whether or not the word is Turkish. This process is continued until a Turkish 
word is found in these concatenated words. In this example, the word “kitaplık” which is 
generated from the syllables “ki”, “tap” and “lık” is detected by the system. Therefore, it is 
the recognized word using the postprocessing.  
 

The order of the most 
similar syllables 

Recognized Syllables 
“ki” “tap” “lık” 

1. kı tap lik 
2. ki tap lak 
3. ki tep lık 
4. ki ta lik 
5. kı ta lık 

Table 1. The most similar syllables 

3. Detecting misspelled words using syllable n-gram frequencies  
To detect misspelled words in a text is an old problem. Today, most of word processors 
include some sort of misspelled word detection. Misspelled word detection is worthy in the 
area of cryptology, data compression, speech synthesis, speech recognition and optical 
character recognition (Barari & QasemiZadeh, 2005; Deorowicz & Ciura, 2005; Kang & Woo, 
2001; Tong & Evans, 1996). The traditional way of detecting misspelled words is to use a 
word list, usually also containing some grammatical information, and to look up every word 
in the word list (Kukich, 1992) from dictionary. 
The main disadvantage of this approach is that if the dictionary is not large enough, the 
algorithm will report some of correct words as misspelled, because they are not included in 
the dictionary. For most natural languages, the size of dictionary needed is too large to fit in 
the working memory of an ordinary computer. In Turkish this is a big problem, because 
Turkish is an agglutinative language and too many new words can be constructed by 
adding suffixes. 
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To overcome this difficulties, a new approach has been proposed for detecting misspelled 
words in Turkish text. For that, Turkish syllable n-gram frequencies which are generated 
from several Turkish corpora have been used. From the corpora, syllable monogram, bigram 
and trigram frequencies have been extracted using TASA (Aşlıyan & Günel, 2005). These n-
gram frequencies have been used for calculating a word probability distribution. After that 
the system has decided whether a word is misspelled or not. This approach does not need 
any word list. 
 

 
Fig. 7. The system architecture 
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3.1 System architecture  
The system consists of three main components. First component is preprocessing which 
cleans a text. Second component is TASA, and third component is calculating probability 
distribution of words. As shown in Figure 7, the system takes words in Turkish text as input 
and gives the result for each word as “Misspelled Word” or “Correctly Spelled Word”. 
In preprocessing component of the system, punctuation marks are cleaned. All letters in the 
text are converted to lower case. Blank characters between two successive words are limited 
with only one blank character. 
In second component, TASA takes the Turkish clean text as an input and gives the Turkish 
syllabified text. The system divides words into syllables putting the dash character between 
two syllables. For example, the word “kitaplık” in Turkish text is converted into the 
syllabified word “ki-tap-lık” in Turkish syllabified text. 
In third component, the probability distribution is calculated for each syllabified word. The 
system uses syllable monogram, bigram and trigram frequencies to find this probability 
distribution.  

3.2 Calculation of the probability distribution of words 
An n-gram is a sub-sequence of n items from a given sequence. n-grams are used in various 
areas of statistical natural language processing and genetic sequence analysis. The items in 
question can be letters, syllables, words according to the application. 
An n-gram of size 1 is a “monogram”; size 2 is a “bigram”; size 3 is a “trigram”; and size 4 or 
more is simply called an “n-gram” or “(n−1)-order Markov model” (Zhuang et al., 2004). 
An n-gram model predicts ix  based on 1 2 3, , ,...,i i i i nx x x x    . When used for language 
modelling independence assumptions are made so that each word depends only on the last 
n words. This Markov model is used as an approximation of the true underlying language. 
This assumption is important because it massively simplifies the problem of learning the 
language model from data.  
Suppose that a word W in Turkish syllabified text consists of the syllable sequence 

1 2 3, , ,..., ts s s s . This word has t syllables. To obtain the n-gram probability distribution 
(Jurafsky & Martin, 2000) of the word W, we have used in Equation 22. 

 1 2 1 2 1
1

( ) ( , ,..., ) ( | , ,..., )
t

t i i n i n i
i

P W P s s s P s s s s    


   (22) 

In n-gram model, the parameter 1 2 1( | , ,..., )i i n i n iP s s s s      in Equation 22 can be estimated 
with Maximum Likelihood Estimation (MLE) (Aşlıyan & Günel, 2005) technique as shown 
in Equation 23. 

 1 2 1
1 2 1

1 2 1

( , ,..., , )( | , ,..., )
( , ,..., )
i n i n i i

i i n i n i
i n i n i

C s s s s
P s s s s

C s s s
    

    
    

  (23) 

So, it is concluded as Equation 24. 

 1 2 1
1 2

1 2 11

( , ,..., , )( ) ( , ,..., )
( , ,..., )

t
i n i n i i

t
i n i n ii

C s s s s
P W P s s s

C s s s
    

    

   (24) 
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In Equation 23 and Equation 24, 1 2 1( , ,..., , )i n i n i iC s s s s      is the frequency of the syllable 
sequence 1 2 1, ,..., ,i n i n i is s s s     . Furthermore, 1 2 1( , ,..., )i n i n iC s s s      is the frequency of the 
syllable sequence 1 2 1, ,...,i n i n is s s     . The frequencies of these syllable sequences can be 
calculated from some Turkish corpora. 
For bigram and trigram models, probability distribution ( )P W  can be computed as shown 
in Equation 25 and Equation 26 respectively. 

 1
1 2 1

11 1

( , )( ) ( , ,..., ) ( | )
( )

t t
i i

t i i
ii i

C s s
P W P s s s P s s

C s



 

     (25) 

 2 1
1 2 2 1

2 11 1

( , , )( ) ( , ,..., ) ( | , )
( , )

t t
i i i

t i i i
i ii i

C s s s
P W P s s s P s s s

C s s
 

 
  

     (26) 

For example, according to bigram model it can be calculated the probability distribution of a 
word in Turkish text. Assume that we have a text which includes some words as “... Bu gün 
okulda, şenlik var...”. This text is converted to syllabified text as “... Bu gün o-kul-da, şen-lik 
var...”. Syllables in the words are delimited with dash character. Assume that the word 
W=”okulda” in the text is taken for computing its probability distribution and W can be 
written as the syllable sequence 1 2 3, ,W s s s  ”o”, “kul”, “da”. Here, 1s  “o”, 2s  “kul”, 

3s  “da”. Blank character is accepted as a syllable. This syllable is called as  . So, assume 
that syllable monogram frequencies are C(“  ”)=0.003, C(“o”)=0.002, C(“kul”)=0.004 and 
syllable bigram frequencies are C(“  ”,“o”)=0.0001, C(“o”,“kul”)=0.0002, 
C(“kul”,“da”)=0.0003. P(“okulda”) has been calculated using bigram model. It can be found 
that the probability distribution of the word “okulda” is  0.0002475 as shown in Equation 27. 

 

1 2 3
3 3

1
1

11 1

( ) ("okulda") ( , , ) ("o","kul","da")
( | )                                ( | )
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C C C
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  

 

  
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 
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 

 (27) 

3.3 Testing and evaluation of the system 
Two systems have been designed and implemented to detect misspelled words in Turkish 
text. One uses monogram and bigram frequencies. The size of monogram database is 41 
kilobytes and the monogram database consists of 4141 different syllables. The sizes of 
bigram and trigram databases are 570 and 2858 kilobytes respectively. While the bigram 
database includes 46684 syllable pairs, the trigram database consists of 183529 ternary 
syllables. The other uses bigram and trigram frequencies. These two systems have been 
tested for two Turkish texts. One is correctly spelled text which includes 685 correctly 
spelled words. The other is misspelled text which has 685 misspelled words. These two texts 
have same words. Namely, misspelled words are generated with putting errors on the 
correctly spelled words. These error types are substitution, deletion, insertion, transposition 
and split word errors. The system takes correctly spelled and misspelled texts as input and 
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gives the results for each word as “correctly spelled word” or “misspelled word”. 
Probability distributions are calculated for each word. If the probability distribution of a 
word is equal to zero, system decides that the word is misspelled. If it is greater than zero, 
system decides that the word is correctly spelled.  
Firstly, the system on the correctly spelled text has been tested using monogram and bigram 
frequencies. The system determines 602 correctly spelled words from the correctly spelled 
text, so the words are correctly recognized with 88% success rate. Also, 589 misspelled 
words within the misspelled text are decided successfully by the system. Namely, the 
system which is tested on the misspelled text correctly recognized the words with 86% 
success rate. 
Then the system on the correctly spelled text has been tested using bigram and trigram 
frequencies. The system determines 671 of 685 correctly spelled words from the correctly 
spelled text. The success rate on correctly recognition of the words is 98%. Furthermore, 664 
of 685 misspelled words within the misspelled text are decided successfully by the system. 
Thus, the system which is tested on the misspelled text correctly recognized the words with 
97% success rate. The system can analyze 75000 words per second. 

4. Experimental results 
In this section, the extperimental results of the developed syllable based speech recognition 
have been given according to DTW and ANN approach, and the success rates of the systems 
have been  compared. 
The most widely used evaluation measure for speech recognition performance is Word 
Error Rate (WER) (Hunt, 1990; McCowan et al., 2005). The general difficulty of measuring 
the performance lies on the fact that the recognized word sequence can have different length 
from the reference word sequence. The WER is derived from the Levenshtein distance, 
working at word level instead of character. 
This problem is solved by first aligning the recognized word sequence with the reference 
sequence using dynamic string alignment. The word error rate can then be computed as in 
Equation 28. 

 100 E
WER

N
   
 

 (28) 

where E  is the number of wrongly detected words, and N  is the number of words in the 
reference set.  
In Figure 8, the WER results are given for dynamic time warping. If we evaluate the system, 
we can say that the best result for DTW is obtained with the mfcc feature. It is followed by 
rasta feature. The system accuracy rate is increased with postprocessing operation about 9% 
using DTW. 
In Figure 9, the WER results are given for artificial neural network. If we evaluate the 
system, it can be said that the best result for ANN is obtained with the mfcc feature. The 
system accuracy rate is increased with postprocessing operation about 15% using ANN.  
According to the results of WER of the system,  the most successful feature and speech 
recognition method are mfcc and DTW (5.8% WER) respectively. The postprocessing 
improves approximately 14% of the system accuracy. 
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Fig. 8. WER results of system using DTW 
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Fig. 9. WER results of system using ANN 

DTW does not need training operation. It uses the extracted features. The best feature is 
mfcc because its extraction time duration is the lowest. ANN needs training, and it 
constructs a model for each syllable in words using training.  As shown in Table 2, the 
average training time for ANN is about 1102.5 seconds. 
Table 3 displays average testing time duration. Average testing time duration of ANN (7.4 
seconds) is quite shorter than that of DTW. 
 

Methods Training Time (Seconds)

ANN 1102.5 

Table 2. Average training time for one syllable 

 
Methods Testing Time (Seconds) 

DTW 57.3 
ANN 7.4 

Table 3. Average testing time for one syllable 
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5. Conclusion 
In this study, syllable based isolated word Turkish speech recognition systems using the 
speech recognition methods as DTW and ANN have been designed and implemented. 
These speaker dependent systems use the features as mfcc, lpc, parcor, cepstrum, rasta and 
the mixture of mfcc, lpc and parcor. Syllable models of the words in the dictionary are 
constructed syllable databases to compare the word utterence. The system firstly recognizes 
the syllables of the word utterence. Recognized word is found by the concatenation of the 
recognized syllables. 
To use in postprocessing stage of the system, firstly, TASA have been designed and 
implemented. TASA’s correct spelling rate is about 100%. Then, Turkish syllable n-gram 
frequencies for some Turkish corpora have been calculated. In addition, using syllable n-
gram frequencies, a system which decides whether or not a word is misspelled in Turkish 
text has been developed. The system takes words as inputs. The system produces two 
results for each word: “Correctly spelled word” or “Misspelled word”. According to the 
system designed with bigram and trigram frequencies, the success rate is 97% for the 
misspelled words, and 98% for the correctly spelled words. 
In postprocessing operation, after the recognized word is constructed by concatenating of 
the recognized syllables, the system decides whether it is Turkish word or not. If the word is 
Turkish word, then it is new recognized word. This postprocessing increases the accuracy 
rate of the system approximately 14%.  
After testing of the middle scaled speech recognition system, the most successful method is 
DTW whose word error rate is about 5.8%. It can be said that the best feature for the speech 
recognition is mel frequency cepstral coefficients. 
For future work, Support Vector Machine and Hidden Markov Model can be applied for 
syllable based speech recognition, and we can compare among the results obtained using 
these speech recognition methods. 
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1.  Introduction  
In the information age, computer applications have become part of modern life and this has 
in turn encouraged the expectations of friendly interaction with them. Speech, as “the” 
communication mode, has seen the successful development of quite a number of 
applications using automatic speech recognition (ASR), including command and control, 
dictation, dialog systems for people with impairments, translation, etc. But the actual 
challenge goes beyond the use of speech in control applications or to access information. The 
goal is to use speech as an information source, competing, for example, with text online. 
Since the technology supporting computer applications is highly dependent on the 
performance of the ASR system, research into ASR is still an active topic, as is shown by the 
range of research directions suggested in (Baker et al., 2009a, 2009b).   
Automatic speech recognition – the recognition of the information embedded in a speech 
signal and its transcription in terms of a set of characters, (Junqua & Haton, 1996) – has 
been object of intensive research for more than four decades, achieving notable results. It 
is only to be expected that speech recognition advances make spoken language as 
convenient and accessible as online text when the recognizers reach error rates near zero. 
But while digit recognition has already reached a rate of 99.6%, (Li, 2008), the same cannot 
be said of phone recognition, for which the best rates are still under 80% 1,(Mohamed et 
al., 2011; Siniscalchi et al., 2007).   
Speech recognition based on phones is very attractive since it is inherently free from 
vocabulary limitations. Large Vocabulary ASR (LVASR) systems’ performance depends on 
the quality of the phone recognizer. That is why research teams continue developing phone 
recognizers, in order to enhance their performance as much as possible.  Phone recognition 
is, in fact, a recurrent problem for the speech recognition community.  
Phone recognition can be found in a wide range of applications. In addition to typical LVASR 
systems like (Morris & Fosler-Lussier, 2008; Scanlon et al., 2007; Schwarz, 2008), it can be found 
in applications related to keyword detection, (Schwarz, 2008), language recognition, (Matejka, 
2009; Schwarz, 2008), speaker identification, (Furui, 2005)  and applications for music 
identification and translation, (Fujihara & Goto, 2008; Gruhne et al., 2007).   
The challenge of building robust acoustic models involves applying good training 
algorithms to a suitable set of data. The database defines the units that can be trained and 

                                                 
1  Phone recognition using TIMIT Database, [9] 
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the success of the training algorithms is highly dependent on the quality and detail of the 
annotation of those units. Many databases are insufficiently annotated and only a few of 
them include labels at the phone level. So the reason why the TIMIT database (Garofolo et 
al., 1990) has become the database most widely used by the phone recognition research 
community is mainly because it is totally and manually annotated at the phone level.  
Phone recognition in TIMIT has more than two decades of intense research behind it and its 
performance has naturally improved with time. There is a full array of systems, but with 
regard to evaluation they concentrate on three domains: phone segmentation, phone 
classification and phone recognition. While the first reaches rates of 93% 2, (Hosom, 2009), 
the second reaches around 83% (Karsmakers et al., 2007) and the third stays at roughly 79%, 
(Mohamed et al., 2011; Siniscalchi et al., 2007). Phone segmentation is a process of finding 
the boundaries of a sequence of known phones in a spoken utterance. Determining 
boundaries at phone level is a difficult problem because of coarticulation effects, where 
adjacent phones influence each other. Phonetic classification is an artificial but instructive 
problem in ASR, (Sha & Saul, 2006). It takes the correctly segmented signal, but with 
unknown labels for the segments. The problem is to correctly identify the phones in those 
segments. Phone models compete against each other in an attempt to set their label to the 
respective segment. The label of the winning model is compared with the corresponding 
TIMIT label and a hit or an error occurs. Nevertheless, phone classification allows a good 
evaluation of the quality of the acoustic modelling, since it computes the performance of the 
recognizer without the use of any kind of grammar, (Reynolds & Antoniou, 2003). Phone 
recognition obeys harder and more complex criteria. The speech given to the recognizer 
corresponds to the whole utterance. The phone models plus a Viterbi decoding find the best 
sequence of labels for the input utterance. In this case a grammar can be used. The best 
sequence of phones found by the Viterbi path is compared with the reference (the TIMIT 
manual labels for the same utterance) using a dynamic programming algorithm, usually the 
Levenshtein distance, which takes into account phone hits, substitutions, deletions and 
insertions. 
The use of hidden Markov models (HMMs) is widespread in speech recognizers, at least for 
event time modelling. After decades of intensive research everything indicates that the 
performance of HMM-based ASR systems has reached stability. In the late 1980s artificial 
neural networks (ANNs) (re)appeared as an alternative to HMMs. Hybrid HMM/ANN 
methods emerged and achieved results comparable, and sometimes superior, to those of 
HMMs. In the last decade two new techniques have appeared in the machine learning field, 
with surprising results in classification tasks: support vector machines (SVMs) and, more 
recently, conditional random fields (CRFs). But the best results in TIMIT are achieved with 
hybrid ANN/HMM models, (Rose & Momayyez, 2007; Scanlon et al., 2007; Siniscalchi et al., 
2007), and hybrid CRF/HMM models, (Morris & Fosler-Lussier, 2008). 
This chapter will focus on the TIMIT phone recognition task and cover issues like the 
technology involved, the features used, the TIMIT phone set, and so on. It starts by 
describing the database before looking at the state-of-art regarding the relevant research on 
the TIMIT phone recognition task. The chapter ends with a comparative analysis of the 
milestones in phone recognition using the TIMIT database and some thoughts on possible 
future developments. 
                                                 
2  Boundary agreement within 20 ms 
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2. TIMIT Acoustic-Phonetic Continuous Speech Corpus 
The DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus (TIMIT - Texas 
Instruments (TI) and Massachusetts Institute of Technology (MIT)), (Garofolo et al., 1990), 
described in (Zue et al., 1990), contains recordings of phonetically-balanced prompted 
English speech. It was recorded using a Sennheiser close-talking microphone at 16 kHz rate 
with 16 bit sample resolution. TIMIT contains a total of 6300 sentences (5.4 hours), consisting 
of 10 sentences spoken by each of 630 speakers from 8 major dialect regions of the United 
States. All sentences were manually segmented at the phone level.  
The prompts for the 6300 utterances consist of 2 dialect sentences (SA), 450 phonetically 
compact sentences (SX) and 1890 phonetically-diverse sentences (SI). 
TIMIT Corpus documentation suggests training (≈ 70%) and test sets, as described in Table 
1. The training set contains 4620 utterances, but usually only SI and SX sentences are used, 
resulting in 3696 sentences from 462 speakers. The test set contains 1344 utterances from 168 
speakers. The core test set, which is the abridged version of the complete testing set, consists 
of 192 utterances, 8 from each of 24 speakers (2 males and 1 female from each dialect region). 
With the exception of SA sentences which are usually excluded from tests, the training and 
test sets do not overlap.  
 

Set # speakers #sentences #hours 

Training 462 3696 3.14 
Core test 24 192 0.16 
Complete test set 168 1344 0.81 

Table 1. TIMIT Corpus training and test sets 

TIMIT original transcriptions are based on 61 phones, presented in Table 2. The alphabet 
used – TIMITBET – was inspired by ARPABET. Details of transcription and manual 
alignment can be found in (Zue & Seneff, 1996) and phonetic analysis in (Keating et al., 
1994). The 61 TIMIT phones are sometimes considered a too narrow description for practical 
use, and for training some authors compact the 61 phones into 48 phones. For evaluation 
purposes, the 61 TIMIT labels are typically collapsed into a set of 39 phones, as proposed by 
Lee and Hon, (Lee & Hon, 1989). 
This speech corpus has been a standard database for the speech recognition community for 
several decades and is still widely used today, for both speech and speaker recognition 
experiments. This is not only because each utterance is phonetically hand labelled and 
provided with codes for speaker number, gender and dialect region, but also because it is 
considered small enough to guarantee a relatively fast turnaround time for complete 
experiments and large enough to demonstrate systems' capabilities. 

2.1 Standard evaluation phone recognition metrics 
In ASR systems, the most common phone recognition evaluation measures are phone error 
rate (PER), or the related performance metric, phone accuracy rate. The latter is defined by 
the following expression: 

   100%T

T

N S D I
Accuracy

N
  

   (1) 
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 Phone 
Label Example  Phone 

Label Example  Phone 
Label Example 

1 iy beet 22 ch choke 43 en button 
2 ih bit 23 b bee 44 eng Washington 
3 eh bet 24 d day 45 l lay 
4 ey bait 25 g gay 46 r ray 
5 ae bat 26 p pea 47 w way 
6 aa bob 27 t tea 48 y yacht 
7 aw bout 28 k key 49 hh hay 
8 ay bite 29 dx muddy 50 hv ahead 
9 ah but 30 s sea 51 el bottle 
10 ao bought 31 sh she 52 bcl b closure 
11 oy boy 32 z zone 53 dcl d closure 
12 ow boat 33 zh azure 54 gcl g closure 
13 uh book 34 f fin 55 pcl p closure 
14 uw boot 35 th thin 56 tcl t closure 
15 ux toot 36 v van 57 kcl k closure 
16 er bird 37 dh then 58 q glotal stop 
17 ax about 38 m mom 59 pau pause 
18 ix debit 39 n noon 60 epi epenthetic 

silence 19 axr butter 40 ng sing 
20 ax-h suspect 41 em bottom 61 h# begin/end 

marker 21 jh joke 42 nx winner 

Table 2. 61 TIMIT original phone set. 

where TN  is the total number of labels in the reference utterance and S, D and I are the 
substitution, deletion and insertion errors, respectively. 100%PER Accuracy  . Another 
measure is correctness, which is similar to accuracy, but where insertion errors are not 
considered. The number of insertion, deletion and substitution errors is computed using the 
best alignment between two token sequences: the manually aligned (reference) and the 
recognized (test). An alignment resulting from search strategies based on dynamic 
programming is normally used successfully for a large number of speech recognition tasks, 
(Ney & Ortmanns, 2000). Speech recognition toolkits, such as HTK, (Young et al., 2006), 
include tools to compute accuracy and related measures on the basis of the transcribed data 
and recognition outputs using this dynamic programming algorithm. 

3. Overview of current and past research on TIMIT phone recognition task 
In spite of the advances made in recent decades, the TIMIT phone recognition task is still a 
challenging and difficult task. Many attempts have been made to improve phone recognizer 
performance, including the use of better features or multiple feature sets, improved 
statistical models, training criteria, pronunciation modelling, acoustic modelling, noise 
handling, language modelling, and others.  
Regarding the approaches of statistical models, they can be broadly placed in two main 
categories: generative and discriminative. Phone recognition consists of finding the best 
possible sequence of phones (Ph) that fit a given input speech X. It is a search problem 
involving finding the optimal phone sequence Ph  given by 
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  arg maxP |
Ph

Ph Ph X   (2) 

Generative approaches apply Bayes rule on  
arriving to    arg maxP | P

Ph
Ph X Ph Ph  . This expression relies on a learned model of the 

conditional probability distribution of the observed acoustic features X, given the 
corresponding phone class membership. The name ‘generative’ came about because the 
model “generates” input observations in an attempt to fit the model Ph. Generative 
approaches are those involving HMMs, segmental HMMs, hidden trajectory models, Gaussian 
mixture models (GMMs), stochastic segment models, Bayesian networks, Markov random 
fields, etc. The probabilistic generative models based on maximum likelihood have long been 
the most widely used in ASR. The major advantage of generative learning is that it is relatively 
easy to exploit inherent dependency or various relationships of data by imposing all kinds of 
structure constraints on generative learning, (Jiang, 2010). 
In contrast, discriminative approaches, such as those based on maximum entropy models, 
logistic regression, neural networks (multi-layer perceptron (MLP), time-delay neural 
networks (TDNN) or Boltzmann machines), support vector machines (SVMs) and 
conditional random fields (CRFs), instead of modelling the distribution of the input data 
assuming a target class, aim to model the posterior class distributions, maximizing the 
discrimination between acoustically similar targets. 
The relevant research on TIMIT phone recognition over the past years will be addressed by 
trying to cover this wide range of technologies. 
One of the first proposals involving phone recognition on the TIMIT database was presented 
by Lee and Hon, (Lee & Hon, 1989), just after TIMIT was released in December 1988. Their 
system is based on discrete-HMMs. The best results were achieved with phones being 
modelled by means of 1450 diphones (right–context) using a bigram language model. Three 
codebooks of 256 prototype vectors of linear prediction cepstral coefficients were used as 
features. They achieved a correctness rate of 73.80% and an accuracy rate of 66.08% using 
160 utterances from one test set (TID7). They propose that their results should become a 
TIMIT phone recognition benchmark. In fact, their paper has become a benchmark not only 
because of the performance but also because of the phone folding they proposed. These 
authors folded the 61 TIMIT labels into 48 phones for training purposes. For evaluation 
purposes, they collapsed the 61 TIMIT labels into 39 phones, which has become the standard 
for evaluation. Table 3 describes this folding process and the resultant 39 phone set. The 
phones in the left column are folded into the right column's labels. 23 phone labels 
disappear and the label "sil" is added to the set. The remaining phones from the original 61-
set are left intact.  
Also in 1989, Steve Young presented the first version of HTK (hidden Markov model 
toolkit), (Young et al., 2006). This software package, developed in Cambridge University, 
allows the construction and manipulation of hidden Markov models and lead to a notable 
increase in the area of speech recognition. In (Young, 1992) the author presents the concept 
of HMM state tying using triphone models (left and right context). The goal is to produce a 
compact set of context dependent HMMs, showing that state tying significantly reduces the 
number of physical triphone models in training. They generate triphones from a phone set 
with 48 elements. The experimental conditions are similar to those established by Lee and 
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Hon (Lee & Hon, 1989), except that they used standard Mel-frequency cepstral coefficients 
(MFCCs) features and log energy and their first order regression coefficients (deltas - ). The 
best results presented are 73.7% for correctness and 59.9% for accuracy, using the 39 phone 
set proposed in (Lee & Hon, 1989) and 160 sentences randomly taken from the test set.  
 

aa, ao
ah, ax, ax-h

er, axr
hh, hv

ih, ix
l, el

m, em
n, en, nx
ng, eng

sh, zh
uw, ux

pcl, tcl, kcl, bcl, dcl, gcl, h#, pau, epi
q

aa 
ah 
er 
hh 
ih 
l 
m 
n 
ng 
sh 
uw 
sil 
- 

Table 3. Mapping from 61 classes to 39 classes, as proposed by Lee and Hon, (Lee & Hon, 
1989). The phones in the left column are folded into the labels of the right column. The 
remaining phones are left intact. The phone 'q' is discarded. 

In 1991 Robinson and Fallside (Robinson & Fallside, 1991) developed a phone recognition 
system using a recurrent error propagation network that achieved an astonishing result: 
76.4% for correctness and 68.9% for accuracy using the same Lee and Hon evaluation set 
(Lee & Hon, 1989). These results rise to 76.5% and 69.8% for correctness and accuracy, using 
the complete test set. The authors point out even higher rates (71.2% for accuracy), but the 
set of phones is no longer the traditional 39; they used a set of 50 phones. In 1993, (Robinson 
& Fallside, 1991) Robinson et al coupled the recurrent network with an HMM decoder, 
where the network is used for HMM state posterior probability estimation. This system was 
tested with the Wall Street Journal database. The TIMIT results came from a hybrid 
RNN/HMM in 1994, (Robinson, 1994). The inputs to the neural network are features 
extracted using a long left context. The network is trained using a softmax output under a 
cross-entropy criterion. The network outputs were trained as a function of the 61 original 
TIMIT labels. Results regarding the 39 classical phone set achieved 78.6% for correctness and 
75% for accuracy. This result is still above recent publications! The paper also presents an 
interesting comparison of several works on the phone recognition task. 
In 1993 Lamel and Gauvain (Lamel & Gauvain, 1993) reported their research on speaker-
independent phone recognition using continuous density HMMs (CDHMM) for context-
dependent phone models trained with maximum likelihood and maximum a posteriori (MAP) 
estimation techniques. The feature set includes cepstral coefficients derived from linear 
prediction coefficients (LPC) plus Δ and ΔΔ cepstrum (second order regression coefficients). 
Using the complete test set the results were 77.5%/72.9% (correctness /accuracy). 
Halberstadt and Glass (Halberstadt & Glass, 1998), as a result of PhD research, (Halberstadt, 
1998) proposed a system in 1998 where several classifiers are combined. The training was 
performed to maximize the acoustic modelling via multiple heterogeneous acoustic 
measurements. Each classifier is responsible for identifying a subset of the original TIMIT 
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labels. Separately, 6 classifiers train 60 TIMIT phone labels (they do not consider the glottal 
stop /q/). There are 3 additional classifiers combining the information from previous 
classifiers. Table 4. shows the phones trained in each classifier. 
 

Phone Class 
# TIMIT 
labels TIMIT labels 

 

Vowel/Semivowel 
(VS) 25 aa ae ah ao aw ax axh axr ay eh er ey ih 

ix iy ow oy uh uw ux el l r w y 
Nasal/Flap (NF) 8 em en eng m n ng nx dx 
Strong Fricative (SF) 6 s z sh zh ch jh 
Weak Fricative 
(WF) 6 v f dh th hh hv 

Stop (ST) 6 b d g p t k 
Closure (CL) 9 bcl dcl gcl pcl tcl kcl epi pau h# 

 

Sonorant (SON) 33 Vowel/Semivowel + Nasal/Flap 
Obstruent (OBS) 18 Strong Fric + Weak Fric + Stop 
Silence (SIL) 9 Same as Closure 

Table 4. Broad classes of phones used in the multiple classifier system proposed in 
(Halberstadt, 1998). 

Classification uses the SUMMIT3 segment-based recognizer, (Robinson et al., 1993). 
Gaussian mixture models are used and different phone sets use different features: MFCCs, 
perceptual linear prediction cepstral coefficients, and a third MFCC-like representation that 
the authors call “discrete cosine transforms coefficients". They also used windows of 
different lengths, temporal features, deltas, etc. Phone recognition is achieved by means of 
two different approaches: one hierarchical and another parallel. The results exceeded those 
of all the systems existing at the time. Accuracy, using the core test set, reached 75.6%! The 
long list of tests performed allowed the authors to conclude that better results are achieved 
using combinations of classifiers trained separately, rather than a single classifier trained to 
distinguish all the phones or using all the classifiers. The best results achieved were given by 
a combination of only five of the eight classifiers available. 
In 2003 Reynolds and Antoniou (Reynolds & Antoniou, 2003) proposed training a modular 
MLP. On a first level they trained the 39 phones but used different feature sets (MFCCs, 
perceptual linear prediction coefficients, LPC and combinations of them). As a result, they 
collected several predictions for the same phone that are later combined in another MLP. 
The best results were achieved by optimizing the number of hidden nodes and also using 
information from seven broad classes, whose composition is shown in Table 5. 
 In the detection of these broad classes, several context sizes of the input features were 
tested, and a context of 35 frames (350ms) was found to be the best. With a slightly different 
test set (they took the core test set out of the complete test set), they report an accuracy of 
75.8% for the 39 TIMIT standard phone test set. The paper also gives a good overview of 
prior work on TIMIT phone recognition and classification. 
                                                 
3  SUMMIT is a speech recognition system developed at MIT. This speech recognizer uses a landmark-
based approach for modelling acoustic-phonetic events and uses finite-state transducer (FST) 
technology to efficiently represent all aspects of the speech hierarchy including: phonological rules, 
lexicon, and probabilistic language model. 
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Phone Class 
# TIMIT 

labels TIMIT labels 
 

Plosives 8 b d g p t k jh ch 
Fricatives 8 s sh z f th v dh h 
Nasals 3 m n ng 
Semi-vowels 5 l r er w y 
Vowels 8 iy ih eh ae aa ah uh uw 
Diphthongs 5 ey aw ay oy ow 
Closures 2 sil dx 

Table 5. Broad classes of phones used in the system proposed by Reynolds and Antoniou, 
(Reynolds & Antoniou, 2003). 

Sha and Saul (Sha & Saul, 2006)  present a system which, while its performance is not very 
competitive, does introduce an interesting idea. They trained GMMs discriminatively, using 
the SVM's basic principle: attempt to maximize the margin between classes. With MFCCs and 
deltas as features and using 16 Gaussian mixtures they achieved an accuracy rate of 69.9%. 
The result of a study undertaken at Brno University on the use of TRAPs (TempoRAl 
Patterns) was a paper on the hierarchical structures of neural networks for phone 
recognition (Schwarz et al., 2006). The focus was to exploit the contribution that the 
temporal context can make to phone recognition. The system relies on two main lines: 
- The TRAP system – a set of MLPs where each neural network receives features of a 

single critical band as input. The TRAP input feature vector describes the temporal 
evolution of critical band spectral densities within a single critical band. The MLPs are 
trained so as to classify the input patterns in terms of phone probabilities. The phone 
probabilities of all these MLPs (one for each critical band) are given to another MLP – a 
probability merger – whose output gives a final posterior probability of each phone. 

- Temporal context split system– also based on MLPs, assumes that two parts of a phone 
may be processed independently: one considering left context and the other right 
context. Two MLPs are trained to produce phone posteriors for left and right contexts. 
The outputs of these MLPs feed another MLP whose outputs give a final posterior 
probability for each phone. 

The authors compared several input feature sets, networks with outputs giving posterior 
probabilities of phones and HMMs states, and also tried to find the best number of 
frequency bands to analyze. The best result achieved 75.16% accuracy. Tuning the number 
of the MLP’s hidden nodes; using a bigram language model and using 5 context blocks 
(instead of only left and right) they reached an interesting improvement (4.5% relative), 
resulting in 78.52% accuracy. 
The Brno recognizer is based on 39 phones, which are not exactly the standard TIMIT 
phones. Closures were merged with their burst instead of with silence (bcl b → b) 
suggesting that it is more appropriate for features which use a longer temporal context such 
as theirs. Looking at the utterance transcriptions in 87% of the [bcl] occurrences the closure 
is followed by [b], but not in the other 13% (e.g.: bcl t, bcl el, bcl ix, etc), and the same 
happens with the other closures. The paper does not make it clear if the closures also merge 
with the following phone in these situations. Because these speech units are not the standard 
TIMIT, some authors argue that their results would be probably worse if they use the 
standard speech units, (Mohamed et al., 2011). 
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Interesting results are reported by a Microsoft research group devoted to the study of 
hidden trajectory models (HTM). Deng et al's HTMs are a type of probabilistic generative 
model which aims to model the speech signal dynamics and add long-contextual-span 
capabilities that are missing in the hidden Markov models (Deng el al., 2005). A detailed 
description of the long-contextual-span of hidden trajectory model of speech can be found in 
(Dong el al., 2006). The model likelihood score for the observed speech data is computed 
from the estimate of the probabilistic speech data trajectories for a given hypothesized 
phone sequence, which is given by a bi-directional filter. The highest likelihood phone 
sequence is found through the A* based lattice search. A rescoring algorithm was specially 
developed for HTM. In (Deng & Yu, 2007), the results reached 75.17% for accuracy and 
78.40% for correctness. Joint static cepstra and their deltas are used as acoustic features by 
the HTM model.  
Rose and Momayyez, (Rose & Momayyez, 2007), use the outputs of eight phonological 
feature detectors to produce sets of features to feed HMM recognizers. The detectors are 
time delay neural networks whose inputs are standard MFCC features, with deltas and 
delta-deltas. The HMM recognizers defined over the phonological feature streams are 
combined with HMMs defined over standard MFCC acoustic features through a lattice 
rescoring procedure. For the complete test set they achieved an accuracy of 72.2%. 
Knowing that phone confusions occur within similar phones (Halberstadt & Glass, 1998), 
Scanlon, Ellis and Reilly (Scanlon et al., 2007) propose a system where information coming 
from a base system is combined with information coming from a set of broad phone class 
experts (broad phonetic groups). The base system is a hybrid MLP/HMM using PLP 
features with 1st and 2nd derivatives. The MLP is trained to discriminate the 61 original 
TIMIT phone set. The broad phonetic groups are presented in Table 6. They trained only 
four networks’ experts: vowels (25 phones), stops (8 phones), fricatives (10 phones) and 
nasals (7 phones). 
Since each broad-class phone’s characteristics are quite different, they use, in each MLP 
expert, different sets of features found by Mutual Information criteria. The number of 
outputs of each MLP network is the same as the number of TIMIT labelled phones of the 
corresponding broad phonetic group. 
The output of a broad phonetic group detector (also an MLP which, for each frame, gives a 
probability of the frame belong to a group) is combined with the output of a phone 
classifier. If they agree (the phone recognized by the phone classifier belongs to the broad 
phonetic group given by the broad class detector) they patch the phone posteriors given 
from the broad phonetic group detector onto the phone classifier predictions. This merged 
information is then given to an HMM decoder. After tuning the system they achieved 74.2% 
accuracy for the 39 TIMIT standard phone set, using the complete TIMIT test. 
 

Broad  Phonetic 
Groups   TIMIT – labelled phones 

Vowels aa, ae, ah, ao, ax, ax-h, axr, ay, aw, eh, el, er, 
ey, ih, ix, iy, l, ow, oy, r, uh, uw, ux, w, y  

Stops p, t, k, b, d, g, jh, ch 
Fricatives s, sh, z, zh, f, th, v, dh, hh, hv 

Nasals m, em, n, nx, ng, eng, en 
Silences h#, epi, pau, bcl, dcl, gcl, pcl, tcl, kcl, q, dx 

Table 6. Broad classes of phones used in the system proposed by Scanlon, Ellis and Reilly 
(Scanlon et al., 2007). 
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In 2004, a 4-institute research project in the ASR field, named ASAT (automatic speech 
attribute transcription), (Lee et al., 2007) generated several ideas for the phone recognition 
task, (Morris & Fosler-Lussier, 2006, 2007, 2008; Bromberg et al., 2007). The main goal of 
ASAT is to promote the development of new approaches based on the detection of speech 
attributes and knowledge integration. In 2007 in a joint paper (Bromberg et al., 2007) , 
several approaches are presented on the detection of speech attributes. The overall system 
contains a front-end whose output gives predictions for the detected attributes as a 
probability. This front-end is followed by a merger, which combines predictions of several 
speech attributes and whose output is given to a phone based HMM decoder. 
 

Methods of 
Detection 

Front-end 
Processing 
(Features) 

Speech Attributes Detected 

MLP  
(Sound 
Pattern of 
English ) 

13 MFCCs 
10ms frames 

vocalic, consonantal, high, back, low, anterior, coronal, 
round, tense, voice, continuant, nasal, strident, silence. 
(14 attributes) 

SVM 
13 MFCCs 
9 context frames 
10ms frames 

coronal, dental, fricative, glottal, high, labial, low, mid, 
nasal, round minus, round plus, silence, stop, velar, 
voiced minus, voiced plus, vowel. 
(17 attributes) HMM 

13 
MFCCs++ 
10ms frames 

Multi-class 
MLPs 

13 PLPs++ 
9 context frames 
10ms frames 

Sonority: obstruent, silence, sonorant, syllabic, vowel; 
Voicing: voiced, voiceless, NA; 
Manner: approximant, flap, fricative, nasal, flap, stop-
closure, stop, NA; 
Place: alveolar, dental, glottal, labial, lateral, palatal, 
rhotic, velar, NA; 
Height: high, low-high, low, mid-high, mid, NA; 
Backness: back, back-front, central, front, NA; 
Roundness: nonround, nonround-round, round-
nonround, round, NA; 
Tenseness: lax, tense, NA. 
(44 atributes) 

Table 7. ASAT project (Bromberg et al., 2007): features used in the front-end and the speech 
attributes detected as a function of the detection method. 

The acoustic-phonetic attribute detectors were achieved using several technologies: MLPs, 
SVMs, HMMs, TDNNs. Depending on the classifier, different sets of features were used 
(MFCCs, PLPs, and derivatives). The set of attributes also differs in each classifier, in number 
and in the detected acoustic-phonetic feature. Table 7 shows the features used in the front-end 
and the detected speech attributes as a function of detection method in the ASAT project.   
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In order to provide higher-level evidence of use for speech recognition, the attributes were 
combined. Conditional Random Fields (CRFs) and knowledge-based rescoring of phone 
lattices were used to combine the framewise detection scores for TIMIT phone recognition. 
Several configurations of speech attribute detectors as inputs to the CRF were tested. The 
best result was achieved combining 44 MLP attribute predictions with 17 HMM predictions 
- 69.52% accuracy and 73.39% correctness.  
Morris and Fosler-Lussier in (Morris & Fosler-Lussier, 2006) used eight MLPs to extract 44 
phonetic attributes as depicted in Table 8. After decorrelating these 44 features with a 
Karhunen-Loeve transform, they are modelled by conventional HMMs with Gaussian 
mixtures and by CRFs. The best results came from a TANDEM architecture (attributes are 
used as input features for the HMMs) with triphones modelled with 4 Gaussian mixtures: 
72.52%/66.69% (correctness/accuracy). With the CRF system the performance is a bit lower 
66.74%/65.23% (correctness/accuracy), but better than the TANDEM HMM with 
monophones modelled by a single Gaussian. 
The same authors published another work in 2008 (Morris & Fosler-Lussier, 2008), where 
the TANDEM architecture combined with the use of triphones trained with 16 Gaussian 
mixtures increased accuracy to 68.53%. The best results using the core test set is 70.74% for 
accuracy, and using a set of 118 speakers (speakers in the core test set as well as the rest of 
the speakers from the TIMIT test set that are not among the speakers in the development 
set) the reported accuracy rate rose to 71.49%. These results were attained using CRFs with 
105 input features: 61 corresponding to the posterior probabilities of the TIMIT phones 
given by a single MLP classifier and the remaining 44 features are phonetic attributes 
originating in 8 MLP classifiers of the phonetic classes described in Table 8. All MLP 
classifiers were trained using PLPs plus their deltas and delta-deltas. 
 
 

Attribute Possible output values 

sonority vowel, obstruent, sonorant, syllabic, silence 

voice voiced, unvoiced, n/a 

manner fric.; stop, closure, flap, nasal, approx.; nasal flap, n/a 

place lab.; dent.; alveolar, pal.; vel.; glot.; lat.; rhotic, n/a 

height high, mid, low, lowhigh, midhigh, n/a 

front front, back, central, backfront, n/a 

round round, nonround, round-nonround, nonround-round, n/a 

tense tense, lax, n/a 

 

Table 8. Phonetic attributes extracted by the MLPs in (Morris & Fosler-Lussier, 2006). 

Linking knowledge from Brno University of Technology and the Georgia Institute of 
Technology, we get one of the best reported results on the phone TIMIT recognition task. 
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The authors, Siniscalchi, Schwarz and Lee, (Siniscalchi et al., 2007) report 79% for accuracy 
in the complete TIMIT test set. The proposed system is similar to that described by Schwarz, 
Matejka, and Cernocky in (Schwarz et al., 2006) and can be seen as a TANDEM architecture 
of MLPs ending in a HMM decoder. The left and right signal contexts are processed 
separately with windowing and DCT transform and each is applied to a different neural 
network. The outputs of these two neural networks feed another neural network. Finally, an 
HMM decoder is then used to turn these last neural network outputs, which are frame-
based, into a signal that is segmented in terms of phones. 
An extra knowledge-based module to rescore the lattices is included in (Siniscalchi et al., 
2007). The lattice rescoring is done in two phases. In the first, the decoder generates a 
collection of decoding hypotheses. It is followed by a rescoring algorithm that reorders these 
hypotheses at the same time as it includes additional information. The additional 
information comes from a bank of speech attribute detectors which capture articulatory 
information, such as the manner and place of articulation. The bank of speech attribute 
detectors uses HMMs to map a segment of speech into one of the 15 broad classes, i.e. 
fricative, vowel, stop, nasal, semi-vowel, low, mid, high, labial, coronal, dental, velar, 
glottal, retroflex, and silence. 
A log-likelihood ratio (LLR) at a frame level is taken as the measure of goodness-to-fit 
between the input and the output of each detector. A feed-forward ANN is then trained to 
produce phone scores for each set of LLR scores. These phone scores are then used in the 
lattice rescoring process changing the value of the arcs as a weight sum between the original 
values, with these last coming from the attribute detectors. The set of phones used in this 
system is the same as in (Rose & Momayyez, 2007).  
In early 2009, Hifny and Renals (Hifny & Renals, 2009) presented a phonetic recognition 
system where the acoustic modulation is achieved by means of augmented conditional 
random fields. The results, using the TIMIT database, are very good. They reach 73.4% for 
accuracy using the core test set and 77% in another test set which includes the complete test 
set and the SA sentences. 
 A new automatic learning technique for speech recognition applications has recently been 
presented (Mohamed & Hinton, 2010). The authors, Mohamed and Hinton, apply Restricted 
Bolzmann Machines (RBMs) to phonetic recognition. Boltzmann machine is a type of 
stochastic recurrent neural network. As a real generative model, the Trajectory-HMM 
overcomes a major weakness of using HMMs in speech recognition, which is the conditional 
independence assumption between state outputs. With respect to the TIMIT database the 
authors observe that RBMs outperform a conventional HMM based system in 0.6% of PER. 
Regarding accuracy and using the core test set the result is 77.3%. A recent publication 
(Mohamed et al., 2011) reports the use of neural networks for acoustic modelling, in which 
multiple layers of features are generatively pre-trained. The outcome is, to the best of our 
knowledge, the highest TIMIT results reported so far in the core test set, 79.3% accuracy. 
Although a fair comparison cannot be always made, Table 9 summarizes some of what we 
believe are the most important systems, considered as milestones in TIMIT phone 
recognition over the past twenty years. The systems differ considerably in terms of features, 
test material, phone set, acoustic modelling etc.; which make their comparison harder. A 
timeline survey, including the speech technology involved, the achieved rates and the test 
set used is then presented. 
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Year System Speech Technology %Corr %Acc Test Set 

1989 (Lee & Hon, 1989) HMM 73.80 66.08 160 utterances 
(TID7) 

1991 (Robinson & Fallside, 
1991) 

Recurrent Error 
Propagation Network 

76.4 
76.5 

68.9 
69.8 

160 utterances 
(TID7) 

Complete Set 

1992 (Young, 1992) HMM 73.7 59.9 
160 utterances 

randomly 
selected  

1993 (Lamel & Gauvain, 1993) Triphone Continuous 
HMMs 77.5 72.9 Complete Set 

1994 (Robinson, 1994) RNN 78.6 
77.5 

75.0 
73.9 

Complete Set  
Core Set 

1998 (Halberstadt & Glass, 
1998) 

Heterogeneous input 
features. SUMMIT. Broad 

classes 
- 75.6 Core Set 

2003 (Reynolds & Antoniou, 
2003) MLP, Broad Classes - 75.8 1152 

utterances 

2006 (Sha & Saul, 2006) GMMs trained as SVMs - 69.9 Complete Set 

2006 (Schwarz et al., 2006) TRAPs and temporal 
context division - 78.52 Complete Set 

2007 (Deng & Yu, 2007)  Hidden Trajectory Models 78.40 75.17 Core Set 

2007 (Rose & Momayyez, 
2007) 

TDNN, phonological 
features HMM  72.2 Complete Set 

2007 (Scanlon et al., 2007) MLP/HMM - 74.2 Complete Set 

2007 ASAT, (Bromberg et al., 
2007)  MLP/HMM 73.39 69.52 - 

2007 (Siniscalchi et al., 2007) 
TRAPs, temporal context 

division + lattice 
rescoring 

- 79.04 Complete Set 

2008 (Morris & Fosler-Lussier, 
2006) MLP/CRF - 

74.76 
70.74 
71.49 

Core Set 
944 utterances 

2009 (Hifny & Renals, 2009) Augmented CRFs - 77.0 Complete Set 
+ SA 

2010 (Mohamed & Hinton, 
2010)  Boltzmann Machines - 77.3 Core set 

2011 (Mohamed et al., 2011) Monophone Deep Belief 
Networks - 79.3 Core set 

 

Table 9. Milestones in phone recognition using the TIMIT database. The percentages of 
correctness (%Corr) and accuracy (%Acc) are given. 



  
Speech Technologies 

 

298 

4. Conclusions and discussion 
This chapter focuses on how speech technology has been applied to phone recognition. It 
contains a holistic survey of the relevant research on the TIMIT phone recognition task, 
spanning the last two decades. This survey is intended to provide baseline results for the 
TIMIT phone recognition task and to outline the research paths followed, with varying 
success, so that it can be useful for researchers, professionals and engineers specialized in 
speech processing when considering future research directions. 
The previous section described several approaches for phone recognition using the TIMIT 
database. Fig. 1 shows the chronology of the milestones in TIMIT phone recognition 
performance. Over the past 20 years the performance improved about 13%, mainly in the 
first 5 years of research. Improvement in the last 15 years has been very slight. Several 
approaches, covering different original technologies have been taken, none of them entirely 
solving the problem. It is hard to extrapolate future improvements from the graph in Fig. 1, 
but it appears that an upper bound of about 80% for accuracy will be hard to beat.  
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Fig. 1. Progress of the performance of TIMIT phone recognizer milestones. 

Is there room for further improvement? Or does TIMIT database itself not allow it? The 
TIMIT hand-labelling was carefully done, and the labels have been implicitly accepted by 
the research community. Nevertheless, some authors (Keating et al., 1994; Räsänen et al., 
2009) have pointed out issues related to TIMIT annotation. In (Keating et al., 1994) phonetic 
research on TIMIT annotations is described, drawing a parallel between standard and 
normative descriptions of American English. In spite of raising a question about the 
theoretical basis of the segmental transcriptions, the authors still found them useful. 
Another issue relates to label boundaries. In TIMIT 21.9% of all boundaries are closer than 
40 ms to each other, (Räsänen et al., 2009). This may potentiate deletion errors, as a typical 
frame rate is 10ms, resulting in phones with less than 4 frames. Does this have an impact on 
the systems' performance, restricting room for improvement? Maybe, but we think that the 
long tradition of using the TIMIT test sets as a way of comparing new systems and 
approaches in exactly the same conditions will prevail. 
Although the data in Fig. 1 indicate that there is limited room for improvement, new 
challenges must be taken up so as to uncover the full potential of speech technology. Until 
now, the main research issues rely on discriminative approaches and on the use of 
additional information, mainly wider feature temporal context, as well as speech attributes, 
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broad phonetic groups, landmarks, and lattice rescoring. The acoustic and phonetic 
information in the speech signal might already be fully exploited. One way to create a 
breakthrough in performance might be by adding syntactic (although language models are 
often used) or higher linguistic knowledge. Decoding the "meaning" of the words will 
probably help to improve word recognition, implying a top down approach or even 
avoiding classification at the phone level. 
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1. Introduction 
Automatic Speech Recognition (ASR) systems, show degraded recognition performance when 
train and operate on mismatched environments. This mismatch can be caused due to different 
microphones, noise conditions, communication channels, acoustical environment etc.  
This work is motivated, in part, by the Distributed Speech Recognition (DSR) architecture. The 
DSR uses ASR server that provides speech recognition services to different devices that may 
operate in different environments (i.e. mobile devices). Thus, the ASR server must implement 
environment compensation techniques. The traditional ASR environment compensation 
techniques use filtering and noise masking, spectral subtraction and multi microphones array. 
These techniques are usually implemented in the ASR front end and aims to provide clean 
speech samples to the ASR engine. State of the art ASR systems use Hidden Markov Models 
(HMM) to represent the stochastic nature of the speech features. These statistical models 
achieves high recognition rate when trained and tested at the same environmental condition. 
To add noise robustness for these models, methods such as Maximum Likelihood Linear 
Regression (MLLR) and Parallel Model Combination (PMC) had been developed. These 
methods perform an adaptation of the ASR engine to better fit the recognition environment. 
The main drawback of these methods is there computational complexity and the need of large 
adaptation data, which makes them not suitable for real-time application. 
The environment compensation technique, presented in this chapter, is an extension of the 
Statistical Linear Approximation (SLA) method originally applied in the feature space to the 
model space. Using this environment compensation technique, new adapted HMMs set are 
created Using the clean speech HMMs and the noise model. The adapted HMMs are then used 
for the recognition of the degraded speech. The proposed robustness method is highly 
attractive for the Distributed Speech Recognition (DSR) architecture, since there is no impact 
on the Front End structure and neither on the ASR topology. Experiments, using this method, 
show high recognition rates in various noise conditions, close to the case of matched training 
(i.e. recognition and training performed in the same degraded environment). 

2. Technique for Robust Speech Recognition 
Techniques for Robust Speech Recognition can be divided into three categories. 
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• Extraction of environmental invariant (robust) features out of the input speech 
waveform. 

• Data compensation (“cleaning”) methods of either the input speech or its features . 
• Model compensation methods which manipulate the acoustic models to better fit the 

noise environment . 
These noise robustness techniques and there locations in the ASR decoder are shown in the 
following figure. 
 

 
Fig. 1. Techniques for noise robustness scheme 

2.1 Environmental robust features 
Cepstral Mean Normalization (CMN) is a popular method for channel robust features. CMN 
efficiently reduce the effects of unknown linear filtering in the absence of additive noise CMN 
uses the fact that convolutive distortion is additive in the cepstral domain, shown in Eq.(1). 

 y x hc c c= +  (1) 

Here, yc, xc and hc are the corrupted, clean and channel cepstral coefficients respectively. 

 ˆ [ ]x y E yc c c= −  (2) 

The CMN subtracts the long-term average of cepstral vectors from the incoming cepstral 
coefficients, resulting with estimation of the clean cepstral by Eq. (2). CMN can be seen as 
high-pass filtering of the cepstral coefficients, making them less sensitive to channel and 
speaker variation. Practically, the non-zero residuals of the mean reflect the channel 
distortion and speakers variability. This simple and effective procedure is applied to both 
the training and testing data.  

2.2 Data compensation 
Data Compensation refers to the process of restoring the clean speech signal or features 
from the degraded data. Data compensation methods were first introduced to the field of 
speech enhancement and then were adapted to robust ASR. 
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Spectral Subtraction is a popular additive noise suppression method. The basic assumption 
of spectral subtraction is that the effects of the additive noise can be modeled as a bias in the 
spectrum domain. The corrupted speech expected power spectrum can then be written as 

 2 2 2Y X Ni i i= +  (3) 

The noise bias is estimated using a section of the signal that contains only background noise. 

 
12 1 2

0

M
N YiM i

−
= ∑

=
 (4) 

The clean speech power spectrum is then estimated using Eq.(5).  

 2 2 22ˆ max ,X Y N Ni i α β⎧ ⎫⎛ ⎞= −⎨ ⎬⎜ ⎟
⎝ ⎠⎩ ⎭

 (5) 

Where α  and β  are adjustment factors. 
Spectral Normalization was introduced by stockham et al to compensate for the effects of 
linear filtering. This algorithm estimates the average power spectra of speech in the training 
data and then applies the linear filter to the testing speech to “best” convert its spectrum to 
that of the training speech. 
Another well known data compensation method is the Minimum Mean Squared Error 
(MMSE) uses a-priory statistical model of speech features to derive with a point estimate x̂  
for the clean speech features [22]. MMSE is defined in its general form using Eq.(6)  

 x̂ = x p(x|y) ( , , |y)mmse dx x p x n h dxdndh⋅ = ⋅∫ ∫  (6) 

Where y, x represents the corrupted and clean speech, n, h represents the additive and 
convolutive noise and p(x,n,h|y) is the joint conditional distribution. To estimate the clean 
speech we first need to formulate the relation between the clean and noisy speech signals. 
This relation is assumed in its general form as 

 ( , , )y x f x n h= +  (7) 

Therefore the MMSE estimation can be written as 

 ˆ ( , , ) ( , , |y)x y f x n h p x n h dxdndhmmse = − ⋅∫  (8) 

The joint conditional distribution is approximate using Vector Taylor Series (VTS), moreno 
had introduced this method to the log-spectral domain. 

2.3 Model compensation 
In Acoustical Model compensation we accept the presence of noise in the feature domains, 
and adapt the pattern recognition models to match the new acoustic environment, taking 
into account the noise statistics and the speech models (trained in the reference clean 
environment). The recognition is then performed using the models adapted to the noise 
conditions. Some well known model compensation techniques are the parallel Model 
compensation and multi-pass retraining. 
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Parallel Model Combination (PMC) is widely used for HMM compensation, it uses the fact 
that in the linear domain the corrupted speech is expressed as a summation of the additive 
noise and clean speech. Thus, the clean speech and additive noise cepstral model parameters 
(i.e. means and covariance) are transformed into the linear domain. There, they are 
combined and transformed back into the cepstral domain, as illustrated in Figure 2. 
Mathematically, the transformation of the mean vector and the covariance matrix between 
the cepstral-domain and the linear-spectral domain is defined in two steps, first the cepstral 
coefficients are transformed to the log-spectral using 

 

( )
log 1

log 1 1

cepC

TcepC C

μ μ−=

− −Σ = Σ
 (9) 

Then they are transformed to the linear-spectral domain using 

 

log logexp 0.5 0

logexp 1 0 ,

lin i Ni iii

lin lin lin i j Nij i j ij

μ μ

μ μ

⎛ ⎞= + ⋅Σ ≤ <⎜ ⎟
⎝ ⎠

⎛ ⎞⎛ ⎞Σ = Σ − ≤ <⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

 (10) 

In the linear domain the noise and clean speech distribution is log-normal, in this domain 
the corrupted speech is summation of the noise and clean speech. Although summation of 
log-normal distributions is not log-normal, the PMC assumes it is log-normal. The corrupted 
speech means and covariance are then transformed back to the Log domain using the 
following inverse transform  

 ( )
log log( ) 0.5log 1 02

log log 1 0 ,

lin
lin ii i Ni i lin

i

lin
ij

i j Nij lin lin
i j

μ μ
μ

μ μ
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⎜ ⎟= − + ≤ <
⎜ ⎟
⎜ ⎟
⎝ ⎠

⎛ ⎞∑⎜ ⎟
∑ = + ≤ <⎜ ⎟

⎜ ⎟
⎝ ⎠

 (11) 

Multi/Single Pass Retraining is an off-line model compensation method. In this method the 
speech models are retrained using speech database recorded in the corrupted environment. 
If the corrupted recognition environment is known a-priory, one can create off-line synthetic 
database to retrain the speech models. Since ASR maximizes their performance when 
trained and tested under the same environment condition, this is probably the best one can 
do. Unfortunately, this method is not applicable for real-time adaptation. 

2.4 Model compensation motivation 
Figure  3 illustrates the relations between data and model compensation robustness 
techniques. Using data compensation we pass in the feature space from the noisy data to the 
clean data. Using model compensation we pass in the model space from the clean model to 
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the noisy model. Therefore, using "clean model" with data compensation in the feature space 
and using noisy data with noise compensated models can be viewed as a symmetric process. 
 

 
Fig. 2. Parallel Model Combination (PMC) block diagram 

 

 
Fig. 3. Model compensation vs. feature estimation. 

To illustrate these two noise robustness techniques, we will use a simple binary classifier. 
The objective of this classifier is to associate each input vector x to one of the two classes A,B 
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(A,B∈S) each with Gaussian pdf, seen in Figure  2.10.The classification problem can be 
written as 

 
1( | ) ( )
1( | ) ( )

x Ap x S A p S A
x Bp x S B p S B

> ∈⎧= ⋅ =
= ⎨< ∈= ⋅ = ⎩

 (12) 

When no noise is added, the error probability of the classifier, i.e. selecting A when B or vice 
versa, is given by 

 ( ) ( ) ( | ) ( ) ( | )Err x p A p x S A dx p B p x S B dx
x B x A

= ⋅ = + ⋅ =∫ ∫
∈ ∈

 (13) 

In the case of noisy observation, x becomes a hidden variable, the classifier job is to 
overcome the noise, and derive with the correct classification. Data compensation 
algorithms such as MMSE is used to derive with a point estimation ˆmmsex  of this hidden 
variable by 

 ˆ ( | )x x p x y dxmmse
x

= ⋅∫  (14) 

And then uses the “clean” classifier. In this case the classifier error probability is  

 ˆ ˆ ˆ( ) ( ) ( | ) ( ) ( | )
ˆ ˆ

Err x p A p x S A dx p B p x S B dxmmse mmsemmse
x B x Ammse mmse

= = + =∫ ∫
∈ ∈

 (15) 

Model compensation method are used to derive with a new probability model p(y|s), the 
classifier error probability is then 
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Fig. 4. The binary classification problem 
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( ) ( ) ( | ) ( ) ( | )

( ) ( ) ( | ) ( | )

( ) ( | ) ( | )

Err y p A p y S A dy p B p y S B dy
y B y A

Err y p A p y x p x S A dxdy
y Bx

p B p y x p x S B dxdy
y Ax

= = + =∫ ∫
∈ ∈

= =∫ ∫
∈

+ =∫ ∫
∈

 (16) 

The advantage of using model compensation rather than data compensation is reducing the 
computational load, since data compensation requires a sampled or frame based 
compensation, where model compensation requires adaptation only when the noise 
conditions are changed. Speech recognition in noise can be seen as a complicated version of 
the binary classifier. The complications arise from the stochastic representation of speech 
(HMM) and the non-linear effect of noise on speech features. 

3. The environment model  
The environment model shown in Figure 5, assumes that clean speech (x[m]) is first passes 
through a transfer channel (h[m]) and then degraded by a additive noise (n[m]), resulting 
with a corrupted speech (y) expressed by 

 [ ] [ ] [ ] [ ]y m x m h m n m= ∗ +  (17) 

 
 

 
Fig. 5. The environment model. 

State of the art ASR uses Mel-Frequency Cepstral Coefficients (MFCC) as their features. 
MFCC are obtained by passing the spectral magnitude of the noisy speech through a mel-
scaled filter bank, taking its logarithm and applying the Discrete Cosine Transform (DCT). 
Thus, the effect of the environment in the MFCC feature spaces results with the well known 
environment function 

 1 1 1( , , )y x h C g C x C n C h errc c c c c c
− − −= + + ⋅ +  (18) 

Where yc, xc, nc and hc are the MFCC representation of degraded speech, clean speech, noise 
and channel respectively. C and C-1 are the DCT and inverse DCT matrix. The non-linear 
function g(n,x,h) is presented by 

 ( , , ) log(1 exp( ))g x n h n x h= + − −  (19) 

The term err in Eq.(18)  represents a small amount of residual error due to the neglecting of 
the cross-correlation between the noise and clean speech. 
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Figure 6 and Figure 7 shows the effects of additive noise channel on speech in the MFCC 
domain. One can see that the additive noise changes the contour of the MFCC in non-linear 
manner. The lower the SNR the more noticeable is the non-linear effect. On the other hand, 
the channel effect in the MFCC domain can be seen as a-bias tilt, where the lower 
frequencies are attenuated, while higher frequencies are amplified. These plots also 
illustrate the de-convolutive property of the DCT transform. 
 

 
Fig. 6. Effect of additive noise on the MFCC  

 

 
Fig. 7. Effect of linear filtering on the MFCC and Log-spectral features 

It can be seen that the degraded speech MFCC is a non-linear transformation of the clean 
speech, noise and channel MFCC. This non-linearity makes it difficult to find a close 
analytical solution for the statistics of the degraded signal. The SLA method, shown in this 
chapter, is used to approximate this non-linearity, and by that, to derive an approximation 
for the statistics of the degraded speech 
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3.1 Effect of the environment model on MFCC distribution 
When using model compensation it is important to understand the environment effect on 
the MFCC distribution. Clean speech, noise and channel MFCCs has Gaussian distribution 
but the degraded speech MFCCs distribution is no longer Gaussian. Nevertheless, the 
degraded speech MFCCs distribution could still be approximated using Gaussian 
distribution by 

 

[ ] [ ]

( )( ) ( )

( , , ) ( , , )

( ) ( ) ( ) ( , , )
, ,

( , , ) ( , , )

E x f x n h E f x n hc c c c c c cy xc c
p x p n p h f x n h dx dn dhc c c c c c c c cxc x n hc c c

TTE x f x n h x f x n hc c c c c c c c yy y cc c

μ μ

μ

μ μ

= + = +

= + ∫∫∫

⎡ ⎤Σ = + + −⎢ ⎥⎣ ⎦

 (20) 

Where 

 ( )( )1( , , ) log 1 expf x n h h C C n x hc c cc c c c
−⎛ ⎞= + + − −⎜ ⎟

⎝ ⎠
 (21) 

To evaluate the degraded speech MFCCs distribution, a Monte-Carlo simulation had been 
used.Large number of points, drawn from the clean speech and noise models, were 
combined together using Eq.(17) to produce the corrupted MFCC. Figure 8 illustrate the 
corrupted MFCC “true” distribution (solid line) and its Gaussian estimation (dotted line) for 
different values of Σx. The noise model was set to be Gaussian with μn=0 and Σn=4dB, the 
clean data was also model using Gaussian with fix mean μx=10 and different covariance 
Σx=100, 20, 10 and 5dB. The degraded speech MFCCs distribution is clearly non-Gaussian. 
Though for small Σx values it can be well model using Gaussian distribution. For large Σx 
values the resulting corrupted distribution can be model using mixture of Gaussians 
Fortunately, ASR contains GMM thus each Gaussian mixture has small covariance values. 
Typical value range for the clean speech Gaussian mixture variance is 5-20dB. 
 
 

   
Fig. 8. Effect of the environment function on the distribution of cepstral coefficient 
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Figure  9 shows the effects of babble noise on the distribution of the third cepstrum 
coefficient (MFCC3) of the digit /eight/ for different SNRs.  The noise affects both the mean 
and variance, resulting with mean shift and variance reduce. One can see that the lower the 
SNR the greater is the dissimilarity between the clean and corrupted MFCC PDFs. The effect 
of noise over MFCC features distribution is evident. Thus, the distributions representing 
clean speech features do not represent appropriately the corrupted speech features. The 
following paragraphs introduce the SLA-HMM method to approximate the effect of noise 
on the clean speech distribution and compensates for it, to achieve high noise robustness. 
 
 

 
 

 
 

 
Fig. 9. Clean speech MFCC pdf vs. noisy speech MFCC for different SNRs 

4. HMM adaptation for noise robustness 
4.1 Statistical linear approximation 
The Statistical Linear Approximation (SLA) method, used to approximates a nonlinear 
function with a linear combination of it variables, around a fix point. This method, assumes 
that the non-linear function variables are independent random variables with Gaussian 
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distribution. To derive with the formulation of the SLA approximation, lets define g(x,n,h) 
as an arbitrary non-linear function with three independent variables, e.g. the clean speech, 
noise and channel respectively. Define ( , , )g x n h  to be a linear approximation of ( , , )g x n h  
around a fix point (x0, n0, h0,) given by 

 ( , , ) a ( ) b ( ) c ( ) d0 0 0
m m m mg x n h x x n n h h= ⋅ − + ⋅ − + ⋅ − +  (22) 

Where {am,bm,cm,dm} are the linearization coefficients that need to be evaluate. Using the 
SLA method an optimal, in the Mean Square Error (MSE) sense, linearization coefficients 
can be found. 
The m order Taylor series expansion of the non-linear function ( , , )g x n h , around a fix point 
( )0 0 0, ,x n h is written by the following polynomial 

 

1( , , ) ( ) ( ) ( ) ( , , )0 0 0 0 0 0!0

( ) ( ) ( ), , 0 0 0
0 0 0

km d d dmP x n h x x n n h h g x n hg k dx dn dhk
jm k k jj iix x n n h hk j i

k j i
ζ

⎛ ⎞= − + − + − ⋅∑ ⎜ ⎟
⎝ ⎠=

−−= ⋅ − − −∑ ∑ ∑
= = =

 (23) 

Where , ,k j iζ  define as 

 ( , , )1 0 0 0
, , ! ( )! ( )!

kd g x n h
k j i j i k jii j i k j dx dn dh

ζ = ⋅
− −⋅ − ⋅ −

 (24) 

The linear coefficients are then found by minimizing the MSE between the m order Taylor 
series expansion and the linear approximation, given the assumptions about the variables x, 
n, h. 
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 (25) 

The error function around ( )0 0 0, ,x n h = ( ), ,x n hμ μ μ  Expressed by 
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The linearization coefficients, which minimizes the MSE, are found by solving the following 
equations 

 

2a 2 [( ) ] 0
a

2b 2 [( ) ] 0
b

2c 2 [( ) ] 0
c

2d 2 [ ] 0
d

d m mrr E x Px x gmd
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d m mrr E Pgmd

ε μ

ε μ

ε μ

ε

= Σ − − ⋅ =

= Σ − − ⋅ =

= Σ − − ⋅ =

= − =

 (27) 

After some algebra, the following expressions to the linearization coefficients are derived 
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 (28) 

This is further simplified by using the well-known property for Gaussian PDF shown in 
Eq.(29), where all variables assume to be independent Gaussian. 

 
0 m_

[( ) ]
21 3... ( 1)

oddmE y my otherwisem y
μ

⎧
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⎪ ⋅ ⋅ − Σ⎩

 (29) 

One can see that for m=1 the SLA linear approximation is the same as the Taylor expansion. 
Higher order of m introduces more statistical information to the approximation, making the 
approximation more accurate.  

4.2 Statistical linear approximation for HMM adaptation 
The SLA-HMM adaptation framework, shown in Figure 10, uses the pre-trained clean 
speech HMMs and the noise model (both in the MFCC feature space), to update each HMM 
state PDF, using the SLA method. The output of this process is a set of new robust HMMs. 
These robust HMM have the same structure as the clean HMM, but with updated states 
distributions.The additive noise is modeled using single Gaussian, which is good 
approximation for stationary noise. For none stationary noises multi-mode Gaussian can be 
used. The noise model is trained during the non-voice periods, and updated to reflect the 
noise 
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Fig. 10. SLA- HMM adaptation scheme. 

To derived with the SLA approximation of the noise robust HMM, we start with an 
approximation of the environment function, in the MFCC domain, as given by Eq.(30) 

 1 1 1( , , ))y x h C g C x C n C hc c c l c c c
− − −= + + ⋅  (30) 

Using Eq.(22) the linear approximation of Eq.(30) is 

 
A ( ) B ( )

C ( ) d

m my x h x nc c c c x c nc c
m mh Cc hc

μ μ

μ

≈ + + − + −

+ − +
 (31) 

Where the matrices {Am,Bm,Cm} are given by 

 

1A (a )
1B (b )

1C (c )

m mC diag C
m mC diag C
m mC diag C

−= ⋅ ⋅
−= ⋅ ⋅
−= ⋅ ⋅

 (32) 

Using Eq.(32) one can write an approximation to the noise speech mean and covariance 
matrix as follows 

 

d

( A ) ( A ) B (B )

( C ) ( C )

mCy x hc c c
m m T m m TI Iy x nc c c

m m TI Ihc

μ μ μ= + + ⋅

Σ = + Σ + + Σ +

+ Σ +

  (33) 

ASR also uses the MFCC first and second derivative. Therefore, their means and covariance 
matrices need to be approximate. The delta and delta-delta MFCC are calculated using  

 
( ) ( 2) ( 2)

( ) ( 2) ( 2)

x t x t x tc c c
x t x t x tc c c

Δ = + − −

ΔΔ = Δ + − Δ −
 (34) 

The delta MFCC related to the MFCC by c
c

dx
x

dt
Δ ≈ 0. Thus, the noisy speech delta MFCC 

can be written as  

Robust 
HMMs

Clean Speech 
HMMs 

Noise Model

SLA 
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 ( )dy dx dnm mc c cy I A Bc dt dt dt
Δ ≈ = + +  (35) 

Here we use the assumption that h is constant through the speech utterances. The delta and 
delta-delta MFCC approximated means and covariance matrices are then can be written by 

 
( )

( )

m mI A By x nc c c
m mI A By x nc c c

μ μ μ

μ μ μ

= + +Δ Δ Δ

= + +ΔΔ ΔΔ ΔΔ

 (36) 

 
( ) ( ) ( )

( ) ( ) ( )

m m T m m TI A I A B By x nc c c
m m T m m TI A I A B By x nc c c

Σ = + Σ + + ΣΔ Δ Δ

Σ = + Σ + + ΣΔΔ ΔΔ ΔΔ

 (37) 

To evaluate the SLA-HMM approximation, the “true”( using Monte-Carlo simulation) and 
approximated HMM PDFs were compared using the Kullback-Leibler Divergence (KL). The 
approximated PDFs derived using the proposed SLA method. Figure 11 shows the resulting 
KL-measure for SLA order 1-3 as a function of

cxμ where 5
cxσ = , 0

cnμ = and 2
cnσ = .   

 

 
Fig. 11. Kullback-Leibler measure for different SLA order. 

The triangular-like shape of the KL-measure indicates that, the larger the distance between 
the clean and noise MFCC means the more accurate is the approximation, i.e. for μx>>μn the 
noise can be neglect, resulting with the clean speech PDF and vice versa. One can see that  
SLA of order 2, 3 yield with more accurate approximation then the VTS, shown by SLA1 

5. Experimental results 
To investigate the performance of the HMM adaptation algorithm, the well established 
TIDIGIT speech corpus was used. The TIDIGIT consists of 4480 utterances of isolated digits 
spoken by men and women for training and testing. Care was taken to balance the training 
material with respect to an equal number of male and female speakers and equal number of 
training utterances for all digits. 
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All speech utterances were recorded without background noise. The noisy speech data-base 
was created artificially by adding noise sources to the clean speech. The noise sources were 
taken from the NOISEX-92 database.  For each noise source, the average log power of the 
low (0-1500Hz) and high frequencies band (1500-4000Hz) was calculated. The noise source 
had been divided into three test groups. Test group A contains high average log power at 
the low frequency band. Test group B contains high average log power at the high 
frequency band. Test group C contains non-stationary noises (i.e. babble, machinegun). 
Figure 12 depict the three noise test groups. 
 

 
Fig. 12. Test sets noises low-band log power vs. high-band log power  

HTK software tool kit had been used to perform all the recognition tests. The ASR HMM 
structure consists of 4 states, with 4-8 Gaussians per state depending on the available 
training data. These HMMs were trained using 13-dimensional MFCC feature vector and its 
delta and delta-delta derivative. The baseline ASR was trained using clean training data. The 
Baseline ASR HMMs were then retrained, using the noisy speech training data, creating the 
matched ASR HMMs. For HMM model adaptation algorithm evaluation, the baseline ASR 
and a matched trained ASR word error rate (WER), can be considered as the upper and Lower 
performance bounds respectively. The performance of the proposed SLA-HMM adaptation 
needs to be compare to the performance of matched trained recognizer. Table 1 shows the 
average WER results of the baseline recognizer for the different noise groups and SNRs.  
For the baseline ASR, the lack in noise robustness is highly noticeable especially in the case 
of wide-band noise (test-b). One can see that for SNRs lower than 10 dB the ASR 
performance “breaks” for all noise groups. 
Table 2 shows the average WER results of the matched recognizer. As expected, the matched 
ASR yields with high noise robustness, comparing to the base line recognizer. Nevertheless, 
at SNRs lower than 5dB the performance improvement starts to fail. Thus, it is expected that 
at low SNRs the proposed model compensation method will show the same behavior . One 
of the reasons for this ASR behavior is that at low SNR , ASR model topology changes may 
be require. 
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SNR [dB] Test-A Test-B Test-C 
Clean 0.7 0.9 0.6 

20 1.0 3.4 1.4 

15 2.2 11.4 4.9 

10 7.3 38.0 17.1 

5 19.0 67.2 34.0 

0 30.5 86.8 41.8 

-5 42.0 89.6 49.6 

Avg 14.7 42.5 21.3 

Table 1. Baseline ASR WER[%]  
 

SNR [dB] Test-A Test-B Test-C 

Clean 0.6 0.9 0.8 

20 0.5 0.9 1.2 

15 0.7 1.8 2.6 

10 1.6 5.2 5.0 

5 3.6 15.0 12.4 

0 8.4 42.0 36.1 

-5 2.6 11.0 9.7 

Avg 0.6 0.9 0.8 

Table 2. Matched ASR WER[%]  

5.1 Evaluation of SLA-HMM adaptation  
For the evaluation of the SLA-HMM adaptation algorithm, the baseline HMMs were used to 
represent the clean speech models. The noise was model using a mixture of gaussian (up to 
four), trained by the noisy speech utterances first 20 frames, which contains noise only. To 
evaluate the SLA-HMM performance, the SLA-HMM ASR word error rate (WER) 
measurements were compared to the matched HMM ASR WER.  The following figures 
present the average WER results attained using the SLA-HMM algorithm at different noise 
conditions. Each figure presents different noise group average WER results versus SNR. 
Results attained using high order SLA-HMM (three and above) had been omitted, as they 
show no or little performance  improvement. 
One can see that the proposed noise robustness algorithm improves the ASR performance in 
all of the tested noise conditions. The proposed algorithm shows high noise robustness, with 
performance results close to the matched trained ASR (represented by the solid line). 
The experiments show that SLA-HMM of order 3 yields with the highest recognition rates, 
outperforming the VTS algorithm (represents by SLA-HMM of order 1). Thus, high order 
SLA approximation increases the algorithm accuracy, as expected. 
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Fig. 13. SLA-HMM average WER vs. SNR using Test-A 
 

 

Fig. 14. SLA-HMM average WER vs. SNR using Test-B 
 

 
Fig. 15. SLA-HMM average WER vs. SNR using Test-C (noise model 4-GMM)  
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6. Conclusion 
This chapter presents a robust ASR method based on model adaptation using the Statistical 
Linear Approximation. The proposed SLA-HMM model adaptation had achieving an 
average of 70% WER improvement with respect to the baseline ASR. The proposed 
algorithm achieves high robustness performance in variety of environmental conditions 
compared to the baseline recognizer. The proposed model-compensation had also shown 
good performance compare to the matched trained ASR 
The proposed robustness algorithm has an advantage in Distributed Speech Recognition 
(DSR), since no changes are required to the front-end terminals and to the ASR topology, as 
the adaptation is done on HMMs models on the server side.  
Further work will put emphasis on improving the robustness performance at very low SNR, 
where this algorithm had shown some decrease in performance. This performance decrease 
can be cope by Appling changes to the HMM topology. The proposed noise robustness 
algorithm had been tested using isolated word recognizer, the same algorithm can be 
evaluated using phone level continues speech recognizer 
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1. Introduction   
The problem of communication between a man and a machine is very old. First constructors 
had to decide how to transmit information from a man to machine and vice versa. This 
problem still exists and each engineer who designs a new device must decide how the 
communication between operator and a machine will be done. Simple devices use buttons 
and Light Emit Diodes [LED], more complicated – keyboards and screens.   Fast technical 
development and numerous scientific research allowed to use also voice for this purpose. 
Here there are two different problems: voice producing and voice recognition. The first one 
is not very difficult, in the simplest case the machine could record a set of words which 
would be used for communication. Nowadays there are specialised integrated circuits 
(speech processors) which enable recording and reproducing whole words and sentences. 
The second problem – voice recognition is more complicated. First of all people are different 
and say the same words in a different way. Secondly, the way of speaking depends on many 
aspects like health of the speaker, his mood or emotion. Thirdly, we are living in noisy 
environment so usually together with speech signal we also obtain different noises. There 
are a lot of different methods used for automatic speech recognition. The most popular is 
HMM – Hidden Markov Model (Junho & Hanseok, 2006; Wydra, 2007;  Kumar & Sreenivas 
2005; Ketabdar at al., 2005) , which uses sequences of events (states), where the probability 
of being in each state and the probability of transition to the other states are counted. Each 
state is described by many, mostly spectral parameters. There are also other, less popular 
methods used for automatic speech recognition like Neural Network Method (Vali at al., 
2006; Holmberg at al.,2005; Togneri & Deng, 2007), Audio-visual Method (Seymour at al., 
2007; Hueber at al., 2007) and many others (Nishida et al., 2005). Nowadays there is a 
possibility to achieve more than 90% accuracy in automatic speech recognition. HMM 
method, although the most popular, is very complicated. Each state is described by the 
matrix with many spectral,  cepstral and linear prediction parameters. It causes the need for  
many analyses and calculations during the automatic recognition process. In this chapter the 
author shows a new approach to this problem. The new method described here is simpler 
and faster than HMM method and gives similar or better results in speech recognition 
accuracy. Although it was tested in Polish, the rules can be adopted to other languages.  
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2. Some interesting voice signal properties 
Usually the voice signal which will be analysed is first converted into the electric signal by 
the microphone. The most popular are dynamic and condenser microphones. No matter 
which one is used, we obtain a signal with frequency of between dozen or so hertz  and 
some kilohertz. Figure 1 shows time characteristic for word “zero” spoken by the man.     
 

 
Fig. 1. The electric signal time characteristic for word “zero” 

As is well known, each word could be divided into the smallest parts called phonemes. In 
Polish there are 37 phonemes which can built 95% of all words. Usually they are well visible 
in time characteristic. In figure 1 it is easy to find four phonemes for example by listening 
tests of different parts of this record. As is easy to observe, the phonemes could have 
different duration. For example in figure 1, the “R” phoneme has the smallest duration. 
They could also have different amplitudes. In figure 1 phonemes “E” and “O” have greater 
amplitudes than phonemes “Z” and “R”.  As the theory said – phonemes could be voiced 
and unvoiced. All vowels and some consonants are voiced. Voiced phonemes are easy to 
find because they include many repeatable basic periods inside of them. These periods have 
similar duration (between 2 and 10 ms) which is dependent on the speaker’s sex and age.  
Men have bigger basic periods duration (usually 7...10ms) than women and children 
(usually 2..5ms). The shape of the signal in neighbouring basic periods is similar.  Let’s look 
at the magnifying  part of the phoneme’s “O” time characteristic (figure 2). 
There are many basic periods with similar signal’s shape and similar duration (about 7ms). 
Because the duration equals 7ms, it means this is the man’s voice record. Another interesting 
voice feature is the envelope shape. In figure 3 there are shown three time characteristics of 
the word “zero” spoken by the man, woman and child. 

    Z                          E           R            O
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Fig. 2. Magnifying part of phoneme “O” time characteristic. 

 
Fig. 3. The word “zero” spoken by the man, woman and child 

In rectangles there are included four different parts of the records. The first has rather small 
amplitude, the second’s amplitude is bigger, the third’s smaller and the fourth’s bigger. 
Although these records come from different speakers, the same amount of different parts is 
included inside them. Maximum duration of each part could  vary and is difficult to find but 
there is a possibility of finding the minimum duration what has been proven in authors 
research. 
Another voice feature is fluently changing the signal shape between neighbouring 
phonemes. It is not just one point but the zone, which possible duration of many 
milliseconds. 
In figure 4 there is shown such a zone between phonemes “z” and “e” in word “zero”. 
As is shown in figure 4 the transient zone duration in this case equals about 30ms.   
Another group of phonemes are noisy phonemes. These phonemes don’t include basic 
periods in their time characteristics but many irregular signals. In Polish there are some such 
phonemes. The example of noisy phoneme time characteristic is shown in figure 5. 

7ms 7ms 7ms 7ms 7ms 7ms



  
Speech Technologies 

 

324 

 
 

 

 
Fig. 4. Transient zone between phonemes “z” and “e” in word “zero” 

 
 
 

 
Fig. 5. The word spoken in Polish including a noisy phoneme. 

The magnifying part of noisy phoneme from figure 5 is shown in figure 6. 

             Noisy phoneme 

             Z                       TRANSIENT ZONE                     E 
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Fig. 6. A magnifying part of noisy phoneme time characteristic 

As is easy to notice here there are no repeatable similar basic periods. The signal changes it’s 
amplitude very often. Sometimes the stronger signals appear but the moments of these 
events are accidentally.  

3. Envelope similarity analyses 
As was mentioned in section 2, the envelopes of the same word spoken by different 
speakers have similar shapes. This feature will be used for automatic speech recognition. 
There are a lot of possibilities of the envelope shape describing. In author’s research, each 
word (digits from 0 to 9 names spoken in Polish) was described by number of unique parts, 
their minimum durations and amplitude range. This operation was made on the  500 
records set from speakers different sex and age. As results showed, this approach allowed to 
build envelope patterns of all digits names for all speakers. They are shown in table 1.  
As was shown in table 1 each digit has its own envelope pattern with a defined number of 
unique parts (column 3), their minimum durations (column 4) and amplitude ranges 
(column 5). The amplitude values are defined in per cents of the maximum signal’s value for 
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Digit Envelope’s shape Number of parts Minimum 
durations

Amplitude 
ranges 

0  
4 

1.80ms 
2.30ms 
3.10ms 
4.50ms 

1.A<50% 
2.A>53% 
3.5-64% 

4.A>31% 

1  
5 

1.60ms
2.70ms 
3-50ms 
4-60ms 
5-100ms

1.A<62% 
2.A>44% 

3-1%<A<26% 
4-A>25% 
5-A<50% 

2  
3 

1.50ms 
2.20ms 
3.50ms 

1.A<30% 
2.A>29% 
3.A>43% 

3  
2 

1.130ms 
2.40ms 

1.6%<A<32% 
2.A>68% 

4  
5 

1.30ms 
2.40ms 

3.100ms 
4.10ms 
5.60ms 

1.A>1% 
2.A<4% 

3.A>40% 
4.3%<A<35% 

5.A>13% 

5  
3 

1.140ms 
2.20ms 

3.110ms 

1.A>29% 
2.A<23% 
3.A>0% 

6  
4 

1.80ms 
2.100ms 
3.100ms 
4.70ms 

1.2%<A<35% 
2.A>26% 

3.1%<A<56% 
4.A>1% 

7  
4 

1.100ms
2.50ms 
3.30ms 

4.110ms 

1.3%<A<65% 
2.A>36% 

3.2%<A<28% 
4.6%<A<59% 

8  
4 

1.70ms
2.90ms 

3.100ms 
4.90ms

1.A>46% 
2.6%<A<61% 
3.16%<A<92% 
4.5%<A<43% 

9  
4 

1.40ms 
2.70ms 

3.150ms 
4.80ms 

1.1%<A<45% 
2.A>46% 
3.A>9% 

4.A<50% 

Table 1. Envelope patterns together with unique parts parameters   
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the whole words. As is easy to observe, the number of unique parts is different for different 
digits and their values are between 2 and 5 (for Polish). These patterns were tested on 500 
records and all of them are compatible with them.  

4. The grid method 
The word’s phonemes structure could be very important for automatic speech recognition . 
For digits’ recognition it could be simplified to recognition of voiced phonemes and noisy 
phonemes. Table 2 shows simplified phonemes  structure for digits 0-9 spoken in Polish. 
 

 
Simplified phonemes structure 
(V-voiced phoneme, N-noisy phoneme) Digit 

 
0 V+V+V 
1 V+V+V+V 
2 V+V+V 
3 N+V 
4 N+V+V 
5 V+V+N 
6 N+V+N 
7 N+V+V+V+V 
8 V+N+V+V 
9 V+V+V+V+V+N 

Table 2. Simplified phonemes structure for digits 0-9 spoken in Polish  

According to table 2 some digits include noisy phonemes (3, 4,5 ,6 ,7 ,8 ,9) and some don’t (0, 
1, 2). Also the number of voiced phonemes is different (from 1 to 5). For finding  voiced 
phonemes the author’s Grid method was used.    

4.1 The basic periods finding 
The first step according to the grid method is finding  basic periods included in voiced 
phonemes. At the beginning the algorithm tests 100ms signal before the beginning of the 
recorded word. This way the mean value of the noises are computed and “zero” level of the 
signal is found. Then, all samples of the  signal are tested and  local minimums are found.  
Three criteria are used here: 
1. The sample is a minimum  if the next sample’s value and the previous sample’s value is   
         greater than the tested sample. 
2. The time between the previous sample and tested sample must be greater than 2ms 
3. The tested sample’s value must be lower than the “zero” level.  
This way, the local minimums are found and written to the matrix as a number of samples 
in which they were found. 
Figure 7 shows the result of this operation. The local minimums were matched by the 
circles. 
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Fig. 7. Local minimums found in the speech signal 

4.2 The grids fitting 
The next step is coding each basic period in the matrix. This is made by putting grids on them. 
The rule is showed in figure 8. In cells of the grid “1’s” or “0’s” are automatically  written. 
Ones – if there is a signal inside a cell, zeros – if there is no signal.  
 

380.00 382.00 384.00 386.00 388.00 390.00

0.00

40.00

80.00

120.00

160.00

200.00

1

1

1

1

1

1

1

1

0

0

0

0

0

1

1

1

0

0

0

0

0

1

1

0

0

0

0

0

0

1

1

0 0 0

1 0

1 0

1 1

10

0 1

0 1

0 1

Amplituda[bit]

Czas[ms]

 
Fig. 8. The basic period coding 

The size of each grid is automatically fitted into the signal. The highest – to the signal’s 
amplitude and the widest – to the basic period duration. This way the shape of the signal is 
coded independently of the personal speaker’s voice feature. If the amplitude or duration  

0
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change the size of each cell is changes proportionally. Finally, the binary matrix is obtained. 
Fig.9 shows this matrix for signal from Fig.8. 
 

































100001
100001
100001
100001
110101
011111
011111
000011  

Fig. 9. The binary matrix obtained from the grid 

4.3 The similarity coefficients computing 
For one word there is a possibility to obtain even some hundred binary matrixes. This 
amount depends on the phonemes’ number in this word and the speaker’s sex. For the same 
length of the word women and children records have more grids than the men. This is 
because of the less basic periods duration for women and children voices. After the binary 
matrixes obtaining, the similarity among them is computed. Each matrix is automatically 
compared with the five matrixes before it and the five matrixes after it (all bits on the same 
position of matrixes are compared). If more than 88% bits are the same, the grid is matched 
as “similar” if not as “not similar”. This way, all the grids get their similarity coefficients. 
This coefficients could have value between 1 (there is no similar grids around it, so it is only 
one such matrix ) and 11  (there are 5 similar matrixes before and after tested matrix plus 
this matrix).As author’s research showed, if there 1 or more similarity coefficients one after 
another, with value higher than 27% of the maximum similarity coefficient in the word, 
which last (together) at least 10ms it means that there is a voiced phoneme. The lower 
number of such coefficients means that there is no phoneme (break) , unvoiced phoneme or 
noisy phoneme. It could also show the zone where one voiced phoneme is finishing and 
another starting. This is a very important observation because it allows to find all voiced 
phonemes inside each word. This parameter (number o phonemes) will be used in the 
automatic speech recognition process. The same research showed that the brake between 
phonemes insists if three conditions are performed simultaneously: 
1. Duration  of grids coming one after another, with similarity coefficient lower  
than 27% of the maximum similarity coefficient in the word, must be greater than 14ms. 
2. Time between the previous break and tested grid must be greater than 88ms 
3. Time between the beginning of the last voiced phoneme and tested grid must  
be greater than 42ms  
The example of the similarity coefficients for word “zero” is shown in table 3.  
As is easy to observe in table 3, grids from 7 to 20 have similarity coefficients greater than 2, 
so there is a voiced phoneme. Then there are grids with smaller coefficients, although 
sometimes there is a grid with the bigger one. As was mentioned earlier – one or more grids 
lasted more than 10ms (in this case at least 3 grids) with coefficients greater than 2  
(27%×11=2,97) depict the voiced phoneme, so one or two such a grid means nothing. This is 
the part of the record where the one voiced phoneme (z) changing to  another (e), so this is 
the transient zone. The grids from 40 to 82 have again greater similarity coefficients so it 
means that another voiced phoneme (e) was found . Grids from 83 to 89 have small 
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Number of 

grid 
Simila- 

rity coeffi- 
cients 

Phoneme Number of 
grid 

Simila- 
rity coeffi- 

cients 

Phoneme Number of 
grid 

Simila- 
rity coeffi- 

cients 

Phoneme 

         
1 1  39 2  77 7  

 
E 

(conti-
nuation) 

2 1  40 5  
 
 
 
 
 
 
 
 
 
 
 
 

E 

78 11 
3 3  41 4 79 11 
4 1  42 3 80 10 
5 2  43 4 81 9 
6 2  44 3 82 8 
7 5  

 
 
 
 
 
 

Z 

45 5 83 2  
8 8 46 4 84 3  
9 7 47 6 85 1  
10 8 48 5 86 2  
11 11 49 6 87 1  
12 10 50 4 88 1  
13 10 51 7 89 1  
14 9 52 8 90 3  

 
 
 
 
 
 
 

O 

15 9 53 8 91 5 
16 7 54 10 92 6 
17 7 55 11 93 5 
18 3 56 11 94 6 
19 3 57 11 95 6 
20 7 58 9 96 5 
21 2  59 9 97 6 
22 4  60 10 98 6 
23 2  61 11 99 4 
24 1  62 11 100 6 
25 2  63 11 101 8 
26 3  64 11 102 7 
27 2  65 11 103 7 
28 1  66 11 104 8 
29 2  67 11 105 9 
30 1  68 10 106 11 
31 1  69 9 107 11 
32 1  70 11 108 11 
33 1  71 11 109 11 
34 3  72 11 110 11 
35 2  73 11 111 11 
36 3  74 11 112 6 
37 6  75 11 113 7 
38 1  76 11 ... ... ... 

Tabele 3. Similarity coefficient in word “zero” and found voiced phonemes 
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coefficients, but this time it is because the unvoiced phoneme “r” is found. Grids from 90 to 
113 have greater coefficients what means that another voiced phoneme (o) was found. This 
way, using only similarity coefficients, three voiced phonemes were found. This method 
was used for finding a number of voiced phonemes for digit’s from 0 to 9 records (50 
records for each digit = 500 records). Another example for digit “1” (in Polish “JEDEN”) is 
shown in table 4. 
 

         
Number 
of grid 

Simila-
rity 

coeffi- 
cients 

Phoneme Number 
of grid 

Simila-
rity 

coeffi- 
cients 

Phoneme Number 
of grid 

Simila- 
rity 

coeffi- 
cients 

Phoneme 

         
1 4  

 
J 

25 2  
 

E 
Continu-

ation 

49 8  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

E-N 
 

Continu- 
ation 

2 4 26 5 50 8 
3 4 27 8 51 5 
4 7 28 8 52 7 
5 5 29 7 53 6 
6 6 30 6 54 7 
7 2  31 6 55 7 
8 1  32 1  56 7 
9 1  33 1  57 6 
10 1  34 1  58 6 
11 2  35 1  59 1 
12 1  36 1  60 5 
13 3  37 2  61 7 
14 2  38 1  62 5 
15 2  39 2  63 7 
16 2  40 1  64 8 
17 4  

 
 

E 

41 1  65 10 
18 3 42 1  66 10 
19 6 43 2  67 8 
20 1 44 1  68 7 
21 5 45 4  

 
E-N 

69 6 
22 8 46 4 70 6 
23 8 47 7 71 1 
24 10 48 7 ... ... 

Table 4. Similarity coefficient in word “jeden” and found voiced phonemes 

Here 4 phonemes were recognized (‘D’ phoneme hadn’t basic periods). Two last phonemes 
(E-N) are not divided by the small coefficients so there is a transient zone. As research 
shown such a zones are present if the phoneme last at least 100ms and inside of it there are 
grids with similarity coefficients less than 70% of the maximum similarity in the word, and 
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before, and behind them there are grids with higher than 70% similarity coefficients. 
Another example of digit “8” (in Polish “OSIEM’) is shown in table 5. 
In this case (tab.5) there is one noisy phoneme between voiced phoneme “O” and “E” and 
one break between phonemes “E” and “M”. This break is only 15ms long but it is enough 
(according to the rules mentioned above the break exist if the duration of the grids with less 
than 27% of the maximum similarity coefficients is bigger than 14ms). This record was made 
by the man whose basic periods equal 7,5ms. More details about noisy phoneme finding is 
placed in section 5. 
 
 

         
Number 
of grid 

Simila-
rity 

coeffi- 
cients 

Phoneme Number 
of grid 

Simila-
rity 

coeffi- 
cients 

Phoneme Number 
of grid 

Simila- 
rity 

coeffi- 
cients 

Phoneme 

         
1 3  25 4  

 
 
 
 

Noisy  
Phoneme
(continu-

Ation) 

49 7  
2 3  26 4 50 3 
3 2  27 2 51 1 Break 
4 2  28 1 52 1 
5 3  

 
O 

29 6 53 3  
 
 
 
 
 

M 

6 5 30 2 54 4 
7 5 31 3 55 6 
8 5 32 1 56 2 
9 4 33 2 57 7 

10 3 34 2 58 8 
11 1  

 
 
 
 
 
 

Noisy 
Phoneme

 

35 2 59 4 
12 1 36 1 60 10 
13 2 37 3 61 7 
14 3 38 2 62 8 
15 3 39 2 63 6 
16 5 40 6  

 
 
 

E 

64 5 
17 2 41 6 65 4 
18 2 42 6 66 3 
19 2 43 3 67 4 
20 4 44 4 68 6 
21 2 45 5 69 3 
22 5 46 6 70 3 
23 5 47 7 71 2  
24 5 48 8 ... ...  

Table 5. Similarity coefficient in word “jeden” and found voiced phonemes 

5. A noisy phoneme finding 
As was mentioned in point 4, digits from 3 to 9 spoken in Polish include noisy phonemes. In 
figure 10 there is a time characteristic for digit “3” spoken in Polish by the woman. 
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As the author’s research showed the duration of the noisy phoneme is usually bigger than 
50ms, there are no basic periods inside them and they could be placed in different parts of 
the word once or more times. Figures 11-13 show different possibilities. 
 
 
 

 
Fig. 10. Digit’s three name spoken in Polish be the woman 
 

 
 
 

 
Fig. 11. The word with e noisy phoneme placed at the beginning of the word (digit 4 spoken 
in Polish) 

        A noisy phoneme 

60ms 
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Fig. 12. The word with noisy phoneme placed at the end of the word (digit 5 spoken in 
Polish) 
 

 
Fig. 13. The word with a noisy phonemes placed at the beginning and at the end of the word 
(digit 6 spoken in Polish) 

160ms 

150ms 170ms   130ms 
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Sometimes the noisy phoneme has a very small amplitude that could be mistaken with 
outside noises. (Fig.14) 
 

 
Fig. 14. A word with small amplitude noisy phonemes. 

Another noisy phoneme’s interesting feature is a big number of local extremes placed in 
small distances one after another. Figure 15 shows an enlarged part of the noisy phoneme’s 
time characteristic.  
As is easy to observe (in fig.15)The time between neighbouring extremes is usually less than 
0,5ms. 
 

 
Fig. 15. A big number of local extremes inside the noisy phoneme. 
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6. The automatic digit’s names recognition algorithm 
All features described in the previous units were used for constructing an automatic digit’s 
name recognition algorithm. It was implemented in Delphi software and automatically 
computed all necessary parameters. The complete algorithm is showed in figure 16. At the 
beginning the file with the recorded word should be loaded. Then the signal’s “zero level” is 
found. Next, the local minimums are found and borders of the basic periods are computed. 
Then, the grids with 5×7 cells are automatically fitted to the basic periods. From here the 
binary matrixes are obtained. Next, the similarity coefficients are computed. According to 
them the number of the voiced  and noisy phonemes is calculated. The next step is 
constructing of the word’s phoneme structure. Here the voiced and noisy phonemes are 
placed in the right order, depending on their starting and ending time.  
The received word’s phoneme structure is compared with 9  structures (number of voiced 
phonemes for digit “0” and “2” for Polish is the same). If no one of them is the same, the 
word is treated as “unrecognizable” and the algorithm finishes its work. If the word’s 
structure is the same as one of the 9-s  shown in the table, the respective envelope pattern is 
compared with the recorded signal. Now there are two possibilities. If the envelope pattern 
agrees with the signal envelope the algorithm gives as a result the right digit, if not the word 
is treated as an unrecognized. As is easy to observe the envelope analyses is more important 
for digits “0” and “2” than for the others because of their the same phoneme’s structure. For 
other digits this analyses result makes the recognition process more exact. The rules 
presented in the algorithm could be modified. For example instead of treating the word as 
“unrecognized” the algorithm could calculate the percentage similarity to all possible 
structures. The same could be made for the envelope analyses. Also here the similarity 
calculations are possible. As a result the algorithm always could find the solution but the 
user should be informed if the result is reliable or percentage calculated.   

7. The way of research making 
The envelope analyses was made in some steps. First, the time characteristics for each digit 
and different speakers was reviewed. From here the number of units was obtained. Then 
each unit was described by a minimum duration and amplitude range. Next, for another 
record these two values were tested and corrected in order to achieve properly the units 
number. This method is shown in figure 17. 
In the similar way the number of voiced and unvoiced phonemes was found and corrected. 
After each change which improve the recognition results for any digit the previous digits 
were tested. This way the algorithm was tested for each digit. About 30% of records weren’t 
used for parameter correction because their recognition results were proper from the 
beginning, also sometimes any correction in one parameter improved the recognition results 
for some speakers.    

8. Results of research 
During the author’s research 500 records of digits from 0 to 9 spoken in Polish were used. 
They include men’s, women’s and children’s voices. For all these records the envelope 
patterns were found. As the results show it was possible to find the envelope pattern for 
each digit (10 patterns) which are common for all speakers. Then the new method of the  
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Fig. 16. The automatic speech recognition algorithm (for Polish) 

Loading a file with recorded word

„Zero level” signal computing

Basic periods finding

Grids putting

Writting zeros and ones from grids to matrixes 

 Similarity coefficients computing 

Noisy phonemes finding

Voiced phonemes finding

Constructing word’s phonemes  structure
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                           Y                                                                               N 

 
 
 
 
 
 
 
 
 
 
Fig. 17. The envelope patterns finding 

phonemes recognition was worked out. It allowed to find voiced and noisy phonemes 
inside each word. From here the simplify phonemes structure for each word was obtained. 
At present this algorithm works properly for digits 0-9. In table 6 there are placed the results 
of recognition of author’s system and HMM based system (Wydra, 2007).    
 

   
Parameter Author’s method HMM method 

   
Number of recognizing words 10 20 

Number of speakers  35 30 
Recognition quality for digit “0” 100% 94% 
Recognition quality for digit “1” 100% 98% 
Recognition quality for digit “2” 100% 100% 
Recognition quality for digit “3” 100% 100% 
Recognition quality for digit “4” 100% 100% 
Recognition quality for digit “5” 100% 98% 
Recognition quality for digit “6” 100% 98% 
Recognition quality for digit “7” 100% 96% 
Recognition quality for digit “8” 100% 100% 
Recognition quality for digit “9” 100% 100% 

Table 6. Recognition results for author’s and HMM based system for Polish.  

The number of units finding

Duration for each unit reading 

Amplitude range for each unit reading

Is this the 
last record?  

Finish

Testing and eventually correcting 
duration or amlitude range  

Loading another record 

Is this the 
last record?  
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As  table 6 shows the recognition results of the author’s system are the same or better than 
for HMM based system. Very important is also the fact that the recognition result in the 
author’s system was achieved with lower amount of calculations and without a spectrum 
analyses. It means that it is faster and needs less memory and microprocessors operations, 
so it could be implemented in almost every simple microprocessor system. 

9. Summary 
Presented algorithm works properly for a small amount of word’s systems. For bigger ones 
more parameters should be implemented. The new approach presented here is based on the 
electrical signal image recognition which is a source for all existing speech recognition 
methods. This signal includes all information necessary for reliable speech recognition. The 
main problem is what operation will be done in order to achieve the best recognition results. 
The most popular HMM method is based on the spectral and cepstral analyses which are 
complicated and difficult for implementation in simple processor systems. Here the signal 
processors should be used and conversion the signal from the time to frequency domain 
must be done. As the author’s research showed, for small systems such as dialing a 
telephone number, changing the TV channel, choosing a level in the lift and many others, 
the systems based on the image recognition could be cheaper and more exact.  
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1. Introduction  
During recent years, applications using speech recognition have been developed to aid 
dictation during lectures and to advance voice-prompted car navigation systems. Research 
in speech recognition has been conducted to improve recognition performance and spoken 
document processing (Nakagawa, 2007). However, even with developments in speech 
recognition technology, high recognition performance can be compromised due to noisy 
environments. Standard rate scales, such as CENSREC (Kitaoka et al., 2006) and AURORA 
(Hirsch and Pearce, 2000), are typically used for evaluating speech recognition performance 
in noisy environments and have shown that speech recognition rates are approximately 50–
80% when under the influence of noise, demonstrating the difficulty of achieving high 
recognition percentages. To achieve a high recognition performance, background noise 
should be minimal, and normal speech should be clear, because the system estimates 
recognition using a feature vector from its signal. This signal can be affected by sound 
quality or by an utterance style due to noise in the surrounding environment.  
When the noise level is low, sound quality becomes clear. However, when the noise level is 
high, the speech is buried in the noise, causing a change in the speaker’s utterance style, 
termed the Lombard effect. This change causes the basic frequency to rise because a speaker 
does not hear the feedback sound from the ear. The method of extracting normal speech 
under these complex conditions because environment always changes. Several methods 
have been investigated to extract clear speech under these conditions, such as a noise 
reduction method, the use of a microphone array or a body-conducted signal. Of these, 
noise reduction is most commonly used for retrieving a noisy signal and can extract clear 
speech effectively as long as the background noise is not too high. The microphone array is 
typically combined with noise reduction. Body-conducted speech is a robust signal 
extraction method that differs from the other techniques, because it provides a solid signal 
that propagates through skin and bone. 
Previously, we built a body-conducted speech recognition system to recognize speech in a 
noisy environment (98 dB SPL), specifically in the engine room of Oshima-maru, a training 
ship in Oshima National College of Maritime Technology (Ishimitsu et al., 2004). We found 
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that this system exhibited an average recognition rate of greater than 95 %. However, the 
recognition for body-conducted speech needs the suitable acoustic model to achieve a high 
recognition performance. Here, we aimed to extract a clear signal using body-conducted 
speech and to evaluate its efficacy by signal frequency characteristics and recognition 
performance. Though body-conducted speech gives a robust signal, it does not have a clear 
quality. 
Conventional retrieval methods for body-conducted speech include Modulation Transfer 
Function (MTF), Linear Predictive Coefficients (LPC), direct filtering and the use of a throat 
microphone. However, these methods need the direct input of speech (Tamiya and 
Shimamura, 2006; Vu et al., 2006; Liu et al., 2004; Dupont et al., 2004). Additionally, a 
conventional microphone does not extract speech in a noisy environment. Thus, we 
proposed retrieval methods with only body-conducted speech. 

2. Body-conducted speech 
2.1 Characteristics of body-conducted speech  
Speech is an air-conducted signal and is easy to influence with surrounding noise. In 
contrast, body-conducted speech is a solid propagated signal and is less influenced by noise. 
Figures 1 and 2 demonstrate the word, ”Asahi”, obtained from the database of JEIDA which 
contains 100 local place words (Itahashi, 1991). They were uttered by a 20-year-old male. 
Speech was measured 30 cm from the mouth using a microphone, and body-conducted 
speech was extracted from the upper lip with an accelerator. This microphone position is 
commonly used for a speech input of the car navigation system. The upper lip, as a signal 
extraction position, can provide the best cepstral coefficient characteristic as a feature vector 
for recognition (Ishimitsu et al., 2004). The signals were recorded at 16 kHz and 16 bits. 
Table 1 shows the recording environments used in this research. Speech generally provides 
a clear signal; however, body-conducted speech is not always clear because it lacks a high 
frequency component (2 kHz or more). Thus, the recognition performance can be low when 
its signal is used for the recognition directory. 
 
 

Recorder TEAC RD-200T 

Microphone Ono Sokki MI-1431 

Microphone 
amplifier Ono Sokki SR-2200 

Microphone position 30cm (Between mouth and 
microphone) 

Accelerator Ono Sokki NP-2110 

Accelerator amplifier Ono Sokki PS-602 

Accelerator position Upper lip 

Table 1. Recoding environments 
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Fig. 1. Speech                                                      Fig. 2. Body-conducted speech 

2.2 Differential acceleration 
Because body conducted speech does not exhibit a high frequency component, conventional 
retrieval techniques may also be needed to extract clear speech. However, speech is not well 
measured with a microphone in noisy environments. Therefore, we aimed to investigate the 
signal retrieval from body-conducted speech itself. To improve the sound quality, we 
focused on a high frequency component of 2 kHz or more, however this signal has little gain 
and includes an effective frequency. Subsequently, we developed for a novel signal retrieval 
method using differential acceleration calculated from the difference of body-conducted 
speech in each sample. Even with the changing of sampling frequency and speaker, it was 
not necessary to design a new filter because the proposed technique allowed signal retrieval 
with only differential procedure. 
Figure 3 shows the differential acceleration signal estimated from Figure 2. Figure 3 
becomes a emphasized signal however the stationary noise was included. For this reason, 
differential acceleration involving a retrieval signal introduces conventional noise reduction 
(Gong, 1995). To obtain a signal that approximates natural speech and includes effective 
frequencies components, conventional noise reduction techniques were employed for the 
differential acceleration. 

3. Noise reduction for differential acceleration 
3.1 Spectral subtraction method 
The spectral subtraction method subtracts the spectrum of the noise sections from the 
average of spectrum of the noisy signal (Gong, 1995). Equations (1) and (2) describe this 
method. 

 ( ) ( ) ( )x i s i n i= +  (1) 

 ( ) arg ( )( ) ( ) ( ) exp j XS X N ωω ω ω= −  (2) 

It is assumed that differential acceleration ( )x i  consists of the speech signal ( )s i  and the 
noise signal ( )n i . An estimated spectrum ( )S ω  can be obtained using the spectral 
subtraction method from Equation (2). The phase information on the input signal spectrum, 
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( )X ω , is represented by arg ( )X ω . Figure 4 shows the results from the spectral subtraction 
method when the filtering was repeated seven times with a setting frame width of 128 
samples. The stationary noise is not removed completely. The characteristics of the high 
frequency component cannot be fully recovered because musical noise is produced in the 
signal (Nomura et al., 2006; Yamashita et al., 2005). So we concluded that it was difficult to 
recover frequency characteristics with this method. 

3.2 Wiener filtering method 
The Wiener filtering method is a technique which estimates a speech spectrum envelope 
from noisy speech (Li and O’Shaughnessy, 2003). The speech spectral envelope is estimated 
using linear prediction coefficients to obtain a clear signal that nears the frequency 
component of speech. The following equation describes the Wiener filtering method. 

 
( )

( )
( ) ( )

Speech
Estimate

Speech Noise

H
H

H H

ω
ω

ω ω
=

+
 (3) 

The estimated signal spectrum, ( )EstimateH ω , is calculated from the noisy speech, ( )SpeechH ω , 
and noise spectrum, ( )NoiseH ω . ( )EstimateH ω  is expressed as a transfer function that converts 
a noisy signal to a clear signal. To estimate ( )EstimateH ω , autocorrelation functions and linear 
prediction coefficients by the Levinson Durbin algorithm are required (Durbin, 1960). Noise 
spectrum, ( )NoiseH ω , is then estimated by autocorrelation functions and is used as a noise 
signal in differential acceleration. Figure 5 shows the result of each signal when the 
coefficient of both linear prediction coefficients and autocorrelation functions were equal to 
1, frame width was 764 sample, and repetition was three times.  
To estimate ( )SpeechH ω  and ( )NoiseH ω , the number of the linear prediction coefficients and 
autocorrelation function used the same number because this setting allows us to solve the 
problem simply and easily. The number of coefficients was changed from 1 to 32, the frame 
width was changed from 128 to 4,096, and the number of repetitions was also changed from 
1 to 5. The best results were obtained using the conditions shown in Figure 5. We confirmed 
the recovery of frequency components at 2 kHz or more when using the Wiener filtering 
method, and musical noise was not found. Next, we compared the signal difference using 
spectrograms. The experimental results showed that the Wiener filtering method was 
suitable for differential acceleration. 

4. Improvement using a combination between the proposed method and 
conventional method 
We attempted to extract a clear signal using a combination of differential acceleration and 
the Wiener filtering method. We next evaluated the combination of the proposed method 
with various conventional methods including the cross spectrum method and the adaptive 
filter method. These results are shown in the following sub-sections. 

4.1 Cross spectrum method 
The cross spectrum method (Morise et al., 2007) was introduced using the auto spectrum of 
body-conducted speech, ( )BCSH ω , and the cross spectrum between normal speech and 
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body-conducted speech, ( )Speech BCSH ω− . To estimate the retrieval signal, ( )
EstimateBCSH ω , the 

following equation was used. 

 
( )

( )
( )Estimate

Speech BCS
BCS

BCS

H
H

H

ω
ω

ω
−=  (4) 

Figure 6 shows the retrieval signal using a transfer function in a word estimated by the cross 
spectrum method. Sufficient recovery of the frequency characteristic was not observed when 
processed by the cross spectrum method. Since a transfer function is estimated by the signal 
in a word that contains two or more phonemes and syllables, it is difficult to retrieve sound 
quality. However, it is possible to improve sound quality using a transfer function for sub-
word, because sub-word is a minimum unit of uttered speech (Ishimitsu et al., 2007). 
 

 
Fig. 3. Differential acceleration                      Fig. 4. Spectral subtraction method 

 
Fig. 5. Wiener filtering method                        Fig. 6. Cross spectrum method 
 

 
Fig. 7. LMS algorithm 
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Fig. 8. Adaptive filter for word unit               Fig. 9. Adaptive filter for sub-word unit 

4.2 Adaptive filter method for word unit 
In previous research (Ishimitsu et al., 2004), the adaptive filter method (Haykin, 1996) was 
not enough to recover a sufficient frequency characteristic when body-conducted speech 
was used as a reference signal. The result in previous research is not improved the 
frequency characteristic because bodyconducted speech is low quality (Ishimitsu et al., 
2004). However, since a retrieval signal using differential acceleration is clear, the estimation 
of clearest signal can be expected by using the retrieval signal and adaptive filter (Haykin, 
1996). The updated filter method is shown in the following equation and in Figure 7.  

 ( 1) ( ) ( ) ( )w n w n e n x nμ+ = + ⋅ ⋅  (5) 

where, ( 1)w n +  is new filter, μ  is the convergence coefficient, and n  is time index, 
respectively. Output signal ( )y n  is provided by input signal ( )x n  and current filter ( )w n . 
And then, error signal ( )e n  is calculated from the difference between the input signal and 
the output signal. By using an error signal, the system can be used to estimate a new filter 
part using Equation 5. Figure 8 shows the retrieval signal using an adaptive filter when the 
convergence coefficient was set to 0.01, and the filter length of taps was 16,384. 
Subsequently, the coefficients of the final stage of updated adaptive filter were used. Thus, a 
clear signal was produced using an adaptive filter. Moreover, the formant was not observed 
in the retrieval signal with the cross spectrum method. And it was also confirmed in the 
spectrogram. 

4.3 Adaptive filter method for sub-word unit 
The result of previous sub-section confirmed the efficacy of the proposed method. Next, we 
proposed the use of an adaptive filter using a sub-word unit. Previously, we constructed the 
speech support system that used a transfer function for sub-word to create a clear speech 
from body-conducted speech (Ishimitsu et al., 2007). Thus, the sound quality was improved 
by a transfer function for a sub-word. 
Consequently, we experimented whether supervised speech recognition could be achieved 
by this system. The proposed system would be able to estimate the boundary of a sub-word 
or a word using the recognition decoder. The continuous sub-word unit recognition decoder 
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is made by Julian that is the Large vocabulary continuous speech recognition system 
(Kawahara et al., 1999; Lee et al., 2001). Our subjects are Japanese, so we choose the Mora 
unit as a sub-word. The Mora unit is constructed of a vowel or consonant and a vowel. 
There is a problem in length of sample because the length of an adaptive filter for a sub-
word is very short. So adaptive filter for sub-word unit could not be estimated by 
conventional methods. As a result, the adaptive filter for sub-word unit is required the long 
sample. The input signal can be a long sample using following equation. 

 x iN=  (6) 

where x  is the length of long sample; i  is the number of each sub-word sample, and N  is 
the number of connection. Figure 9 shows the results of using a adaptive filter for a sub-
word. A convergence coefficient of 0.3 and number of connection of 6 times were used. It 
was possible to recover the high frequency components and the formant frequencies. 
Additionally, since an impulsive noise was mixed at the boundary of each sub-word, the 
calculated results always include the errors. The adaptive filter for word unit compared 
with the adaptive filter for sub-word unit, so we decided that the adaptive filter for word 
unit is suitable for retrieval signal with differential acceleration. 

5. Investigation of characteristics difference 
To evaluate the efficacy of the retrieval signals, the following signals were compared with 
speech: 
• Body-conducted speech (BCS) 
• Differential acceleration with the spectral subtraction method (SS) 
• Differential acceleration with the Wiener filtering (Wiener) 
• Retrieval signal with Wiener filtering and the cross spectrum method (Cross) 
• Retrieval signal with Wiener filtering and the adaptive filter for word (Adaptive 1) 
• Retrieval signal with Wiener filtering and the adaptive filter for sub-word (Adaptive 2) 
Figure 10 shows the difference between speech and body-conducted speech using a time-
frequency representation. Figure 11 shows the difference between speech and the signal 
retrieves by the spectral subtraction method, and Figure 12 represents the difference 
between speech and the signal retrieves using Wiener filtering. As shown in Figure 10, there 
was a large difference between speech and body-conducted speech, including the formant 
frequencies greater than 2 kHz. However, body-conducted speech had no formant 
frequencies which are characteristic of the Japanese vowels. Comparing Figures 11 and 12, 
there was little difference in the frequency component. Particularly, as shown in Figure 12, 
the difference of formant frequencies was minimal. Wiener filtering was used to calculate 
the linear predictive coefficients, and the stationary noise was then reduced. This technique 
worked effectively because the predictive coefficients provided suitable parameters in each 
retrieval phase. Therefore, we concluded that the most suitable noise reduction method was 
Wiener filtering combined with differential acceleration. 
Figures 13, 14 and 15 demonstrate the differences between speech and each retrieval signal 
that was used in combination with a conventional method. These include the retrieval 
signals obtained using differential acceleration calculated from the cross spectrum method 
or an adaptive filter for a word or for a sub-word. Each figure was compared with its 
original signal obtained with Wiener filtering. In the lower range of 1.5 kHz, there is a large 
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difference in spectrograms between speech and retrieval signal with cross spectrum method. 
The difference was similarly extended in Figure 15. The retrieval signal calculated from the 
adaptive filter for a sub-word could not extract a clear signal from the body-conducted 
speech because the number of samples was reduced in each sub-word duration. However, 
there was a marginal difference of spectrograms in all frequencies of Figure 14. Therefore, 
the adaptive filter for a word was confirmed as the most suitable retrieval method when it 
was combined with retrieval signal of differential acceleration. 

 
Fig. 10. Difference of BCS                                  Fig. 11. Difference of SS 

 
Fig. 12. Difference of Wiener  filtering            Fig. 13. Difference of Cross spectrum 

 
Fig. 14. Difference of Adaptive 1                     Fig. 15. Difference of Adaptive 2 
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6. Recognition experiment 
Next, we evaluated the performance of the proposed method with an isolated word 
recognition experiment. In previous research, we constructed the body-conducted speech 
recognition system, which could perform in noisy environments, specifically in the engine 
room of a training ship (Ishimitsu et al., 2004). Here, to obtain a high recognition 
performance, the acoustic model needed to re-estimate the parameter using body-conducted 
speech. Because it is possible to estimate a speech from body-conducted speech, it expects 
that the retrieval signal can be directory used to speech recognition. The recognition 
performance can be improved when its signal becomes a clear speech. Therefore, to perform 
an objective experiment with statistical analysis, the recognition rate of isolated word 
recognition was evaluated using an acoustic model for unspecified speakers built with a 
speech. Generally, a subjective listening experiment is often used to evaluate the sound 
quality however it needs many people and much data as a admitting result. 
Speech recognition was matched with the feature vector of each signal. The model 
parameters were able to approximate a natural speech when the recognition rate compared 
with body-conducted speech to each retrieval signal. Additionally, because HMM is an 
acoustic model that evaluates each feature vector using the output of a multi-dimensional 
normal distribution, it can be evaluated statistically. Thus, HMM can confirm whether the 
speech nearness characteristic is acquired at the feature parameter level by comparing word 
recognition rates.  
Table 2 shows the experimental environments for isolated word recognition. The 
recognition decoder, Julius (Kawahara et al., 1999; Lee et al., 2001), was used in this 
experiment. Because Julius is a decoder for large vocabulary continuous speech recognition, 
it can be changed into isolated word recognition. Thus, it became possible to recognize 
words without a language model. JEIDA 100 local place words were used as candidates for 
word recognition (Itahashi, 1991). The words consisted of a database of Japanese place 
names after consideration of phoneme balance. The acoustic model was the context-
dependent type tri-phone model in a word for unspecified speakers. The differential 
acceleration was processed with the parameter used in the previous chapter. The candidates 
for recognition in this experiment included each of the following signals: 
• Speech : Speech 
• BCS : Body-conducted speech 
• ret. BCS : Retrieval signal with Wiener filtering 
The body-conducted speech was compared with the retrieval signal from the recognition 
experiment. It was expected that the recognition performance would improve if the signal 
approximated natural speech from the body-conducted speech. Tables 3 - 5 show the 
recognition rate in each speaker. And Table 6 shows the average of all speakers. There was 
an improvement of 3 - 9 % in Speakers B and C but little improvement in Speaker A. About 
5 % of the improvement was obtained through average of the recognition rate. From Table 6, 
the retrieval signals with differential acceleration become clear signals compare to original 
body-conducted speeches. Using an adaptation technique to estimate the new parameter in 
an acoustic model, the recognition performance increased to greater than 95 %. Here, we 
focused on the investigation of the signal retrieval, so the feature vectors in the acoustic 
models did not need new parameters in this experiment. Though the improvement was 
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marginal, this result demonstrated the effectiveness for signal retrieval without speech. We 
expect that these recognition rates can be greatly improved by fine-tuning parameters for 
each speaker using an adaptation technique. 
 

Speaker two 20 and one 37 years old male 
Number of data sets 100 words × 3 set/person 

Vocabulary JEIDA 100 local place names 
Recognition system Julius-3.4 

Acoustic model gender dependent triphone model 
Model conditions 16 mixture gaussian, clustered 3000 states 
Feature vectors MFCC(12)+ΔMFCC(12)+ΔPow(1)=25 dim. 

Training condition 20,000 sample and more (Itou et al., 1999), 
HTK 2.0 (Young et al.,2000) 

Table 2. Experimental environments 
 

Signal type Set 1 Set 2 Set 3 Average 
Speech 90% 90% 91% 90.3% 

BCS 63% 56% 61% 60.0% 
ret. BCS 62% 57% 63% 60.7% 

Table 3. Speaker A (20 years old male) 
 

Signal type Set 1 Set 2 Set 3 Average 
Speech 93% 94% 92% 93.0% 

BCS 53% 50% 48% 50.3% 
ret. BCS 63% 57% 58% 59.3% 

Table 4. Speaker B (20 years old male) 

 
Signal type Set 1 Set 2 Set 3 Average 

Speech 92% 94% 92% 92.7% 
BCS 60% 68% 61% 63.0% 

ret. BCS 65% 68% 65% 66.0% 

Table 5. Speaker C (37 years old male) 
 

 Signal type Average 
Speech 92.0% 

BCS 57.8% 
ret. BCS 62.0% 

Table 6. Recognition results of all speakers 
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7. Investigation of body-conducted speech in a noisy environment 
7.1 Signal recording in a noisy environment 
In order to acquire, a noisy environment, we used the engine room of the ’Oshima-maru’ 
training ship from the Oshima National College of Technology, Japan. Noise within the 
engine room, under the two conditions of anchorage and cruising, were 93 and 98 dB SPL, 
respectively, and the SNR measurements from microphone. There was –20 and –25 dB SNR, 
respectively. The signals of 100 words, from the database of JEIDA were read three times in 
each environment by three males aged 20, 20 and 37 years old. For body-conducted speech 
extraction, measurements were taken from the upper lip. In this study, we experimented 
under anchorage condition to estimate retrieval signals. 
Figures 16 and 17 demonstrate the word ”Ageo” that was obtained from the database of 
JEIDA. Figures 16 and 17 exhibit speech and body-conducted speech signals from the engine 
room of the Oshima-maru. Because body-conducted speech is a structure bone sound, it is 
less influenced by noise than normal speech. Unlike body-conducted speech, normal speech 
signals do not detect the utterance of speakers. Comparing Figures 2 and 17, there was little 
difference of frequency characteristic between quiet and noisy environment, so it expects 
that the proposed method for signal retrieval can apply to the signal in noisy environment. 
 

 
Fig. 16. Speech in noise                                  Fig. 17. Body-conducted speech in noise 

7.2 Differential acceleration in a noisy environment 
The signals can be a clear with same setting of signal retrieval in quiet room with proposed 
method. Difference in signals characteristics between speech and body-conducted speech 
are little because that reason is shown a difference of Figures 2 and 17. Thus, we also 
estimate the differential acceleration directory which the difference between the signals is 
calculated. Figure 18 shows the differential acceleration estimated from Figure 17. Body-
conducted speech was extracted with an accelerator from the noisy environment. The signal 
level in each frequency is low compares to signal in quiet environment. Therefore, 
differential acceleration in the noisy environment exhibited a clearer signal compared with 
that extracted in the quiet environment. 

7.3 Signal retrieval for body-conducted speech in a noisy environment 
The signal characteristic of body-conducted speech in a noisy environment is not affected by 
noise; however, the basic frequency of the signal rises by the Lombard effect. Generally, 
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since the decoder only uses spectral envelopes as recognition parameters, the problem is a 
matter of no importance. 
Figures 19, 20 and 21 show the retrieval signals using the proposed methods that differ in 
the number of Wiener filtering repetitions. The signals exhibited frequency characteristics of 
2 kHz and more. The estimated signal rejected stationary noise from the differential 
acceleration completely. The effect of repetitions was also clearly observable. We found that 
three repetitions allowed stationary noise to be completely reduced. In this study, parameter 
settings in Wiener filtering were the same as for a quiet room because difference in signal 
characteristic between quiet and noise is little. From Figure 21, we expect that performance 
of speech recognition can also be improved. 

8. Decoding algorithm for differential acceleration 
8.1 Problem of recognition for differential acceleration 
The differential acceleration exhibited a distorted signal when a consonant was present. 
Consonants were removed together with the stationary noise because its signal level is low. 
However, the signal levels of vowels are high because of the formant frequencies. Thus, 
vowels were kept intact. The stationary noise level changed according to the environment of 
 

 
Fig. 18. Differential acceleration in noise   Fig. 19. Retrieval signal with Wiener 1 

 

 
Fig. 20. Retrieval signal with Wiener 2       Fig. 21. Retrieval signal with Wiener 3 
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the recording signal, so the number of the suitable repetitions should be selected 
appropriately for recognition with the proposed retrieval method and noise environment. 
The recognition performance decreases if the repetitions are not sufficient when the 
stationary noise level is changed.  
To solve the problem, we have to invent decision method for number of repetition in Wiener 
filtering. Then, we focused on the recognition system that calculates the likelihood between 
signal and model in recognition parameter. The algorithm chooses the clearest signal 
because it is appeared a highest likelihood from the recognition decoder. So we apply this 
idea to the decoding algorithm for differential acceleration. 

8.2 Fundamental speech recognition 
The fundamental speech recognition is described as follows briefly (Rabiner, 1993). Speech 
were recorded with a microphone and sampled at 16 kHz and 16 bits. As part of the 
recognition parameters, speech data were converted to the feature vectors as cepstrum 
coefficients. Speech recognition systems often use cepstrum techniques that consist of LPC 
and melfrequency cepstral coefficients (MFCCs) (Davis and Mermelstein, 1980). MFCCs 
were used in 12 dimensions computed every 10 ms. The differences in coefficients (ΔMFCC) 
and power (ΔLogPow) were also incorporated into the feature vectors. Thus, the feature 
vectors in each frame consisted of 25 (= 12 + 12 + 1) variables. The recognition system then 
uses these parameters to discriminate sub-word or word unit candidates. Each sub-word or 
word unit model consists of hidden Markov models (HMM) (Rabiner, 1993), which have 
transition probability and output probability distributions. A neural network (NN) is also 
used in speech recognition previously. However ANN is applied to other application 
(Rivara et al., 2009), speech recognition systems uses only HMM recently. Usually, the 
HMM’s state transitions are in a left-to-right model, and the initial and final states are 
limited. This system calculates the likelihood (nearness of each acoustic model to an input 
parameter) using feature vectors and HMM. From the highest likelihood, the system can 
determine the candidate word/sub-word HMM. Generally, likelihood of acoustic models is 
computed with Viterbi algorithms. This recognition system includes dictionary and acoustic 
models, however no language models. The dictionary indicates the sub-word sequence for a 
word, because a word consists of the sub-word unit acoustic model. Equation (6) shows the 
fundamental formulation of this isolated word/sub-word recognition. 

 ˆ arg max ( | )
w W

w P X w
∈

=  (6) 

In equation (6), ŵ is an estimated candidate, W is set of all candidates, w represents each 
candidate in W , and 1 2, , , nX x x x=  are feature vectors. ( | )P X w  is likelihood from the 
acoustic model. Generally, the acoustic model represents the sub-word or word unit. The 
system determines the estimated candidate by the likelihood from each HMM. 

8.3 Proposed algorithm 
To avoid decreasing of the recognition performance, the decoder algorithm was improved 
for signal retrieval using differential acceleration. The proposed algorithm using differential 
acceleration is shown in Figure 22 and represents three input signals. First, the speaker 
uttered a word, and its signal was then extracted with the accelerator. Thus, the signals 

1 2, , , NX X X  were performed for speech recognitions as input signals. The signals of 



 
Speech Technologies 

 

356 

Figure 22 represent original body-conducted speech, differential acceleration and retrieval 
signals using Wiener filtering. This experiment focused on the body-conducted speech 
recognition in a noisy environment, so the speech signal is removed in this experiment. 
Although the recognition performance is improve that its decoder combines speech as input 
signal when the noise level is low. Equation (7) was applied for speech recognition with 
signals of differential acceleration. 

 arg max ( | )i i
w W

w P X w
∈

=  (7) 

The recognition decoders give the recognition results that are the candidates of 
words 1 2, , , Nw w w . The parameters of the frame lengths and acoustic scores differ in scale 
for each signal because Wiener filtering causes a problem in sample length. To compare the 
acoustic scores, it was necessary to regulate the number of samples. The regulated acoustic 
score was calculated by the acoustic score and flame length. With equation (8), each score 
was compared and then the decoder determined the final candidate using the regulated 
acoustic scores. 

 
1, ,

( | )arg max i
final

w W ii N

P X w
w

l∈
=

⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭

 (8) 

8.4 Experimental setup 
Finally, we evaluated the signal retrieval from body-conducted speech in a noisy 
environment with conventional decoding and the decoding algorithm for differential 
acceleration. The following signals and decoding algorithms were performed in this 
experiment:  
• BCS: body-conducted speech 
• Diff. Acc.: differential acceleration of BCS 
• Wiener 1: differential acceleration using Wiener filtering that is repeated one time 
• Wiener 2: differential acceleration using Wiener filtering that is repeated two times 
• Wiener 3: differential acceleration using Wiener filtering that is repeated three times 
• Max: the decoding algorithm for differential acceleration using regulated acoustic 

scores from the retrieval signals and body-conducted speech. 
To evaluate the performance of signal retrieval using differential acceleration, the Julian 
(Kawahara et al., 1999; Lee et al., 2001), the Japanese speech recognition system that consists 
of grammar and an acoustic model, was used as the recognition decoder. The experimental 
environments are shown Table 2. 
The improvement efficacy was evaluated by the following measurements: 

 100 [%]Correct = ×
Correct  words

Rercognition  words
 (9) 

 100 
100

[%]= ×
Correct  rate B - Correct  rate ARelative  Improvement

- Correct  rate  A
 (10) 

Equation (9) is a word correct rate, which calculates a result whether the word is recognized 
or not. Equation (10) is relative improvement, depicting major improvements above base 
line levels. 
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8.5 Recognition results 
Retrieval signals with Wiener filtering exhibited marginal improvement with a decrease in 
recognition because the algorithm rejects a stationary noise and consonant frequency. This 
problem is described in Section 8.1. We speculated that the noise reduction made improved 
the recognition performance when the stationary noise level was louder. Clear body-
conducted speech retrieval using differential acceleration is not always associated with 
noisy environment, because the environment often varies according to factors such as the 
speaker, equipment. Tables 7–9 are shown the recognition results of each speaker. And 
Table 10 is the result of average of all speakers. The meaning of each data is described in 
Section 5. In all speakers, the recognition performances are improved on ‘Diff. Acc.’ and 
‘Max’ however Wiener’s results are little improvement. ‘Diff. Acc.’ becomes a clear signal in 
this experiment because it does not produce a stationary noise from differential acceleration. 
And ‘Max’ is worked on the recognition experiment correctly, so it is proven by Table 10 
that the effectiveness of the combination method using retrieval method of signal and its 
decoding algorithm. So, the recognition performances are improved about 3–4% in word 
correct rate and about 10–19% in relative improvement. 
 
 

 
Fig. 22. Decoding algorithm for differential acceleration 

 
  Set 1 Set 2 Set 3 Average RI 

BCS 72% 67% 75% 71.3% - 
Diff. Acc. 76% 74% 80% 76.7% 18.6% 
Wiener 1 65% 69% 80% 71.3% 0.0% 
Wiener 2 70% 71% 79% 73.3% 7.0% 
Wiener 3 60% 74% 81% 71.7% 1.2% 

Max 76% 71% 80% 75.7% 15.1% 

Table 7. Recognition results of Speaker A in noisy environment 
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  Set 1 Set 2 Set 3 Average RI 
BCS 70% 71% 71% 70.7% - 

Diff. Acc. 71% 72% 77% 73.3% 9.1% 
Wiener 1 67% 65% 72% 68.0% -9.1% 
Wiener 2 68% 65% 70% 67.7% -10.2% 
Wiener 3 72% 67% 72% 70.3% -1.1% 

Max 72% 72% 77% 73.7% 10.2% 

Table 8. Recognition results of Speaker B in noisy environment 
 

  Set 1 Set 2 Set 3 Average RI 
BCS 84% 76% 75% 78.3% - 

Diff. Acc. 86% 79% 79% 81.3% 13.8% 
Wiener 1 87% 74% 76% 79.0% 3.1% 
Wiener 2 88% 69% 77% 78.0% -1.5% 
Wiener 3 86% 74% 77% 79.0% 3.1% 

Max 86% 74% 77% 79.0% 3.1% 

Table 9. Recognition results of Speaker C in noisy environment 
 

Average RI 
BCS 73.4% - 

Diff. Acc. 77.1% 13.8% 
Wiener 1 72.8% -2.5% 
Wiener 2 73.0% -1.7% 
Wiener 3 73.7% 0.8% 

Max 76.1% 10.0% 

Table 10. Recognition results of all speakers in noisy environment 

9. Conclusions and future work 
Here, we investigated a signal retrieval from body-conducted speech using differential 
acceleration combined with conventional noise reduction methods. Specifically, differential 
acceleration was used to emphasize the high frequency component of body-conducted 
speech. Additionally, this method is little cost in calculation. Although the differential 
acceleration of body-conducted speech became a retrieval signal when stationary noise was 
present. Thus, it was possible to remove noise effectively using conventional noise reduction 
methods i.e. spectral subtraction or Wiener filtering. From the experimental results, the 
Wiener filtering method proved to be a suitable noise reduction method for differential 
acceleration, as evidenced by the difference between normal speech and each retrieval 
signal. So, this method can be used to estimate a clear speech using only body-conducted 
speech. Thereafter, we combined the proposed method and conventional signal retrieval 



 
Improvement of Sound Quality on the Body Conducted Speech Using Differential Acceleration   

 

359 

methods to make a clear signal. Combined methods using an adaptive filter for a word, its 
effectiveness is shown the results in the difference of spectrograms between each signal and 
speech. Thus, it appears that the proposed method was effective when pre-processing for 
the conventional signal retrieval techniques existed. The recognition experiment using the 
differential acceleration followed by the Wiener filtering method, demonstrated the efficacy 
of differential acceleration that the recognition performance improved 3 - 5 % in isolated 
word recognition. These results suggest that the retrieval signal approximated natural 
speech. So we concluded that the proposed method was able to estimate clear speech from 
body-conducted speech in quiet room. 
As a next step of the proposed method, we applied the noise reduction methods to body-
conducted speech in a noisy environment. From the experimental results, the Wiener 
filtering method proved to be a suitable noise reduction method for differential acceleration 
as evidenced by comparing spectrograms with normal speech and each retrieval signal in a 
noisy environment. To decide the suitable number of repetitions on Wiener filtering, we 
proposed a decoding algorithm that was used to regulate the acoustic scores. From the 
recognition experiments, the differential acceleration signals exhibited the most 
improvement, and the proposed algorithms improved when compared with base-line body-
conducted speech signals. Furthermore, the system does not depend on the environments 
and speakers because the system chose the highest likelihood from the signals.  
As a future works, we will be examined as a pre-processing for the speech support system 
using body-conducted speech for disorders that converts a clear speech from body-
conducted speech of disorders (Ishimitsu and Nakayama, 2009). And, the signal retrieval 
using differential acceleration is applied to body-conducted speech in noisy environments.  
Furthermore, we will also construct the microphone using body-conducted speech and 
differential acceleration for noise environment. 
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1. Introduction 

Hearing, as a complex function, requires perfect cochlea and auditory pathways and any 

interference in this system may compromise its performance. Hearing aids have made great 

advances in hearing rehabilitation. However, audiology professionals still face failures, 

usually related to speech discrimination. This is a common situation in sloping 

sensorineural hearing loss, which is often associated with marked difficulties in word 

recognition, especially in detection and discrimination of fricative phonemes, even using 

hearing aids. 

There is a consensus that the main difficulty related to hearing loss refers to communication, 

with the loss in the ability of speech discrimination and recognition. However, the increase 

on acoustic information available through hearing aids does not always provide the 

complete restoration of these abilities. Some patients present little or no benefit with 

amplification, particularly those with severe high frequencies hearing loss. Several studies 

demonstrate the contribution of high frequencies on speech intelligibility. Consequently, the 

sloping sensorineural hearing loss is related to the difficulty in understanding speech, even 

with the use of hearing aids. 

Hearing loss is more common for high–frequency and mid–frequency sounds (1 to 3 kHz) 

than for low–frequency. Frequently, there are only small losses at low frequencies (below 1 

kHz) but almost absolute deafness above 1.5 or 2 kHz. A considerable percentage of the 

hearing impaired with moderate/severe hearing loss has audiograms where the losses are 

profound for high frequencies, severe for medium frequencies and mild or moderate for low 

frequencies. 

Such problems lead researchers to lower the spectrum of speech in order to match the 

residual low–frequency hearing of listeners with high–frequency impairments. For these 

patients, lowering the high–frequency speech spectrum to the frequencies where the losses 

are mild or moderate could be a good processing tool to be added in the implementation of 

a digital hearing aid device. In this section we will provide a brief review of frequency 
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transposition and frequency compression algorithms developed for hearing aid users along 

the past three decades. 

Given the difficulties encountered on amplification of high frequencies, frequency lowering 

has been suggested by some authors in an attempt to provide speech cues contained in high 

frequencies (Hicks et al., 1981; Reed et al., 1983; Reed et al., 1985). 

Speech playback at a slower sampling rate and reduction of zero-crossing rate are some of 

the frequency lowering methods that were used in surveys conducted before the eighties, as 

reported by Hicks et al. (1981). All these methods involve signal distortion, more or less 

noticeable, usually dependent on the degree of spectral change. Such schemes perceptually 

modify important speech characteristics such as rhythmic and time patterns, psychophysical 

frequency (pitch) sensation, and duration of segmental elements. In their paper (Hicks et al., 

1981), authors presented a remarkable investigation on frequency lowering. Their technique 

involves monotonic compression of short-time spectrum, without pitch alteration, while 

avoiding some problems observed in other methods. 

Reed et al. (1983) conducted an experimental study to evaluate human speech recognition, 

using linear and nonlinear frequency compression, according to the method proposed by 

Hicks et al. (1981). Initially, the study was conducted with six normal hearing individuals, 

performing consonant discrimination experiments on these normal listeners and results 

were compared with the control condition, using low-pass filtering. They have observed 

that Hick’s frequency lowering scheme presented better performance for fricative and 

affricate sounds if compared with low pass filtering to an equivalent bandwidth. On the 

other hand, the performance of the low pass filtering was better for vowels, semivowels and 

nasal sounds. For plosive sounds, both methods have shown similar results.  In general, the 

performance on the best frequency–lowering conditions was almost the same to that 

obtained on low pass filtering to an equivalent bandwidth. 

Subsequently, in another study (Reed et al., 1985) authors applied the frequency 

compression test in individuals with mild to severe hearing loss and sloping audiograms. 

Non-linear frequency compression was used and results were compared with conventional 

sound amplification. They reported that frequency compression was not beneficial in any 

condition. 

Turner and Hurtig (1999) commented that the frequency region where the hearing loss 

occurs, as well as its extent, are determining factors in word discrimination. In general, 

hearing loss exceeding 60 dB HL at frequencies above 2-3 kHz causes a reduction in speech 

discrimination. Therefore, they believe that the perception of high frequencies speech cues 

can be improved by changing the high frequency components to low-frequency regions, 

since the hearing sensitivity in these regions is greater than 60 dB HL. 

The authors hypothesized that, in hearing loss above 60 dB HL for high frequency sounds, 

the auditory system loses the ability to discriminate the articulation point, as this 

information is contained in higher frequencies (above 1 kHz) of the speech spectrum. Thus, 

they suggest that only patients with hearing loss at frequencies above 2 kHz and hearing 

thresholds better than 60 dB HL in the frequencies below 2 kHz have the potential to benefit 

from frequency compression. 

McDermott and Dean (2000) evaluated speech recognition in individuals with sloping 

hearing loss whose tone thresholds at low frequencies were better than 30 dB HL, while in 

medium and high frequencies presented profound hearing loss. Twenty six subjects were 
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evaluated through a task of speech recognition in noise, in free-field at 65 dB A, with the 

signal/noise ratio of 6 dB. Upon testing, subjects were not using their hearing aids. The 

results were similar to those obtained in a previous experiment - which used the same 

speech material and procedures - performed with normal hearing individuals with a 

hearing loss simulation using similar low-pass filters and cutoff frequencies. The authors 

affirmed that using normal hearing subjects on this type of experiment is advantageous 

because it ensures that evaluation of the algorithm is not influenced by other factors 

associated with sensorineural hearing loss. 
Simpson et al. (2005) developed a frequency compression algorithm for hearing aids. They 
used a nonlinear compression method, increasing progressively the compression ratio for 
high frequency sounds. To evaluate the algorithm, they conducted a study on recognition of 
monosyllabic words in quiet, with 17 hearing aids users with moderate to severe sloping 
sensorineural hearing loss. Their objective was to compare phoneme recognition using 
conventional hearing aids and those with the frequency compression algorithm embedded. 
Of the 17 participating subjects, eight had improvement in recognition of phonemes using 
frequency compression; eight showed no differences regarding the amplification used and 
one subject presented significantly lower performance with the algorithm. Fricative sounds 
were the most favoured by frequency compression. 

Using the same algorithm developed in their earlier studies, authors (Simpson et al., 2006) 

studied frequency compression in seven individuals with hearing loss suggestive of 

cochlear dead regions, defined as regions in the cochlea that have no inner hair cells or 

adjacent functional neurons (Moore et al., 2000). In general, performance in the task of 

speech in quiet with conventional amplification was similar to performance with frequency 

compression. The authors commented that it is possible that frequency compression has 

brought benefits in the discrimination of some phonemes and detriment of others, so the 

final score did not change. For example, fricative phonemes /ʃ/ and /ʒ/ were more 

correctly identified by frequency compression than by conventional amplification. On the 

other hand, recognition of phoneme /s/ was reduced. Fricatives /ʃ/, /z/ and /v/ were the 

most selected when frequency compression was used. 
Kuk (2007) gave a brief discussion about benefits and applicability of frequency 
transposition. In that article, he presents the frequency transposition algorithm developed 
by Widex, available on the Inteo hearing aid. Continuing the previous study, Kuk et al. 
(2007) discussed the importance of experience with the frequency transposition algorithm to 
fitting success. According to authors, on the first experience, some users do not like the 
sound quality provided by this algorithm, referring to sound harsh or unnatural. They 
concluded that the great sound change caused by frequency transposition account for this 
negative reaction, requiring a long-term use so that a reorganization of the cortical tonotopic 
representation may occur. 

Robinson et al. (2007) considered severe high frequency hearing loss when average of pure 

tone thresholds at 4.0, 6.0 and 8.0 kHz was less than 75 dB HL, and stressed that this loss is 

prevalent in 24% of individuals over 60. The authors presented a new method of frequency 

transposition applied only on sounds that have significant energy at high frequencies. They 

set the dead region frequency edge considering this feature a fundamental key in the 

individual formatting of the frequency transposition algorithm. They concluded that the 

benefit observed in the use of frequency transposition was reduced by the confusion 

generated between phonemes. Thus, they hypothesized that frequency transposition, 
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instead of improving discrimination of consonants, improves detection of fricatives. The 

authors evaluated the new algorithm to detect the phonemes /s/ and /z/ in final word 

position. They used 24 pairs of words that differed by the presence or absence of /s/ and 

/z/ in final syllables, recorded by a single female speaker. The assessment was performed 

by seven subjects with hearing loss and cochlear dead regions at high frequencies. 

Participants were instructed to select visually one of the words of the pair. As a result, 

authors found that frequency transposition significantly improved task performance, 

compared to the control condition. 
In next sections we present some frequency compression and transposition algorithms we 
developed and evaluated for helping the hearing impaired with severe high frequency 
hearing loss. 

2. Comparison of two frequency lowering algorithms for digital hearing aid 

In this section we present a new frequency-lowering algorithm that uses frequency 
transposition instead of frequency compression. Furthermore, the frequency transposition is 
applied only over fricatives and affricates, leaving the other speech sounds untouched, as 
previous works have shown that frequency lowering only benefits high frequency 
phonemes. To perform comparison, we have also implemented a frequency compression 
algorithm based on Hick’s method (Hicks et al., 1981). 
Results of subjective preference (considering speech quality) indicate better performance of 
our frequency transposition method compared to Hick’s frequency compression method. 
We also present subjective intelligibility tests over 20 subjects, showing that in this case 
performance (now considering speech intelligibility) depends on which are the specific 
phonemes being processed by these two algorithms. 

2.1 Audiometric data acquisition and processing 

The first step of both frequency-lowering algorithms consists in audiometric data acquisition 

of the hearing impaired subject. The audiometric exam is employed for measuring the degree 

of the hearing impairment of a given patient. In this exam, the listener is submitted to a 

perception test by continuously varying the sound pressure level (SPL) of a pure sinusoidal 

tone in a discrete frequency scale. The frequency values most frequently used are 250 Hz, 500 

Hz, 1 kHz, 2 kHz, 4 kHz, 6 kHz and 8 kHz. For each of these frequencies, the minimum SPL in 

dB for which the patient is capable of perceiving the sound is registered in a graph. 

The audiogram is the result of the audiometric exam, which is presented by a graph with the 

values in dB SPL for each of the discrete frequencies. This graph is done separately for each 

subject’s ear. Since the level of 0 dB SPL is considered the minimum sound pressure level for 

normal hearing, the positive values in dB registered on the vertical axis of the audiogram 

can be considered as the hearing losses of the patient’s ear. 

If the average loss at frequencies of 500, 1000 and 2000 Hz is equal or inferior to 20 dB, the 

subject is considered as having normal hearing. From 21 to 40 dB, hearing loss is classified 

as mild. Average loss greater than 40 dB but inferior to 70 dB is considered moderate. From 

71 to 90 dB, we consider that patient has severe hearing loss and more than 95 dB of loss is 

classified as profound. 

The threshold of discomfort, for normal or impaired listeners, is always below 120 dB SPL. 

Indeed, commonly the threshold of discomfort for the hearing impaired is lower than for 
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normal hearing subjects. Although less common, some audiograms bring both the threshold 

of discomfort and the threshold of hearing (Alsaka & McLean, 1996), as one can observe in 

Fig. 1. In this figure, points of audiogram corresponding to the right ear are signalled with a 

round mark and those corresponding to the left ear are signalled with an X mark. These 

marks are worldwide used in this way by audiologists. The dynamic range of hearing for 

each frequency is the threshold of discomfort minus the threshold of hearing. 

 

 

Fig. 1. Sloping sensorineural hearing loss case 

Based on the acquired audiometric data, the algorithm analyses the range of frequencies 

where there is still some residual hearing. The criterion used is the following: first, it is 

verified if patient has a ski–slope kind of losses, i.e., if the losses are increasing with 

frequency. Only patients with this type of impairment can be aided by any frequency 

lowering method. 

After that, the first frequency where there is a profound loss is determined. If this frequency 

is between 1.2 kHz and 3.4 kHz, a destination frequency to which the high–frequency 

spectrum will be transposed is calculated. Otherwise, no frequency transposition is needed 

(residual hearing above 3.4 kHZ) or profitable (residual hearing below 1.2 kHZ). This 

destination frequency is considered as the geometrical mean between 900 Hz and the 

highest frequency where there is still some residual hearing. The geometrical mean was 

empirically chosen because it provides a good trade-off between minimum spectrum 

distortion and maximum residual hearing profit. In order to obtain more accuracy in the 

losses thresholds, audiogram points are linearly interpolated. 
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As will be explained further, tests were done first in normal hearing people, simulating 

hearing losses by means of low-pass filtering. In this case, for destination frequency 

calculation as well as for definition of other algorithm parameters (see 2.2), the low-pass 

filter cut-off frequency is considered as the highest frequency where there is still some 

residual hearing. 

2.2 Speech data acquisition and processing 

Speech signals are sampled at 16 kHz and Hamming windowed with 25 ms windows. These 

windows are 50% overlapped, what means that the signal is analyzed at a frame rate of 

1/12.5 kHz. A 1024-point FFT is used for representing the short–time speech spectrum in the 

frequency domain. 

If in the previous audiometric data analysis a ski–slope kind of loss was detected and the 

frequency transposition criterion was matched, a destination frequency has already been 

determined. Then, we have to find out (in a frame–by–frame basis) if the short–time speech 

spectrum presents significant information at high frequencies that justify the frequency 

transposition operation. The criterion used for transposing or not the short–time spectrum 

of each speech frame depends on a threshold. When the signal has high energy in high 

frequencies the algorithm transposes high frequency information to lower frequencies. The 

threshold is set for suppressing the processing of all vowels, nasals and the semivowels, 

while activating frequency transposition for fricatives and affricates. 

 

 

Fig. 2. Input-output frequency compression curves 

To decide which part of the spectrum will be transposed, the energy of 500 Hz bandwidth 

sliding windows are calculated with 100 Hz spacing, from 1 kHz to 8 kHz (Nyquist 

frequency). This is done with the aim of find out an origin frequency. The origin frequency 

is the frequency 100 Hz below the beginning of the 500 Hz bandwidth window with 

maximum energy. The part of the spectrum that will be transposed corresponds to the range 
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of all frequencies above the origin frequency. This empirical criterion guarantees that the 

unavoidable distortion due to the frequency lowering operation will be profitable. Because 

in this way the most important part of high–energy spectrum will be transposed to lower 

frequencies, maintaining untouched low–frequency information. 

For comparison, the Hick’s frequency compression scheme was already implemented, but 

now only when the same frequency lowering criterion (high/low frequency energy ratio) 

used for transposition was matched, i. e., only for fricatives and affricates. The frequency 

compression was done by means of the same equation used by Reed et al. (1983). But in 

practice, it is more useful to implement its inverse equation, which is 

 11 1 1
tan tan    ,   

1 1
IN OUT

S S

f fa K
K a

f a f K
π

π
−
  − − 

= =   
+ +    

 (1) 

where fIN is the original frequency, fOUT is the corresponding compressed frequency, K is the 
frequency compression factor, a is the warping parameter and fS is the sampling rate. For 
minimum distortion at low frequencies, the warping parameter must be chosen by the ratio 
defined in second part of equation (1). 

 

 

 

Fig. 3. Comparison of frequency lowering schemes: compression (b) versus transposition (c) 
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As it occurs with the destination frequency calculation (see 2.1), the compression factor K 
was determined according to the listener’s loss degree. Fig. 2 shows the curves of equation 
(1) for K = 2, 3 and 4. In this figure we can see that low frequency spectral content (below 
1000 Hz) is barely compressed. 
For better understanding and comparison of frequency transposition and frequency 
compression spectral effects, in part (a) of Fig. 3 one can see the original short-time spectrum 
of a speech frame taken from a female pronunciation of phoneme /s/, in part (b) the same 
frame is shown compressed by a factor K = 4 and part (c) presents the frame after frequency 
transposition.  It is easy to observe that frequency transposition preserves the spectral shape, 
what does not occur in the case of frequency compression, where one can clearly note a 
great amount of shape distortion at high frequencies, but still preserving low frequency 
spectral content. 

2.3 Preliminary qualitative test 

Both frequency lowering algorithms (frequency compression and frequency transposition) 

were not already tested with hearing impaired subjects. But we got some preliminary results 

with normal listeners, first considering only qualitative aspects of processed speech. In this 

case, a simple low pass filtering process simulates the losses above the frequency where 

there is no more residual hearing. In this preliminary qualitative test, cut-off frequency was 

fixed to 2 kHz. 

 

 
 

Fig. 4. Spectrograms of “loose management” 
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The experiment we have carried out consists of submitting the low-pass filtered speech 
signal to both frequency lowering algorithms. After, two normal hearing adults (one male 
and one female) listened to the processed speech signals, as well as to the control condition 
(low-pass filtering only). Listeners are not previously informed regarding signals’ 
processing schemes and are asked for ranking the three speech sounds according to their 
subjective quality. 
In this preliminary test, only two different speech signals were submitted to the algorithms. 
The original and processed spectrograms of one of these speech signals (a male 
pronunciation of the words ‘loose management’) are shown in Fig. 4, where we can 
appreciate again the visual difference between the two frequency lowering algorithms. It is 
important to remark that both listeners are native speakers of Brazilian Portuguese and are 
not used to listen to English words in their everyday tasks. This is important because in this 
way we intend to separate speech quality from speech intelligibility, although both aspects 
are correlated and cannot be perfectly assessed by subjective evaluation. 
According to our prevision, only fricative speech sounds were frequency lowered in both 
algorithms. The unique exception is the phoneme / l /, which is not fricative but lateral 
approximant. But in this case, its pronunciation had high frequency energy, as we can 
observe in the spectrogram of the original speech signal (see Fig. 4). 
Listeners’ preferences were listed in Table 1. In this table, ‘Signal 1’ is the Portuguese word 
“pensando” (which means ‘thinking’), pronounced by a Brazilian Portuguese native speaker 
(male), and ‘Signal 2’ is the English words ‘loose management’, the latter corresponding to 
the spectrograms of Fig.4. 
 

Speech signal Male listener Female listener 

Signal 1 – low pass filtering  (control) 1st 3rd 

Signal 1 – frequency compression 3rd 2nd 

Signal 1 – frequency transposition 2nd 1st 

Signal 2 - low pass filtering  (control) 2nd 2nd 

Signal 2 – frequency compression 3rd 3rd 

Signal 2 – frequency transposition 1st 1st 

Table 1. Listener’s preferences 

One can observe that listeners’ preference are more consistent when listening to foreign 
words (english, in this case), where speech quality can be easily separated from speech 
inteligibility. These preliminary results indicate that the frequency shifting (or transposition) 
method was preferred by the listeners when compared to the frequency compression 
method. But it is important to remark that the subjective difference between the low pass 
filtered signal, the frequency–compressed signal and the frequency-shifted signal is very 
slight, as perceived by normal listeners. 

2.4 Preliminary intelligibility test 

We perform a syllable identification test over 42 normal hearing subjects, 31 male and 11 

female; a simple low pass filtering process simulates the losses above the frequency where 

there is no more residual hearing. Speech material consists of 21 different CV phonetic 

syllables, which are composed with the seven Brazilian Portuguese fricative phonemes ([ f ], 

[ v ], [ Z ], [ S ], [s ], [z ], [ x ]) followed by three vowels ([a ], [i ], [u ]). 
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Six Brazilian Portuguese native speakers, three female and three male, pronounced once all 
these syllables. After processing, each utterance generates nine speech signals: low-pass 
filtered syllable (control), frequency compressed syllable and frequency transposed syllable. 
Previously to frequency lowering, all signals passed through three different low–pass filters 
with cutoff frequencies of 1.5, 2 and 2.5 kHz, thus forming a final speech database composed 
by 1134 WAVE files. 
After has heard three times a phonetic syllable at random, the listener must choose one 
written syllable from a list of seven possibilities, because only syllables with the correct 
vowel is presented. Due to the random choice of the syllables that were presented to the 
listeners, there were some syllables that were less listened than others. But each of the 63 
different processed fricatives was presented at least 5 times to each listener, and any of them 
was presented more than 15 times. 
 

Processed Syllable None Compression Shifting 

    [ f ]  1500 61,5 72,7 62,5 

[ f ]  2000 40,0 44,4 69,2 

[ f ]  2500 85,7 53,3 58,3 

    [ v ]  1500 78,6 80,0 81,8 

[ v ]  2000 100,0 71,4 66,7 

[ v ]  2500 77,8 61,5 90,9 

    [ Z ] 1500 25,0 28,6 33,3 

[ Z ] 2000 50,0 81,8 86,7 

[ Z ] 2500 69,2 62,5 77,8 

    [ S ] 1500 0,0 20,0 45,5 

[ S ] 2000 44,4 62,5 55,6 

[ S ] 2500 77,8 100,0 84,6 

    [ s ]  1500 53,8 50,0 8,3 

[ s ]  2000 73,3 36,4 33,3 

[ s ] 2500 76,9 41,7 25,0 

    [ z ]  1500 57,1 46,7 75,0 

[ z ]  2000 70,0 60,0 40,0 

[ z ]  2500 44,4 60,0 33,3 

    [ x ] 1500 66,7 40,0 12,5 

[ x ] 2000 46,2 21,4 38,5 

[ x ] 2500 55,6 38,5 75,0 

    
Table 2. Listener’s correct decisions (%). 

The results of this test are shown in Table 2, where column None means no processing 
further than low pass filtering, Compression means frequency compression and Shifting 
means frequency shifting (transposition). In the first column we have all the possible 
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fricatives for each (three) filter cutoff frequencies.  In the table, numbers signaled in  
boldface correspond to the greatest percentage of correct decisions made for each processing 
type. 

2.5 Discussion and conclusions 

The slight perceived difference in the quality observed by both male and female listeners 

among the processed signals may be due to the fact that the disparity between the original 

signal (with frequencies up to 8 kHz) and the low pass filtered (2 kHz) signals is large. But 

for the impaired subject, that never (or for a long time) had any perception of sounds with 

frequencies above 2 kHz, may be the difference between the processed signals was not so 

slight. 

Relatively to the results of the intelligibility test, results are difficult to analyze if we 

consider the set of syllables as a whole. But it is interesting to analyze each fricative sound 

in particular. For example, we can conclude from the results that for phone [s ] the better 

is to do no further processing, but if we consider phone [ S ] we conclude just the opposite: 

no processing leads to zero percent correct identification when the highest audible 

frequency is 1.5 kHz, but it improves to 45,5% when submitted to frequency transposition 

(shifting). In the case of fricative sound [Z ], the better results are also obtained with our 

frequency shifting algorithm, independently of the signal bandwidth. For all other 

situations, the optimal solution depends on the specific phone and cutoff frequency 

considered. 
Considering the set of phonemes as a whole, based on the preliminary syllable 
identification test, we observed that there was no statistical significance between both 
frequency lowering algorithms when compared to low-pass filtering (p > 0.05), as well as 
compared to eachother (p > 0.07). But considering invidual phonemes, we can conclude 
that if we incorporate a simple automatic phoneme classifier in the system, it is possible to 
choose the better frequency lowering algorithm to be applied for each specific phone, 
given the maximum frequency where there is some residual hearing. This is not difficult 
to do, considering the advances observed in the performance of automatic phoneme 
recognition algorithms over the last years (Scanlon et al., 2007). Finally, it is important to 
remark that both algorithms have demonstrated to be fast enough to enable their usage in 
digital hearing aid devices. 

3. Frequency compression and its effects on human speech recognition 

In this section we present the development and evaluation of the same frequency 
compression algorithm described in section 2, but with some modifications. This is a pilot 
study where the modified algorithm was applied to a list of monosyllabic words to be 
recognized and replicated by normal hearing subjects, considering the compression ratio 
applied (3:1, 2:1, 1:1) for a subsequent study in deaf individuals. The purpose of this 
research was to conduct a descriptive analysis of results in normal individuals, considering 
the compression ratio applied and the familiarity with the words of the test. 

3.1 Methods 

This study was conducted at the Department of Integrated Care, Research and Teaching on 

Hearing (NIAPEA), Federal University of São Paulo - PaulistaSchool of Medicine, after 
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approval by the Research Ethics Committee of the Federal University of São Paulo / 

Hospital São Paulo, under the protocol 0150. All participants signed the free and informed 

consent form. 

The study included 18 normal listeners of both genders, with ages between 21 and 42 
years. Of the participants, eight were Speech-Language Pathologists/Audiologists and 
were familiar with the list of words contained in the applied test. The other ten 
participants were companions of patients of the clinic, without any prior knowledge of 
the words on the list. 
Thus, two groups were defined: group F, composed by Speech-Language 
Pathologists/Audiologists and group P, composed by the remaining participants. 
Participants had hearing thresholds better than 20 dB in the frequencies from 250 to 8000 
Hz, measured before the beginning of the evaluation. Speech material used in this study 
consisted of monosyllabic words applied through TDH 39 headphones at 60 dB NA 
intensity, in silence, monotic task, both ears. The subjects were instructed to repeat, exactly, 
the monosyllables presented. The word recognition rate (WRR) was established by counting 
the number of words repeated correctly and dividing by the number of words heard. 
For the word recognition test (WRT) we used a list of 25 monosyllabic words phonetically 
balanced (Pen & Mangabeira, 1973) and available on CD (Pereira & Schochat, 1997). A new 
organization of the words list was played in another CD in three different sequences of the 
same words, to reduce the listener learning effect. 
To determine the pure tone and speech tests thresholds, we used the Aurical™ audiometer 
from Madsen Electronics™, coupled to a personal computer. The speech procedures were 
applied in a sound proof booth using a portable compact disc player, model 4147 from 
Toshiba™, coupled to the Aurical™ audiometer and TDH 39 headphones, besides the CD 
containing speech samples. 
The words in the lists had the speech spectrum modified by frequency compression. We 
performed all speech processing using Matlab™, at the Engineering and Modeling Center of 
the ABC Federal University (UFABC. After processing, speech material were assembled in a 
computer and recorded on CD. 
Frequency compression was performed by non-linear method - i.e. performing smaller 
compression in low frequencies and further compression on high frequencies (6). Speech 
signals are sampled at 16 kHz and Hamming windowed with 25 ms windows. These 
windows are 50% overlapped, what means that the signal is analyzed at a frame rate of 
1/12.5 kHz. A 1024-point FFT is used for representing the short–time speech spectrum in the 
frequency domain. 
Three following compression ratios were used (or compression factor - K) in the words 
lists: 1:1 (K = 1), 2:1 (K = 2) and 3:1 (K = 3), thus composing three lists of frequency 
compressed words. Compression ratio of 1:1 (or the compression factor K = 1) refers to the 
absence of compression, i.e. the words were presented in a natural form, providing the 
whole spectrum of speech in the signal sampled at 16 kHz. Compression ratios of 2:1 and 
3:1 (or compression factor K = 2 and K = 3) mean application of frequency compression in 
different proportions. 

The higher the compression ratio is, the greater the degree of frequency lowering - which 

creates major changes on the speech spectrum. The frequency compression curves used in 

this study can be observed in Figure 1. These curves were implemented directly in the 

frequency domain, in a frame-by-frame basis, using the equation shown in the lower right 
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corner of the figure, where variable a controls the degree of nonlinearity of the curves (a = 0 

turns the curve into a straight line). Speech processing back to the time domain were 

performed by the well-known overlap-and-add method (Nawab & Quatieri, 1998). 

 
 

 
 

Fig. 5. Frequency compression curves used in the pilot study. Horizontal axis depicts the 
frequency range of input (original) signal and vertical axis the frequency range of output 
(processed) signal for the compression factors K = 2 (full line) and K = 3 (dashed line). 

The total lack of compression corresponds to K = 1 and a = 0. When a = 0 and K = 2 for 

example, the compression is linear (a = 0) in the ratio of 2:1 (K = 2). This means, in this 

example, that output frequencies (of processed signal) correspond exactly to half the values 

of input frequencies (of original signal). That is, if the original signal has a frequency 

component at 2000 Hz, this will correspond to 1000 Hz in the processed signal. 

On the algorithm originally proposed (6), the curves were approximately linear and with no 

compression in the range from 0 to 1 kHz. In this study, the approximate range of linearity 

(and no compression) was extended up to 1.5 kHz, aiming to reduce as most as possible the 

perceptual distortion of main pitch harmonics and formants of the original speech signal. 

Figure 6 displays the spectrogram of the Portuguese monosyllable "jaz" (/Zas /, male 

speaker) in three situations evaluated in this study: K = 1 and a = 0 (i); K = 2 and a = 0.3833 

(ii); K = 3 and a = 0.6 (iii). A fourth situation (not evaluated in this study), which 

corresponds to the linear compression, with K = 2 and a = 0 (iv) is also presented. 

Comparing the Figures 2-ii to 2-iv, one can clearly observe the difference between the 

spectrogram obtained with the non-linear and the linear compression. 

The lists of words were heard in order of difficulty, starting the list with K = 3 and ending 

with K = 1. This was done in order to not provide clues that could facilitate the 

recognition of words, once all lists are composed by the same words arranged in different 

forms. 
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The results were treated statistically through the Wilcoxon and Mann-Whitney non-

parametric tests. To complement the descriptive analysis, confidence intervals of the means 

were calculated. The significance level adopted was 5%. We use an asterisk (*) to 

characterize statistical significance. 

 

 

Fig. 6. Spectrograms of /Zas / (male speaker): (i) original (K = 1 and a = 0); (ii) non-linear 

compression with K = 2 and a = 0.3833; (iii) nonlinear compression with K = 3 and a = 0.6; 
and (iv) linear compression, with K = 2 and a = 0 (situation not assessed in this study). 

3.2 Results 

In Table 3, we present the mean WRR values obtained in the WRT, with compression ratios 

of 3:1 (K = 3), 2:1 (K = 2) and 1:1 (K = 1) for groups of Speech-Language 

Pathologists/Audiologists (F) and companions of patients (P). Results of right and left ears 

are compared. 

As there were no statistically significant differences between the WRR obtained for the right 

and the left ear in both groups, as demonstrated by the p-values at bottom line of Table 3, 

we chose to perform the remaining analysis considering the values of both ears. Thus, the 

samples are doubled, making the results statiscally more reliable. 

Thus, in Figure 7 we show the WRR average values obtained in groups P and F (joining both 

ears), considering the compression ratio (compression factor K). 

3.3 Discussion 

Evaluation of human speech recognition using frequency compression has been proposed 

by many authors in studies dating from the 70's or earlier. What differs among these studies 
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is how the algorithm is processed. However, despite the divergent and often disappointing 

results, even today, many researchers focus on the same methods as an attempt to improve 

speech recognition, especially for the hearing impaired with losses at high frequencies. 

 

 Group P Group F 

K3 K2 K1 K 3 K 2 K 1 

OD OE OD OE OD OE OD OE OD OE OD OE 

Mean 42,40 44,40 74,00 74,40 92,00 93,20 68,50 67,50 91,50 91,00 98,00 98,00 

Median 42 42 74 76 92 94 78 74 94 96 100 100 

SD 15,23 12,57 8,27 10,70 3,27 4,24 19,18 16,06 9,90 9,50 3,02 3,02 

CV 35,9% 28,3% 11,2% 14,4% 3,5% 4,5% 28,0% 23,8% 10,8% 10,4% 3,1% 3,1% 

Q1 32 37 69 65 89 89 53 54 87 83 96 96 

Q2 51 44 76 80 95 96 80 77 100 97 100 100 

N 10 10 10 10 10 10 8 8 8 8 8 8 

IC 9,44 7,79 5,13 6,63 2,02 2,63 13,29 11,13 6,86 6,58 2,10 2,10 

p-value 0,509 0,862 0,180 0,480 0,655 1,000 

Wilcoxon Test Note: SD: Standard Deviation; VC: variation coefficient; Q1: first quartile; Q2: second 
quartile; N: sample size; CI: confidence interval 

Table 3. Descriptive analysis of WRT results (%WRR) of the group of Speech-Language 
Pathologists/Audiologists (F) and companions of patients (P) with compression factors K = 
3, K = 2 and K = 1, for right and left ear separetely. 

 

 

Fig. 7. Comparative graphic of average WRR values obtained in groups P and F, with 
compression factors K = 3, K = 2 and K = 1, now considering both ears (joined). Statistical 
significance (p-values) was established with Mann-Whitney Test. 

With the discovery of dead regions in the cochlea (Moore et al., 2000), and successive studies 
demonstrating its negative impact on the ability of word recognition (Gordo & Iorio, 2007), the 



  
Speech Technologies 

 

376 

frequency compression is again investigated with a reinvigorated proposal that, having all 
technology for sound amplification available, seems to be an effective outcome in improving 
speech discrimination of the hearing impaired with presence of cochlear dead regions. 
The purpose of this study was to develop a frequency compression algorithm and to assess, 

in normal individuals, the word recognition rate (WRR) using this algorithm. With the aim 

of conducting a pilot study, we used frequency compression in three distinct ratios: 3:1 (K= 

3), 2:1 (K = 2) and 1:1 (K = 1), changing the degree of distortion of the recorded words. 

Furthermore, it was also evaluated whether the familiarity with the words of the test 

facilitated their recognition. 

As expected, we found poorer performance on tests of word recognition the higher the 
compression ratio was in both groups evaluated. Figure 7 shows that group F presented better 
performance in all compression ratios evaluated (p < 0.001). Based on this result, we can state 
that familiarity with the words of the test facilitated their recognition at all compression ratios 
studied. This leads us to believe that prior training using a hearing aid with this algorithm 
embedded can be a way to improve word recognition by the hearing impaired. 
Still in Figure 3, it can be noticed by the crescent lines a gradual improvement in WRR as the 
compression ratio decreases. This trend could be observed for both groups. A study  
conducted with normal hearing participants using a linear frequency compression 
algorithm showed that compression ratios equal or greater than 1.43: 1 (i.e. K< 1.43) did not 
alter the performance in speech recognition (Turner & Hurtig, 1999). However, the authors 
investigated only the compression ratios of 2:1 (K = 2), 1.66:1 (K = 1.66), 1.43:1 (K = 1.43), 
1.25:1 (K = 1.25) and 1.11: 1 (K = 1.11), which are much smaller than those used in this study, 
with less signal distortion. 
Moreover, in the present work we used non-linear frequency compression, while this study 

used only the linear compression. Other authors (Turner & Hurtig, 1999; Simpson et al., 

2005; Baskent & Shannon, 2006) concluded that frequency lowering algorithms should be 

implemented cautiously, in order to avoid strong signal distortion. Almost all authors 

believe that prior training with the algorithm facilitates the recognition of words because the 

patient learns how to listen to new speech clues. 

In contrast, the perceived effects of distortions in speech spectrum caused by frequency 

lowering are greater in normal hearing individuals as compared to hearing impaired 

subjects, once normal hearing are not accustomed to listen to degraded speech signals. 

The idea of conducting a pilot study with normal hearing subjects allowed evaluating the 

variables that could influence the test applied in hearing impaired ones. It is intended, in 

future, to continue this study applying frequency compression for the hearing impaired with 

dead regions in the cochlea. As this was just a pilot study, we can and should be questioning 

the methodology applied. We believe that we used too high frequency compression ratios and, 

therefore, it would be important to study lower compression ratios to promote less distortion 

in the speech signal, as other authors suggest (Turner & Hurtig, 1999). 

Moreover, we believe it will be necessary to use speech material more appropriate to the 

proposal of this study, with a larger sample, using recordings from both male and female 

speakers (Baskent & Shannon, 2006). Also, it would be important to design a WRT with 

more repetitions of the same phonemes, enabling us to analyze the recognition of phonemic 

groups separately (Simpson et al., 2005). This would allow the study of frequency 

compression effects for each sound in particular and the precise benefits and harms of this 

algorithm for human word recognition. 
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3.4 Conclusions 

1. The frequency compression ratios of 2:1 and 3:1 difficult speech recognition in normal 
hearing subjects. 

2. The higher the frequency compression ratio is the worse the speech recognition is. 
3. Familiarity with listened words facilitates their recognition even when these words are 

distorted by frequency compression. 

4. Frequency compression/transposition of fricative consonants for the 
hearing impaired with high-frequency dead regions 

Moore et al. (2000) called Dead Regions (DR) those parts of the cochlear basilar membrane 
with complete absence of inner hair cells. They alerted that simple sound amplification (by a 
hearing aid) over a dead region may be unbeneficial and may even impair speech 
intelligibility. Face to this difficulty, frequency compression or transposition have been 
suggested by many authors in the attempting to bring the high-frequency speech 
information to lower frequencies. 
An overview of more recent studies in frequency compression/transposition is provided by 
Robinson et al. (2007). They developed a new frequency transposition method too, applied 
only to fricative and affricate sounds. But their results showed that there was no statistical 
significant improvement for fricatives discrimination. They concluded that the increasing in 
the confusion between some fricative phonemes have canceled the effect of the better 
recognition of others. Based on these negative results, the primary target of this research 
was the development of a frequency compression algorithm to be applied only to fricative 
consonants and that does not increase the confusion between them. We have also not 
observed in previous works a direct concern in making frequency compression according to 
the average spectral shape of fricatives or any other speech sound. 
In this section, we present the design of our original piecewise linear frequency 
compression/transposition curve was made taking into account the average short-time 
spectrum of the most frequent Brazilian Portuguese (BP) fricatives. In the first phase of our 
research, which is described in this section, the dead regions were simulated by low-pass 
filtering of the speech material presented to normal hearing listeners. 

4.1 Piecewise linear frequency compression 

The frequency compression/transposition algorithm was implemented with Matlab™. The 
signal analysis computations are made in the frequency domain and the processed speech is 
re-synthesized in the time domain using the well-known overlap-and-add technique 
(Nawab & Quatieri, 1998). After normalizing the dynamic range of the speech signals (each 
recorded utterance should has the same rms value), they were divided in frames of 50 ms 
(800 samples) with an overlap of 75% between adjacent frames. 
Then a 2048-point FFT is applied to each speech frame, which was previously multiplied by a 

Hamming window in the time domain. For the control condition, we just eliminate the 

frequency domain samples corresponding to the simulated dead region (low-pass filtering). 

In our algorithm, the frequency compression curve should be applied only over non-vocalic 

speech sounds, i.e., just for noise-like consonants (fricative and affricates). To perform such 

sound classification, we calculate the Spectral Flatness Measure (SFM) of each signal frame, 

which is used to determinate the noise-like or tone-like nature of a given speech frame. We 

develop a method based on the original work of Johnston (1998) but with some modifications. 



  
Speech Technologies 

 

378 

In a recent published research on frequency transposition (Robinson et al., 2007) it was used 

a much simpler criterion to do the same task, which is based in the energy ratio between 

high-frequency and low-frequency power. In a previous work, which was presented in 

section 2, we also used this same simple criterion and we have actually tried to use it again, 

but we did not achieve a hundred percent efficiency in the frame classification task. 

Experimentally we have observed that the straightforward high-frequency to low frequency 

energy ratio criterion has failed sometimes to classify correctly a noise-like speech sound, 

mainly in the case of voiced fricatives. Otherwise, using our method (based on SFM), all 

speech frames of all fricative consonants from our database were properly classified as 

noise-like ones. In addition, any frame belonging to a vowel or a silence segment in the 

speech material was misclassified. 

Applying our SFM criterion, it was possible to verify whether a short-time spectrum of 

the audio signal has a noise-like or tone-like nature. This means, in practice, that the 

frequency compression curve acted only and always on fricative phonemes –voiceless or 

voiced. 

SFM calculation consisted on the following steps: 

1. Power spectrum of each frame was obtained by multiplying each FFT sample by its 
complex conjugate; 

2. The geometric mean (Gq)  of the power spectrum of the current speech frame q was 
calculated including only the frequency range from 800 to 2800 Hz; 

3. The arithmetic mean (Aq)  of the power spectrum of the current frame q was calculated 
including only the frequency range from 800 to 2800 Hz; 

4. SFM of the current frame q was calculated in decibels, according to (1) 
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5. The factor αq  of the actual frame was defined and calculated by (2) 
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6. The αm factor was calculated as the output of a moving average filter applied to the 
factor α of the last P  frames: 
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7. Similarly, the same moving average filter was applied to the last P values of arithmetic 
mean Aq: 
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8. If the αm factor was greater or equal to the tonality threshold αT , the current frame was 

considered of tone-like nature and the mean tone-like average AT  was updated with the 

value of the arithmetic mean Aq of the current power spectrum; 
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9. If the αm factor was lower than the tonality threshold αT, the current frame was 
considered of noise-like nature if, additionally, the arithmetic mean Aq was at least four 
times lower than the mean tonal value AT. 

Experimentally, it was verified that the values P = 4 and αT = 0.03 were the ones that 
produced the best results. For these values, the algorithm achieved 100% efficiency on the 
speech classification task (tone-like or noise-like nature) of frames of fricative consonants 
when applied on 192 recorded monosyllables. Thus, the frequency compression algorithm 
was only applied on the current speech frame if it was classified as a noise-like nature signal 
by the above described method. 
Considering the spectral characteristics of studied sounds, the SFM calculation was applied 

only in the frequency range between 0.8 and 2.8 kHz to allow the detection of sounds of a 

non-tonal (noise-like) nature without changing the identity of the remaining sounds. It is 

well known that the presence or absence of voicing is expressed mainly at low frequencies 

(Russo & Behlau, 1993; Robinson et al., 2007). So, in order to correct classifying the voiced 

fricatives as noise-like nature signals, the frequencies in the range between 0 and 0.8 kHz 

were not considered for the SFM calculation as the compression of all fricatives, both voiced 

and voiceless, was desired. The sounds above 2.8 kHz were also excluded from the SFM 

calculation because the main vowel formants correspond to frequencies between 500 and 

3000 Hz (Behlau, 1984) and consequently the harmonic structure of vowel sounds is stronger 

in this frequency range. 

Based on our own experiments as well as in literature about the average spectral 

distributions of Britain English, European Portuguese and Spanish fricatives (Jesus 2001; 

Manrique & Massone, 1981), we confirmed that spectral cues for discrimination between 

fricatives with different articulation places are all above 2000 Hz. This fact is the major 

reason behind the difficulty in the fricatives differentiation observed in patients 

presenting high-frequency dead regions in the cochlea. Joining this result from literature 

with our own, we designed the piecewise linear frequency compression curve shown in 

Figure 8. 
Following, the compression curve is described justifying each designed part (I, II and III) 
with their respective compression ratios (CR) according to the frequency ranges of the 
original speech signal: 
i. From 0.0 to 0.5 kHz: To preserve the pitch perception of voiced fricatives, this frequency 

regions remains untouched; 

ii. From 0.5 to 3.0 kHz: In this part of the spectrum, only the fricatives /S/ and /Z/ offer 

cues for phoneme identification. But these cues (basically an increase of spectral power) 

continue until 6500 Hz approximately. Thus, we applied a strong compression (CR = 

0.2) to this region since there is no relevant information for fricative discrimination; 

iii. From 0.5 to 3.0 kHz: For this frequency range the CR becomes 0.67 in order to preserve the 

original speech information, because most of the cues for fricative discrimination belong 

to this region. Just for clearness reasons, we divide this frequency range in two parts: from 

3.0 to 4.5 kHz, which will be mapped to 1.0-2.0 kHz after compression (see Figure 3), and 

from 4.5 to the Nyquist frequency, mapped to 2.0-4.33 kHz after compression.  The main 

purpose of this research is help the hearing impaired with dead regions above 1.5 or 2.0 

kHz, so the first part of this region is the major one. We hypothesize that the transposition 

of these frequencies to the frequency range from 1.0 to 2.0 kHz will be effective to improve 

the perception and discrimination of fricative consonants, mainly for /S/ and /Z/. For /f/ 
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and /v/ we do not expect significant differences in perception after compression due to 

their spectral flatness in this frequency range. 
 

 

Fig. 8. Frequency compression curve designed and used in this work, with two knee points 
delimiting regions I, II and III with different compression ratios: (1:1), (5:1) and (1.5:1), 
respectively 

Considering dead regions above 2.0 kHz, for example, the frequency range from 3.0 to 4.5 
kHz (first subpart) is transposed to the range from 1.0 to 2.0 kHz. This is actually one of the 
strengths of this new algorithm: to obtain an effect of frequency transposition by means of a 
frequency compression curve with two knee points. 
In order to facilitate the visualization of the effect of this two knees frequency compression 
curve on voiced fricatives, these three frequency ranges (I, II and III) are delimited by 
vertical grey lines in Figure 9. 

4.2 Speech test material 

We have designed an experiment for simultaneously evaluate consonant discrimination 
(fricatives in initial syllabic position) and fricative detection (in final syllabic position). In 
this paper we will focus only in the results of the consonant discrimination test. 

The vocabulary for the speech recognition test was formed by the combination of the six 

most used BP fricative phonemes (/s/, /z/, /f/, /v/, /S/, /Z/) with the vowels /a/ and 

/i/ and a final /s/ in half the situations, forming the set of 24 CV and/or CVC Brazilian 

Portuguese syllables shown in Table 1. From these, 19 monosyllables form known words in 

Portuguese, but the remaining 5, marked with N in the table, are nonsense syllables. In Table 

4, the articulation places and voicing manner of course refer only to the consonant in initial 

syllabic position, because the final one (when it exists) is always the post alveolar unvoiced 

fricative /s/. 
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Fig. 9. Average spectral distributions of voiced fricative phonemes  /v/ (dotted line), /ʒ/ 
(continuous line), and /z/ (dashed line), pronounced by male and female speakers. The two 
knee-point frequencies of the frequency compression curve delimiting the three frequency 
ranges (I, II and III, see Figure 8) are shown by vertical grey lines. 

These words were recorded from 8 speakers, 4 female and 4 male, which pronounced once 
each different monosyllable. Thus, the original database was composed by 192 utterances, 
digitized at a 16 kHz sampling rate and stored in separated WAV files. 
All utterances were then processed by the same frequency compression/transposition 
algorithm, which will be presented in the next section. In order to simulate 3 different high-
frequency dead regions, both the processed and unprocessed (original) speech material was 
low-pass filtered at the cutoff frequencies of 1.5, 2.0 and 3.0 kHz. Thus, the final speech 
database was formed by 3 sets of WAV files, stored in different folders containing 192 
processed and 192 unprocessed utterances (control condition) for each simulated dead region. 
 

Labiodentals Alveolar Post alveolar 

unvcd. voiced unvcd. voiced unvcd. voiced 

/fas/ /vas/ /SSSSas/ /ZZZZas/ /sassassassas/ N    /zas/ 

/fa/ /va/ /SSSSa/ /ZZZZa/ /sa/ /za/ 

/fis/ /vis/ /SSSSis/ /ZZZZis/ /sissississis/ N    /ziszisziszis/ N    

/fi/ /vi/ /SSSSi/ /ZZZZiiii/ N    /si/ /zizizizi/ N    

Table 4. Brazilian Portuguese monosyllables used in the fricatives identification and 
detection experiment. 
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4.3 Results 

Ten normal hearing volunteers, 5 men and 5 women, all Brazilian native speakers between 

23 and 30 years old, have been selected to participate. All listeners did the test first for the 

simulated DR above 2.0 kHz and after for the DR above 1.5 kHz, in order to offer an ever-

increasing level of difficulty in the consonant discrimination task. For each listener, the test 

was applied in a different day for each simulated DR and the average running time spent in 

the sessions was 67 minutes. The subjects have to choice the written form of the word they 

have just listened to, in a computer screen. Before deciding, it was necessary to listen at least 

3 times to each word, automatically chosen by specific software in a random sequence 

among 384 utterances (192 processed and 192 unprocessed). 

Two-way repeated measures ANOVA were performed over the speech recognition results 

of the 10 listeners, in terms of correctness (%) in the identification of fricatives in initial 

syllabic position. The data analysis was done separately according to the speaker gender, 

using as fixed factors the processing type (COMP versus FILT) and the simulated DR size 

(above 1500 versus above 2000 Hz). Using Tukey simultaneous tests it was verified that the 

performance of our original frequency compression algorithm (COMP) was significantly 

superior (p-value = 0.00005 for female and p-value = 0.007 for male speakers) compared to 

the simple low-pass filtering (FILT) results, for both simulated dead regions. 

4.4 Conclusion 

The two-way ANOVA results have shown that our piecewise linear frequency compression 

curve, applied only to fricative sounds, has presented a statistical significant better 

performance than low-pass filtering (control condition) in all situations, for both male and 

female speakers. 
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Multimodal Interface for a Word Processor 
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South Africa 

1. Introduction 
Communication between humans and computers is considered to be two-way communication 
between two powerful processors over a narrow bandwidth (Jacobs and Karn, 2003). Most 
interfaces today utilise more bandwidth with computer-to-user communication than vice 
versa, leading to a decidedly one-sided use of the available bandwidth (Jacobs and Karn, 
2003). An additional communication mode will invariably provide for an improved interface 
(Jacobs, 1993) and new input devices which use passive measurements to capture data from 
the user both conveniently and at a high speed are well suited to provide more balance in the 
bandwidth disparity (Jacobs and Karn, 2003). In order to better utilise the bandwidth between 
human and computer, more natural communication which concentrates more on parallel and 
not sequential communication is required (Jacobs, 1993).  
Furthermore, the user interface is the connection between the user and the computer and as 
such plays a vital role in the success or failure of an application. Modern-day interfaces are 
entirely graphical and require users to visually acquire and manually manipulate objects on 
screen (Hatfield and Jenkins, 1997) and the current trend of Windows, Icons, Menu and 
Pointer (WIMP) interfaces has already been around since the 1970s (van Dam, 2001). Unlike 
their command line counterparts, these graphical user interfaces are not in the least 
accessible to users with disabilities and it has become essential that viable alternatives to 
mouse and keyboard input are found (Hatfield and Jenkins, 1997).  Specially designed 
applications which take users with disabilities into consideration are available but these do 
not necessarily compare with the more popular applications. This chapter therefore aims to 
investigate various ways to provide alternative means of input which could facilitate use of 
the mainstream product by disabled users. 
These alternative means should also enhance the user experience for novice, intermediate 
and expert users. Findings from previous studies (Beelders, 2006; Blignaut, Dednam and 
Beelders, 2007) show that while novice users of word processors experience a number of 
obstacles in acceptance and usage of the application that are unique to the demographic, 
alternative pictorial icons, text buttons and translation of the interface into the native 
language of the user all failed to lessen the learning curve significantly or to increase 
usability significantly. However, these findings should not discourage researchers but 
should serve as encouragement to find more innovative and creative means of alleviating 
the burden on these users. Particularly since these users show remarkable eagerness and 
enthusiasm to learn, greater effort should be made to accommodate them to become 
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mainstream users. Although the main focus could be to narrow the gap between novice and 
expert users, the means to achieve this should not alienate or disrupt the smooth flow of 
work that an expert user is capable of achieving. Rather, the improvements should serve not 
only the novice users but also provide an alternative means for experts as a way to improve 
their interaction with the product. The study that is reported in this chapter therefore 
proposes to be an extension or continuation of these aforementioned studies, and investigate 
further ways to improve the interface of a word processor for all user groups. 
The eye-tracker has steadily become more robust and reliable and cheaper and therefore, 
presents itself as a suitable tool for this use (Jacobs and Karn, 2003). However, much 
research is still needed to determine the most convenient and suitable means of interaction 
before the eye-tracker can be fully incorporated as a meaningful input device (Jacobs and 
Karn, 2003). However, the disadvantages associated with eye-tracking as an input device 
mean that it should be used with caution or as suggested by Istance, Spinner and Howarth 
(1996), it should ideally be combined with other input modalities which will provide a 
means to overcome the limitations of eye-tracking, such as speech. As it is, Microsoft Office 
already comes bundled with an in-built speech engine which makes speech recognition 
available in all Office packages. There are also a number of affordable alternative speech 
engines available on the market. Eye-trackers may eventually become cost-effective enough 
to be a standard feature in future computing devices (Isokoski, 2000). However, given that 
the hardware and software is available, the task remains to prove that the eye-tracker 
improves the quality of human-computer interaction as validation for the inclusion in future 
devices (Isokoski, 2000). Although neither eye-tracking nor speech recognition is new to 
usability studies or as a potential source of increased usability, few studies have been found 
that use a combination of the two in a single package as a means of usability improvement. 
Therefore, the aim of this study was to determine whether a multimodal interface, using 
non-traditional input means could be created for a word processing application. In this way, 
this popular application can cater for a more diverse group of users through a highly 
customisable interface. The following section will provide some background literature 
which serves as a foundation on which this study was based. 

2. Background 
This section will discuss some of the available literature which was used as a foundation for 
the study. 

2.1 Advantages for users 
The high incidence of afflictions such as tendonitis, carpal tunnel syndrome and repetitive 
strain injuries provides ample motivation to reduce typing requirements and device 
manipulation (Klarlund, 2003). Automatic speech recognition (ASR) offers an interaction 
means capable of replacing conventional typing.  
Moreover, the most sensible way of empowering disabled users is to provide them with a 
means to be able to use the same software applications as any other computer user, which 
requires that input devices specifically tailored for these users will have to be developed 
(Istance, Spinner and Howarth, 1996). Eye movement is ideal for such situations as it 
requires no additional training, is high-speed and the majority of motor impaired 
individuals still retain ocular motor abilities (Istance, Spinner and Howarth, 1996).  
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2.2 Eye-tracking and human-computer interaction  
Eye-tracking has been used as an alternative input means in a number of applications (for 
example Gips and Olivieri, 1996; Hornof, Cavender and Hoselton, 2004; Kumar, 2007). The 
use of eye-tracking can be facilitated in a number of ways, for example dwell time (Isokoski, 
2000), look and shoot (Isokoski, 2000) or eye gestures. The use of dwell time requires the 
user to look at a target for a certain amount of time before the target is activated. 
Alternatively, look and shoot requires an additional mechanism to be triggered whilst 
gazing at the desired target. For example, the user may be required to press a key on the 
keyboard to activate the target under the eye gaze. Gaze gestures require the users to 
complete a predefined set of eye movements to activate a command (Drewes and Schmidt, 
2007). Gaze gestures have been used to successfully map the entire alphabet, thereby 
allowing users to type text using only their eye gaze (Wobbrock, Rubinstein, Sawyer and 
Duchowski, 2008). All of these selection methods will be incorporated into the proposed 
multimodal interface to allow for maximum customisation of the interface to suit the needs 
of the user at any given time. 
The role of feedback is also vital in the development of eye gaze applications (Hyrskykari, 
Majarants and Räihä, 2003) and serves to increase the user efficiency and enjoyment (for 
example, Miniotas, Špako and Evreinov, 2003). Therefore, during this study visual feedback 
will always be given when eye gaze is used as an interaction technique. 
Furthermore, even with advances in technology and continued research, most interfaces 
which are gaze sensitive are designed with oversized interface elements to facilitate easier 
acquisition and activation of the element (Ashmore, Duchowski and Shoemaker, 2005). The 
use of oversize targets impacts negatively on screen real estate as a lot of free space is now 
occupied by icons, buttons etc. To counteract both the impact on available screen real estate 
and to exploit the properties of Fitts’ Law several target expansion mechanisms have been 
proposed and implemented for both eye pointing and manual input (Ashmore, Duchowski 
and Shoemaker, 2005). These include expansion of the target in motor space, expanding or 
zooming into the entire display uniformly or expanding a portion of the display through the 
use of a fisheye lens (Ashmore, Duchowski and Shoemaker, 2005). Expansion of the targets 
can be either visible or invisible when it occurs strictly in motor space, implying the user is 
not aware of the expansion. The idea behind invisible expansion is to create a larger 
selection area around the target without visual feedback. This allows room for error and 
slight displacement of the eye during target selection. Buttons used during this study for 
text input will be larger than the standard icons in Windows. Even so, invisible expansion of 
buttons will also be used for the onscreen keyboard. This invisible expansion will be 
referred to as a gravity well as the actual selectable area of the button will be larger than the 
physical size of the button. Once the eye gaze is detected within the bounds of the enlarged 
area of expansion, the button will become selectable, thus creating the impression that the 
eye gaze is drawn onto the button. Additional visible expansion capabilities, in the form of 
magnification triggered by the position of the eye gaze, will also be provided. 

2.3 Eye-tracking and speech recognition in combination 
The limitations created by the lack of accuracy of eye-tracking equipment can be overcome 
by the simultaneous use of speech recognition (Castellina, Corno and Pellegrino, 2008). 
Insofar as can be ascertained these particular modalities are often used in isolation. When 
used in such a manner, these are often ambiguous but when appropriately used in 
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combination they could result in effective interaction methods (Oviatt, 1999). This would 
create a multimodal interface, which is an interface that uses several input and output 
modalities in combination in an effort to assist human-computer communication through 
utilising natural human communication channels (Pireddu, 2007) such as voice and gaze.  
The underlying foundation of this research undertaking is the view that while eye gaze and 
speech recognition are prone to ambiguity when used in isolation, using them in 
combination may allow much of the problems to be overcome. User intent can be inferred 
by providing a means for the user to gaze at certain objects and then issue verbal commands 
which can then be executed to create a hands-free application (Hatfield and Jenkins, 1997). 
In this way it is envisaged that the strengths of one interaction technique will be able to 
compensate for the weaknesses of the other and together speech and vision should provide 
a better interaction experience than each in isolation. Given the inherent problems 
associated with target selection via eye gaze, such as accuracy, stability and the Midas touch 
(everything the user gazes at is selected as the user is not accustomed to an interface which 
reacts to eye gaze) problem, it seems plausible that an additional modality might make 
selection easier and more feasible even though to date there have been very few empirical 
studies conducted to explore this  phenomenon. One such study did determine that there is 
high accuracy of target selection using eye gaze and speech to such an extent that user 
performance approaches that of manual pointing (Miniotas, Špakov, Tugoy and MacKenzie 
2006). Furthermore, integration of voice and speech for a multimodal interaction was shown to 
be a feasible option and an option that works well with robust eye trackers (Pireddu, 2007). 
EyeTalk is a voice and vision integrated application which allows a user to gaze at an object 
and issue a verbal command which is then captured and merged into a single message and 
passed to the current application as a mouse click or keyboard event (Hatfield and Jenkins, 
1997). EyeTalk is application independent and can therefore be used with a multitude of 
standard applications. Users are able to fixate on an object, which causes the mouse cursor 
to move to that position, and then issue a command to execute a mouse click (Hatfield and 
Jenkins, 1997). Initial results with EyeTalk showed positive feedback and indicated that 
users were able to operate the system with high efficiency after just a few moments of 
getting accustomed to the system (Hatfield and Jenkins, 1997). A promising consequence of 
the EyeTalk application is the indication that a stand-alone application can be developed to 
interact with any Windows application without any need to re-engineer the entire existing 
application (Hatfield and Jenkins, 1997). 

3. Developed application 
The premise of the study that is reported in this chapter - to test the feasibility and usability 
of a multimodal interface for a word processor – necessitated that an application be 
developed for these purposes. Since Microsoft Word® enjoys the highest market penetration 
(Bergin, 2006) and also leads the way as the de facto interface standard; it was the focus of the 
study. Consequently, there were two options available, a complete application could be 
developed that emulated the look, feel and functionality of Word or the Word application 
itself could be used with data capturing capabilities being provided. 
Since Visual Studio for Office (VSTO) allows .NET developers to customise not only the 
interface of the Office suite but also to add functionality that is required (Anderson, 2009) it 
was decided to rather use the tried and tested application and add the required components. 
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Therefore, VSTO was used to manipulate Microsoft Word to make a multimodal interface 
within a well-known environment. The integrated development environment (IDE) of 
Visual Studio 2008 was used for development with C# as the programming language. 
The Tobii Studio Software Development Kit (www.tobii.com) was used to add eye gaze 
functionality to the application and the Microsoft Speech Application Programming 
Interface (www.microsoft.com) was used to add speech capabilities. MagniGlass Pro® 
(http://magnifying-glass-pro.softutopia.com) was used for magnification purposes as it 
was fairly inexpensive and was the only tool that was found to allow interaction on the 
magnification itself. This means that the user could click on the magnified area and did not 
first have to close the magnification before being able to click, which defeats the purpose of 
using magnification for selection of small targets. 
Figure 1 shows the tab called “Multimodal Add-Ins” that was added to the ribbon in Word 
2007. The magnifier button allows the magnifying capabilities to be toggled on and off. 
Following this are the buttons to show and hide the onscreen keyboards. An alphabetic or 
standard QWERTY keyboard layout can be chosen. The onscreen keyboards are used for 
hands-free text entry using eye gaze and speech recognition. The next button group 
manages the speech engine. The speech engine can be turned on and off, a trained speech 
profile can be selected and automatic speech recognition (ASR) can be used for either 
command or dictation purposes. The final group manages the eye gaze interaction 
technique. The first step when using eye gaze is to calibrate the eye-tracker. The calibration 
process has a significant effect on the accuracy of the eye gaze interaction technique. The 
gaze type can then be set. Dwell time (linked to the sensitivity setting), blinking and look  
 

 
Fig. 1. Multimodal Add-Ins tab in Microsoft Word 
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and shoot (with the Enter Key) are all available. When the “no activation mechanism” is 
chosen, then eye gaze can be used in combination with speech recognition. The gaze shape 
dropdown allows the user to select the shape of the visual feedback cue on the letters of the 
onscreen keyboard. 
The editable region of the document is shown in the figure as a much smaller area than what 
it was in reality. At the bottom of the screen, the onscreen QWERTY keyboard can be seen 
with the area directly under the current eye gaze being magnified. The yellow arrow 
indicates the exact position of the eye gaze. 
Speech recognition can be used for both dictation and command purposes. A simple 
grammar containing common formatting commands (for example bold, italic and 
underline), cursor movement (for example right, left, up and down) and text selection (for 
example, select a line, select a word, select whole document) commands was built. In this 
way it became possible to move around the document or select and manipulate text 
contained in the document without using either the mouse or the keyboard.  
The dwell time can be set by the user to a length of time with which they are comfortable. 
Blinking requires the user to blink in order to activate the object currently being fixated on. 
Since blinking is a natural occurrence, the blink required for this activation must be more 
pronounced. Finally, eye gaze can be used in combination with speech recognition as a text 
entry method using an onscreen keyboard. When the eye gaze is stable and directed at a 
certain key, the key is framed with a green square, or the selected shape (see Figure 2). This 
gives a visual cue/feedback to the user so that they know the key can now be activated. The 
user can then issue one of several verbal commands in order to type the selected letter to the 
document at the cursor position. The keys of the onscreen keyboard had a gravity well of 20 
pixels on all sides. 
 

 
Fig. 2. Onscreen keyboard framed in green when selected 

By providing all these functions and settings, a highly customisable interface was built 
within the well-known environment of Word. 

4. User testing  
The scope of the project did not allow full-scale user testing to be conducted on all the 
interaction techniques, such as dwell time and blinking. Therefore, the user testing only 
concentrated on testing the combination of eye gaze and speech when used in a word 
processor. These interaction techniques could be used for two specific purposes, namely to 
issue commands in order to perform basic word processing tasks and to enter text within 
the document. These two types of tasks will be reported on separately within this chapter. 
Longitudinal testing was conducted over a ten week period with each participant attending 
one session per week at the same time and on the same day. During the first session, 
participants each trained their speech profile using the Microsoft speech training wizard. 
The participants were then introduced to the multimodal Word that they would be using for 
the next few weeks and were given a brief tutorial of the speech grammar which was 
available for use in Word. The participants were then encouraged to interact with the 
application and to use all the verbal commands as well as attempting to type a full sentence 
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using the onscreen keyboard and the interaction technique of eye gaze and speech. Every 
subsequent session followed the same procedure, which was to complete the list of preset 
task as quickly and correctly as possible.  

4.1 User testing of speech commands 
The use of speech commands and how their performance compares with that of the mouse 
and keyboard will be investigated first. 

4.1.1 Participants 
In total there were 25 participants who participated in the longitudinal study. They were all 
undergraduate students who were completing their studies at the University of the Free 
State, South Africa. A pre-requisite for participation in the study was sufficient computer 
literacy as well as word processor expertise.  
There were 17 male participants and 8 female participants with an average age of 21.1 
(standard deviation = 1.9). Six participants indicated that English was their first language, 7 
Afrikaans and the remainder (12) were African language speakers. Since the University 
employs a parallel medium tuition policy where classes are offered in either English or 
Afrikaans, all students are comfortable in either English or Afrikaans. Therefore, each 
session was conducted in the tuition language of the participant. 

4.1.2 Tasks 
Participants had to complete 20 tasks, five of which were typing tasks. The majority of the 
other tasks, for example selection and formatting, had to be completed using the traditional 
means of a mouse or keyboard. A similar task then had to be repeated using speech 
recognition. The tasks were set up in such a way that the same types approximately 
required an equal number of minimum actions to complete it successfully. A summary of 
the tasks is tabulated below (with typing tasks omitted): 
 

Task Description Shortened task 
description 

Keyboard Speech 

Select three lines and apply formatting 
such as bold or italics 

Line selection and 
formatting 

1 1 

Select all text in the document and remove 
it by deleting or cutting 

Select all text and 
remove 

1 1 

Select two words and make them bold Select words and 
format 

1 1 

Paste previously copied text at the current 
cursor position 

Paste 1 1 

Undo the previous action Undo 1 1 
Select a single word and copy it Select word and 

copy 
1 1 

Position the cursor at a certain position in 
the document and paste the previously 
copied text 

Position and paste 1 1 

Table 1. Grouped tasks as divided between interaction techniques 
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4.1.3 Measurements 
The measurements that will be analysed are the time taken to complete the task as well as 
the number of actions that were required to complete the task. The number of errors was 
also considered as a means to determine how effective the interaction technique is. 
However, since there are multiple ways to complete a task, it became very difficult to 
pinpoint exactly what was an erroneous action, particularly where the mouse or keyboard 
was used. For the speech, the commands that could complete the task could be isolated as 
an acceptable set of commands for that task and then any command issued that is not a 
member of that set can be flagged as an error command. However, since there is 
considerable risk for potentially flagging an action as an error when it might not be, it was 
decided that the percentage of the task completed correctly were better indicators of the 
effectiveness of the interaction techniques.  

4.1.4 Time to complete a task 
The time to complete the task was measured from when the task was started to when the 
task was considered by the participant to be completed. This time included the time it took 
the participant to read the description of the task. Since similar tasks had virtually identical 
wording it was assumed that they would require the same amount of time to read and that, 
therefore, the time to read would not have an effect on the time required to complete the 
task.  
The charts below (Figures 3-6) plot the least square means for both interaction techniques 
over all sessions. The least squares means are the means of interest when interpreting 
significant results of a factorial design (StatSoft, 2010) and will therefore be provided as a 
visual representation of the descriptive statistics. The vertical bars denote a 95% confidence 
interval. The blue line plots the completion time for the speech and the red line that of the 
keyboard. 
As can clearly be seen from the graphs above, in some instances the keyboard maintained a 
faster average completion time and in others the speech interaction technique could surpass 
the performance of the keyboard. 
 
 

   
Fig. 3. Average completion times for (a) line selection and formatting and (b) select all and 
remove 
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Fig. 4. Average completion times for (a) select words and format and (b) paste 

 

  
Fig. 5. Average completion times for (a) undo and (b) select word and copy 

 

  
Fig. 6. Average completion times for position and paste 
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The time measurements were in seconds and there were a vast number of instances in which 
the normality tests fail for the data. In order to combat this, the time measurement was 
converted to 1/time.  
For each of the tasks, the following hypotheses were formulated:  
1. H0,1: There is no difference between the time required to complete the tasks when using 

the mouse and keyboard or speech commands. 
2. H0,2: Participants did not improve over time with regard to the time taken to complete 

the tasks. 
A repeated-measures within-subjects ANOVA was performed to analyse the 
aforementioned hypotheses. Where necessary, the adjusted corrections of Geisser-
Greenhouse and Huyn-Feldt were applied to the degrees of freedom in the cases where the 
assumption of sphericity was not met. The table below shows only the results of the original 
ANOVAs and not, for the sake of brevity, the results of the adjusted corrections. For the 
Paste task, there was significant interaction between the factors of interaction technique 
(keyboard and speech) and improvement over time (session) the two hypotheses had to be 
examined in isolation. 
 

 H0,1 H0,2 
Line selection and formatting F(1, 23) = 0.286,  

p > 0.05 
F(8, 184) = 14.040,  
p < 0.05 

Select all and remove F(1, 23) = 4.328,  
p < 0.05 

F(8, 184) = 15.197,  
p < 0.05* 

Select words and format F(1, 26) = 10.447,  
p < 0.05 

F(8, 208) = 9.487,  
p < 0.05 

Paste   
Undo F(1, 24) = 0.001,  

p > 0.05 
F(8, 192) = 22.148, 
p < 0.05 

Select word and copy F(1, 22) = 3.655,  
p > 0.05 

F(8, 176) = 3.470,  
p < 0.05 

Position and paste F(1, 22) = 15.448,  
p < 0.05 

F(8, 176) = 5.123, 
p < 0.05 

Table 2. Results of ANOVA for time of speech commands 

The first null hypothesis could be rejected for the task which required all text to be selected 
and removed. In this instance, it was the speech commands which averaged a faster 
completion time. Conversely, the keyboard was significantly faster for the task where words 
had to be selected and formatted as well as for the position and paste task. This finding 
could imply that the speech command to select all text was fairly intuitive and easy to learn, 
which facilitated a faster completion time than using the mouse or keyboard. However, 
selection of individual words was less intuitive and took longer than when using the 
keyboard or mouse. It could also mean that participants did not use the keyboard shortcut 
to select all text as this is the fastest way of selecting all text in a document. Analysis of the 
number of actions should provide more clarity in this regard. 
For those tasks where the second null hypothesis could be rejected, it was under the 
majority of cases the first few sessions which differed significantly from the last sessions. 
This provides a very encouraging finding that there is a significant effect of learning which 
occurs as the amount of exposure to the application is increased. 
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When a repeated-measures within-subjects ANOVA was performed for the paste task, it 
was found that there was significant interaction between the two factors of session and 
interaction technique (F(8, 192) = 2.356, p < 0.05). Therefore, it was imperative that each 
factor was isolated and analysed separately to preclude the interaction with the other factor 
having an effect on the analysis. Firstly, H0,1 was evaluated by isolating each session 
individually and testing for a difference between interaction techniques. For brevity’s sake, 
the actual results of the ANOVA will not be reported here. Suffice it to say that, at an α-level 
of 0.05, there was a significant difference between the interaction techniques in every 
session. Therefore, the completion time is significantly better for speech than for the 
keyboard and mouse throughout all the sessions. Secondly, H0,2 was evaluated using a 
repeated-measures within-subject ANOVA but testing each interaction technique 
separately. Consequently, it was found that H0,2 could be rejected for both the speech 
interaction technique (F(8, 96) = 17.727, p < 0.05) and the keyboard and mouse (F(8, 96) = 
6.883, p < 0.05).  

4.1.5 Number of actions 
The next measurement to be analysed was the number of actions that were performed 
during task completion. Actions were defined as any mouse click, button press or speech 
command that was issued during completion of the task. The number of actions were 
measured per interaction technique and per session for each participant and then, as always, 
outliers were removed from the data set prior to analysis. 
 The underlying hypotheses were formulated to analyse the actions for this task: 
H0,1: The interaction technique does not significantly affect the number of actions required to 
complete the task. 
H0,2: Participants did not improve over time with regard to the number of actions required 
to complete the task. 
The charts below (Figures 7-10) plot the number of actions for each interaction technique 
over all sessions. The red line plots the keyboard and mouse actions, while the blue plots the 
speech commands. 
 
 

  
Fig. 7. Average number of actions for (a) line selection and formatting and (b) select all and 
remove 
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Fig. 8. Average completion times for (a) select words and format and (b) paste 

 
 

  
Fig. 9. Average completion times for (a) undo and (b) select word and copy 

 

  
Fig. 10. Average completion times for position and paste 
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The graphs clearly show that in most instances the use of the keyboard and mouse resulted 
in more actions being performed. It was only when participants were required to position 
the cursor and paste previously copied text that the speech commands required more 
actions. The table below summarises the results of the repeated-measures within-subjects 
ANOVA for each task.  
 

 H0,1 H0,2 
Line selection and formatting   
Select all and remove F(1, 18) = 8.574,  

p < 0.05 
F(8, 144) = 2.562,  
p < 0.05 

Select words and format F(1, 23) = 2.598,  
p > 0.05 

F(8, 184) = 2.234,  
p < 0.05 

Paste F(1, 15) = 6.287,  
p < 0.05 

F(8, 120) = 1.297,  
p > 0.05 

Undo F(1, 24) = 2.294,  
p > 0.05 

F(8, 192) = 2.934, 
p < 0.05 

Select word and copy F(1, 19) = 3.498,  
p > 0.05 

F(8, 152) = 1.378, 
p > 0.05 

Position and paste   

Table 3. Results of ANOVA for actions of speech commands 

In the two instances where there was a significant difference between the interaction 
techniques, it was the speech commands which required significantly less actions than the 
keyboard. This result for the selection and removal of all text and the paste task corresponds 
with the findings that the speech commands were also more efficient, in terms of the time 
required to complete a task, for these tasks. 
For the task which requires that words be selected and formatted, session 2 had a 
significantly higher number of actions than any other session. During the undo task, session 
3 resulted in a significantly larger number of actions than the other sessions. 
The two tasks for which there are no results in the above table had significant interaction 
between the two factors. This meant that individual analyses had to be performed in order 
to counteract the effect of one factor on another. For the line selection and formatting task, 
the two interaction techniques differed significantly from one another during the second 
and eighth session. During the other sessions the number of actions for the two interaction 
techniques was comparable to one another. The second null hypothesis could be rejected for 
the keyboard, where a significantly higher number of actions were performed during 
session 2 than all the other sessions, but not for the speech commands. Closer inspection of 
the analysis revealed that some participants resorted to using longer methods of text 
selection when using the keyboard. For example, they would select the text one character at 
a time instead of using the efficient means which were available. Since it appears that the 
majority of the participants used the mouse for selection purposes, the fact that there was a 
minority who employed this very inefficient means was not cause for great concern but 
cognisance was taken thereof. 
For the task where the cursor had to be positioned and text pasted at that specific location, 
speech required significantly more actions than the keyboard during all the sessions. Even 
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though the number of actions decreased over the sessions, which indicates learning, the 
learning did not allow the speech to perform on a comparable level to the keyboard. The 
higher number of actions for the speech interaction technique could be explained by the 
types of commands that were issued. Therefore, an analysis was conducted to determine 
which commands were issued during the completion of this task. This showed a high 
incidence of the command ‘Right’ which could be used to move the cursor to the right. This 
indicated that the participants resorted to moving the cursor to the correct position one 
character at a time. Obviously very few participants realised that they could use the 
command ‘Select word’ and then ‘Right’ to move the cursor to the right a word at time. 
Since the keyboard and mouse offers the alternative of simply clicking the mouse pointer at 
the correct position this could account for the significant difference between the two 
interaction techniques. This finding could mean that the participants do not seek to find the 
most efficient method of task completion.  
The ANOVA performed to evaluate H0,2 for the speech commands showed that there was a 
significant difference between the sessions (F(8, 64) = 5.820, p < 0.05*). Post-hoc tests indicated 
that there was significant improvement between session 2 and the remainder of the sessions. 

4.1.5 Discussion 
The speech interaction technique performed relatively well when compared with the 
keyboard and mouse, in some instances even surpassing the performance of the traditional 
input methods. Clearing of all text in the document and pasting were even faster and 
completed with less actions than when using the keyboard and mouse. It is only when 
positioning within the document must occur that the keyboard outperforms the speech 
interaction technique in terms of both the time that it takes and the number of commands 
that are issued. 
While this finding was very encouraging, the most promising finding was that there was 
continued improvement in the efficiency with which the task was completed. Even though 
the improvement between subsequent sessions was not always significant the fact there is 
continual improvement hints at the possibility that the two interaction techniques could 
eventually compete on a comparable level for all tasks or that the speech interaction 
technique could eventually perform better.  
Since there are often multiple options available to the user to complete the task when using 
the traditional means, the most effective method was not always chosen. This was also 
noticed when using speech to move the cursor. Rather the user chooses the method which 
results in an intermediate action which is closer to the final result when in reality there is a 
shorter method that can be used. 
The fact that the speech commands resulted in less actions for most of the tasks, may be 
attributed to the fact that the grammar was fairly simple and provided commands to 
complete basic operations only. The complexity of the options provided by Word is much 
higher than accommodated in the grammar. When using Word in the normal capacity there 
is, more often than not, at least 3 different ways to complete a task which may place an 
added burden on the user of the application. However, the goal of the study was not to 
provide a complete alternative to the keyboard and mouse but rather to determine whether 
common word processing tasks could be achieved using an alternative interaction 
technique. Therefore, by the very nature of the study, the grammar was required to be 
simple in composition.  
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4.1.6 Further research 
The tasks that were chosen for this part of the study were chosen as some of the more 
common tasks that may occur in the word processing application. Therefore, they may be 
viewed as some of the less complex tasks and other tasks may require less intuitive 
commands and more complex commands. However, this will parody the nature of any 
other system which provides access to common tasks “at your fingertips”, for example the 
Home tab in Office while lesser used tasks or more complex tasks require further navigation 
and perhaps a heavier burden on one’s memory. It may be possible to extend the grammar 
to encompass many more tasks within the word processor application. Another 
consideration would be to use a default smaller grammar and an optional extended 
grammar that can be activated on request. 
The results of the study indicate that interaction through speech could dramatically increase 
the efficiency of end-users. However, it remains to be seen if this result holds when the user 
is free to use the grammar in a normal setting. This would require that the participants 
would not be given small separate tasks but rather that they would have to compile a 
document from scratch with pre-defined formatting. 
Whether or not an extended grammar is considered, further research will have to be done 
where the exposure to the application is lengthened in order to determine whether the 
learning effect can continue to an even greater degree. This study could use a smaller sample 
as it has already been established that it is possible to use this interaction technique effectively. 

4.2 User testing of text input 
As previously mentioned, the longitudinal testing also included tasks which required that 
the participants input text using either the keyboard or eye gaze and speech recognition. 
This section is a discussion of the comparative study between these two text input methods. 

4.2.1 Participants 
The participants for this analysis were the same as in the previous section. There were, 
however, three of the 25 participants who were unable to type using eye gaze and speech for 
various reasons and they were excluded from the analysis. Fourteen of the remaining 
participants were male and 8 were female, 6 were English-speaking, 6 Afrikaans-speaking 
and the remainder (10) had an African language as their first language. The average age of 
participants was 21.1 (standard deviation = 2.0). 

4.2.2 Tasks 
In total there were two typing tasks using the keyboard and three using the eye gaze and 
speech.  The tasks required participants to type phrases that were randomly selected from a 
set of 35 preselected tasks, which were in turn selected from the 500 everyday commonly 
used phrases as determined by MacKenzie and Soukoreff (2003). 
When using eye gaze and speech the size of the buttons was set to 60×60 (≈1.55° visual 
angle) pixels. Buttons were spaced 60 pixels apart with a gravity well of 20 pixels on all 
sides of each button. Although there were three typing tasks using these settings, only the 
last two of each session were included in the analysis. This was due to the fact that the first 
one was viewed more as a practice typing task to reacclimatise the participants to typing 
using eye gaze and speech. The participants were not told that the first task would not count 
towards the analysis and were instructed to complete all tasks to the best of their ability.  
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In order to investigate the effect of size and spacing between targets, additional typing tasks 
were added from the fifth session onwards. Within these additional typing tasks, the first 
one had to be completed using the originally sized and spaced buttons. The next two had to 
be completed with buttons that were 50×50 (≈1.29° visual angle visual angle at a viewing 
distance of 600 mm) pixels in size and spaced 70 pixels apart. Following this there were 
another two tasks which had to be completed using buttons that were also 50×50 pixels in 
size but were spaced 60 pixels apart. For all typing tasks a gravity well of 20 pixels on all 
sides of the buttons were employed. 

4.2.3 Measurements 
Since both input methods (the keyboard and eye gaze and speech recognition) were 
character based, the measurements that were selected for analysis were the character error 
rate and the characters typed per second. The character error rate (CER) measures how 
many insertions, deletions and substitutions have to be done to convert the presented text to 
the text as entered by the participant (Read, 2005). This measurement is synonymous with 
the Levenshtein distance between two strings (Levenshtein, 1966) divided by the number of 
characters that were typed (Read, 2005; MacKenzie and Soukoreff, 2002). This error rate 
measurement will be used in this section to analyse the effectiveness of the interaction 
techniques. 
For the efficiency of the interaction techniques, the measurement of characters per second 
(CPS) will be used. This measurement divides the number of characters that were typed by 
the time taken in seconds. Similar to previous studies (MacKenzie, 2002), the time taken was 
measured from the time when the first character was typed to the time the last character was 
typed. This excludes the time required to read the question, including the sentence that 
must be typed, and the time taken to locate the first character that must be typed. As a 
consequence, the number of characters becomes n-1. 

4.2.4 Results 
The initial analysis will only include the data from the original typing tasks using the 
originally sized buttons.  
The leftmost chart below shows the average error rate for input through eye gaze and 
speech (blue line) and the keyboard (red line). The chart on the right shows the characters 
per second that were achieved with both interaction techniques and for all sessions. Clearly, 
the technique of eye gaze and speech results in far more errors than the keyboard when 
used for text entry while the keyboard facilitates a faster typing speed. Although the error 
rate of eye gaze and speech declines as exposure increases, the typing speed does not 
increase significantly. This could indicate that either more practice is required to increase 
typing speeds or that the typing speed quickly reaches a plateau which cannot be breached. 
Observation of the participants during their interaction with the system would suggest that 
more practice is required to increase the efficiency of the text entry. 
Using a confidence interval of 95%, it was found that the interaction technique had a 
significant effect on the number of errors made (F(1, 21) = 6.516, p < 0.05) but that there was 
also a significant difference between the sessions (F(8, 168) = 2.278, p < 0.05). In particular, 
sessions 9 and 10 differed significantly from sessions 2 and 3. This shows a measure of 
improvement in the error rate as time went by and would suggest that participants were 
becoming more accustomed to using eye gaze and speech for text input purposes. 
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Fig. 11. Least squares mean plot of character error rate and characters per second 
 

 

 
Fig. 12. Least squares mean plot of character error rate and characters per second for all 
typing tasks 

Similarly, the interaction technique (F(1, 21) = 54.704, p < 0.05) had a significant effect on the 
characters typed per second but there was no significant difference between the sessions 
(F(8, 168) = 1.385, p > 0.05). Therefore, using eye gaze and speech for typing is significantly 
slower than when typing with the keyboard but there is no significant improvement in 
typing speed as exposure to the system increases. 



  
Speech Technologies 

 

402 

The next step was to analyse text input that includes the additional tasks and differently 
sized and spaced buttons.  Since the additional tasks were only completed from session 5 
onwards. The analysis was done for these sessions only. In order to distinguish between the 
different sized buttons, results for the originally sized and spaced buttons will be referred to 
as speech-L, the smaller widely spaced buttons as speech-SW and the smaller closely spaced 
buttons as speech-SC.  
Figure 12 plot the error rate and characters per second for each of the text entry methods for 
the sessions during which they were tested. 
The keyboard has the lowest error rate of all the interaction techniques and it also has the 
highest typing speed. Regarding the error rate and typing speed of the eye gaze and speech, 
the three different methods are virtually indistinguishable from one another. 
The interaction technique (F(3, 44) = 4.100, p < 0.05) causes a significant difference in the 
error rate but there is no significant difference between the error rates of the various sessions 
(F(5, 220) = 1.056, p > 0.05). Post-hoc tests indicate that there is a significant difference 
between the error rates of the keyboard and those of the speech-SW interaction technique. In 
terms of typing speed, the interaction technique (F(3, 44) = 148.369, p < 0.05*) significantly 
affects this measurement as does the session (F(5, 15) = 3.002, p < 0.05*). As could be 
expected the keyboard results in a significantly faster typing speed than all other interaction 
techniques. The typing speeds in the last session were also significantly faster than the 
speeds of the first two sessions which indicates some measure of learning. 

4.2.5 Discussion 
It was found that the eye gaze and speech interaction technique causes a significantly higher 
error rate than the keyboard. There was no difference between the error rates of speech-L, 
speech-SW and speech-SC and they all differed from the keyboard at some stage. However, 
the interaction technique of speech-L did seem to offer the most improved error rate as it 
did not differ from the keyboard when analysed for the later sessions only. In some 
instances there was improvement over the sessions, which indicates some measure of 
learning when using eye gaze and speech. If the learning effect can be maintained, more 
practice could possibly lead to an effectiveness measurement which is comparable to that of 
the keyboard. 
In terms of efficiency (characters per second), the keyboard outperformed the eye gaze and 
speech interaction technique. The efficiency of eye gaze and speech also did not improve as 
exposure increased. This could either indicate that more practice is needed to achieve 
increased speed or that the typing speed quickly reaches the fastest achievable rate. Neither 
the size of the buttons nor the spacing between buttons affected the efficiency of the eye 
gaze and speech. 

4.2.6 Further research 
Further research can be conducted whereby the participants receive more practice with 
using eye gaze and speech as a text input mechanism. This will allow more detailed analysis 
to be performed in order to determine whether a much longer period of exposure would 
serve to increase the effectiveness and efficiency of the interaction technique. Furthermore, 
future studies could incorporate the correction of errors so that the character error rate could 
determine the eventual correctness of the transcribed text in conjunction with the 
transcribed text before corrections were applied. 
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Since it was found that neither the size of the buttons nor the spacing between the buttons 
influenced the usability of the interaction technique, further tests can be conducted to 
determine whether an increase in the gravity well will impact performance. Although the 
decrease of physical size and increase of gravity well result in a selectable area with the 
same size as a large button, the perceived accuracy with smaller buttons could serve to boost 
the confidence, and therefore satisfaction, of end-users. 

5. Conclusion 
This chapter reported on the results of similar word processing tasks which were compared 
when they were completed using the mouse and keyboard or when using speech 
commands. The measurements which were analysed were time to complete the task and the 
number of actions that were performed during completion of the task. For the majority of 
the tasks it was found that the interaction techniques could compete on a comparable level, 
particularly as the participant gained experience. This indicates that the application was 
indeed learnable.  These results indicate that the proposed use of speech commands within a 
word processor application is viable.  
This chapter also reported on the results of the use of eye gaze and speech for text input 
when compared to a traditional keyboard. Measurements of effectiveness, namely the error 
rate, and efficiency, namely characters typed per second were analysed. It was found that 
when using eye gaze and speech for text input, neither the size of the buttons nor the 
spacing between the buttons affected the performance of the interaction technique. The 
performance of the keyboard for both these usability measures far outstrips that of the eye 
gaze and speech. Even with extended exposure to the eye gaze and speech interaction 
techniques, the effectiveness and efficiency could not reach levels which were equivalent to 
those achieved by the keyboard. 
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1. Introduction 
To better integrate robots into society, a robot should be able to interact in a friendly manner 
with humans. The aim of our research is to contribute to the development of a robot that can 
perceive human feelings and mental states. A robot that could do so could, for example, 
better take care of an elderly person, support a handicapped person in his or her live, 
encourage a person who looks sad, or advise an individual to stop working and take a rest 
when he or she looks tired. 
Our study concerns the first stage of the development of a robot that has the ability to detect 
visually human feelings or mental states. Although a mechanism for recognizing facial 
expressions has received considerable attention in the field of computer vision research 
(Harashima et al., 1989; Kobayashi & Hara, 1994; Mase, 1990, 1991; Matsuno et al., 1994; 
Yuille et al., 1989), currently it still falls far short of human capability—especially from the 
viewpoint of robustness under widely varying lighting conditions. One of the reasons for 
this is that the nuances of shade, reflection, and localized darkness—as the result of the 
inevitable changes in gray levels—influence the accuracy of the discernment of facial 
expressions. 
To develop a robust method of facial expression recognition applicable under widely varied 
lighting conditions, we do not use a visible ray (VR) image, instead we use an image 
produced by infrared rays (IR), which show temperature distributions of the face (Fujimura 
et al., 2011; Ikezoe et al., 2004; Koda et al., 2009; Nakano et al., 2009; Sugimoto et al., 2000; 
Yoshitomi et al., 1996, 1997a, 1997b, 2000, 2011a, 2011b; Yoshitomi, 2010). Although a human 
cannot detect IR, a robot can process the information contained in the thermal images 
created by IR. Therefore, as a new mode of robot vision, thermal image processing is a 
practical method that is viable under natural conditions. 
The timing for recognizing facial expressions also is important for a robot because 
processing can be time consuming. We adopted an utterance as the key to expressing 
human feelings or mental states because humans tend to say something to express their 
feelings (Fujimura et al., 2011; Ikezoe et al., 2004; Koda et al., 2009; Nakano et al., 2009; 
Yoshitomi et al., 2000; Yoshitomi, 2010). In conversation, we utter many phonemes. We have 
selected vowel utterances for use as timings to recognize facial expressions because the 
number of vowels is very limited, and the waveforms of vowels tend to have a bigger 
amplitude and a longer utterance period than consonants. Accordingly, the timing range of 
each vowel can be relatively easily decided by a speech recognition system. 
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In this paper, we briefly look at a proposed method (Koda et al., 2009) for recognizing the 
facial expressions of a speaker. For this facial expression recognition, we select three image 
timings: (i) just before speaking, and speaking (ii) the first vowel and (iii) the last vowel in 
an utterance. To apply the proposed method (Koda et al., 2009), three subjects spoke 25 
Japanese given names that provide all combinations of first and last vowels. These 
utterances were used to prepare the training data and then the test data. 

2. Speech recognition system 
We use a speech recognition system called Julius (Kawahara et al., 2010b) to save as a wav 
file the timing positions of the start of speech, and the first and last vowels (Koda et al., 2009; 
Yoshitomi, 2010; Fujimura et al., 2011; Yoshitomi et al., 2011a). 
Julius has been widely used by researchers and engineers, especially in Japan. Julius can 
achieve typically real-time dictation of a 20,000-60,000 word vocabulary with an accuracy of 
about 90% on a PC (Kawahara et al., 2010a). In the references (Kawahara et al., 2010a, 2010b; 
Lee & Kawahara, 2009), Julius is explained in detail. Based on these references, we briefly 
explain the characteristics of Julius. 
Julius has been developed as a research software for large-vocabulary continuous speech 
recognition (LVCSR) since 1997, and is distributed under an open license together with 
source codes. Julius is an open-source software for Japanese LVCSR. Word N-gram, context-
dependent Hidden Markov Model (HMM), tree lexicon, N-gram factoring, crossword 
context dependency handling, enveloped beam search, Gaussian pruning, and Gaussian 
selection are used as the main techniques in Julius. According to the references (Kawahara et 
al., 2010a, 2010b; Lee & Kawahara, 2009), the main characteristics of Julius are: 

 Real-time, high-speed, recognition based on a two-pass strategy.  
 Live audio input recognition via microphone/input socket. 
 Less than 32 M Bytes required for work area in memory.  
 Supports language model (LM) of N-gram, grammar, and isolated words.  
 Any LM in standard ARPA format and acoustic models in HTK ascii hmmdefs 

format can be used.  
 Set various search parameters. Alternate decoding algorithm can be chosen.  
 Triphone HMM/tied-mixture HMM/phonetic tied-mixture HMM with any 

number of states, mixtures and models are supported in HTK. 
 Most mel-frequency cepstral coefficients and their variants are supported in HTK. 

Figure 1 shows examples of outputs by Julius. The figure shows the timing position at the 
start of speech, and each trimming range of the first and last vowels for the utterance of 
“Shinnya” pronounced by Subject A while expressing the emotions “angry,” “happy,” 
“neutral,” “sad,” and “surprised.”  
 

 Angry Happy Neutral Sad Surprised 
Silent 0-35 frame 0-12 0-64 0-43 0-48 

Consonant 36-56 13-38 65-75 44-66 49-67 
Vowel(/i/) 57-73 39-53 76-83 67-74 68-76 
Consonant 74-91 54-69 84-110 75-99 77-97 
Vowel(/a/) 92-103 70-84 111-129 100-117 98-117 

Silent 104-191 85-191 130-191 118-191 118-191 

Fig. 1. Examples of outputs by Julius 
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3. Method for recognizing facial expressions  
Figure 2 is a flowchart of the proposed method. We have two modules in our system. The 
first is for speech recognition and dynamic image analysis, and the second is for learning 
and recognition. In the module for learning and recognition, we embedded the module for 
for front-view face judgment, which is not described in this paper because it is not directly 
related to speech recognition. The procedure used, except for the pre-processing module for 
front-view face judgment (Fujimura et al., 2011), is explained below. 
 

 
Fig. 2. Flowchart of proposed method (Fujimura et al., 2011) 
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3.1 Speech recognition and dynamic image analysis 
Figure 3 shows the waveform of the Japanese given name “Taro;” the timing position of the 
start of speech, and the timing ranges of the first vowel (/a/) and the last vowel (/o/) were 
decided by Julius. By using these three timing positions obtained from a wav file, three 
thermal image frames are extracted from an AVI file. For the timing position just before 
speaking, we use 84 ms, as determined in a previously reported study (Nakano et al., 2009). 
As the timing position of the first vowel, we use the position where the absolute value of the 
amplitude of the waveform is the maximum while speaking the vowel. For the timing 
position of the last vowel, we apply the same procedure used for the first vowel. 
 

 
Fig. 3. Speech waveform of “Taro” and timing positions for image frame extraction (Koda et 
al., 2009) 

3.2 Learning and recognition 
For the static thermal images obtained from the extracted image frames, the process of 
erasing the area of the glasses, extracting the facial area, and standardizing the position, size, 
and rotation of the face are performed according to the method described in our previously 
reported study (Nakano et al., 2009). Figure 4 shows the blocks for extracting the facial areas 
in a thermal image of 720 × 480 pixels. In the next step, we generate difference images 
between the averaged neutral face image and the target face image in the extracted facial 
areas to perform a two-dimensional discrete cosine transform (2D-DCT). The feature vector 
is generated from the 2D-DCT coefficients according to a heuristic rule (Ikezoe et al., 2004; 
Nakano et al., 2009). 
The Julius speech recognition system used in our study sometimes makes a mistake in 
recognizing the first and/or last vowel(s). For example, /a/ for the last vowel is sometimes 
misrecognized as /o/. We correct this misrecognition for the training data, however, 
corrections cannot be made for the test data. For example, in the experiment described later, 
when Julius correctly judges the first vowel of the utterance of “Ayaka,” but misjudges the 
last vowel as /o/, the training data in speaking “Taro” are used for recognition instead of 
those for speaking “Ayaka.” The facial expression is recognized by the nearest-neighbor 
criterion in the feature vector space by using the training data just before speaking and 
while uttering the phonemes of the first and last vowels. 
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Fig. 4. Blocks for extracting facial areas from a thermal image 

4. Experiments 
4.1 Conditions 
The thermal image produced by a thermal video system (Nippon Avionics TVS-700) and the 
sound captured by an electret condenser microphone (Sony ECM-23F5), amplified by a 
mixer (Audio-Technica AT-PMX5P), were transformed into a digital signal by an 
analogue/digital converter (Thomson Canopus ADVC-300) and input into a computer 
(DELL Optiplex GX620, CPU: Pentium IV 3.4 GHz, main memory: 2.0 GB, OS: Windows XP 
(Microsoft)) with an IEEE1394 interface board (I·O Data Device 1394-PCI3/DV6). We used 
Visual C++ 6.0 (Microsoft) as the programming language. To generate a thermal image, we 
set the conditions so the thermal image had 256 gray levels for the detected temperature 
range. This range was decided independently for each subject in order to best extract the 
facial area. We saved the visual and audio information in the computer as a Type 2 DV-AVI 
file, in which a frame had a spatial resolution of 720 × 480 pixels and an 8-bit gray level, and 
the sound was saved in a PCM format as stereo, 48 kHz, 16-bit file. The version 4.0 of Julius 
was used in the current study. 
All subjects exhibited, in alphabetical order, each of the intentional facial expressions of 
“angry,” “happy,” “neutral,” “sad,” and “surprised,” while speaking the semantically 
neutral utterance of each of the Japanese given names listed in Table 1. There were three 
subjects. Subject A was a male without glasses. Subject B was a male with glasses. Subject C 
was a female without glasses. Figures 5, 6, and 7 show images of Subjects A, B, and C, 
respectively. 
 

 First vowel 
a i u e o 

 
Last 

vowel 
 

a ayaka shinnya tsubasa keita tomoya 
i kazuki hikari yuki megumi koji 
u takeru shigeru fuyu megu noboru 
e kaede misae yusuke keisuke kozue 
o taro hiroko yuto keiko tomoko 

Table 1. Japanese given names used in the experiment (Yoshitomi et al., 2011a) 
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 Just before 
speaking 

In speaking firstvowel 
(/i/) 

In speaking last vowel 
(/a/) 

Angry 

 

Happy 

 

Neutral 

 

Sad 

 

Surprised 

 
 

Fig. 5. Thermal images of Subject A expressing all facial expressions when speaking 
“Shinnya” 
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Fig. 6. Thermal images of Subject B expressing all facial expressions when speaking 
“Shinnya” 



  
Speech Technologies 

 

412 

 

 Just before  
speaking 

In speaking first owel 
(/i/) 

In speaking last vowel 
(/a/) 

Angry 

  

Happy 

   

Neutral 

   

Sad 

   

Surprised 

   
 

Fig. 7. Thermal images of Subject C expressing all facial expressions when speaking 
“Shinnya” 



 
Vowel Judgment for Facial Expression Recognition of a Speaker   

 

413 

In the experiment, all subjects kept intentionally the front-view faces in the AVI files saved 
as both the training and test data. Accordingly, the pre-processing module for front-view 
face judgment (Fujimura et al., 2011) was not used in the experiment. We assembled 20 
samples as training data and 10 samples as test data. From one sample, we obtained three 
images at the timing positions of just before speaking, and just speaking the phonemes of 
the first and last vowels. We obtained training data for all combinations of vowel type of the 
first and last vowels. 

4.2 Results and discussion 
The mean values for the recognition accuracy of Subject A in speaking 25 names with five 
emotions were 94.1% for the first vowel and 87.0% for the last vowel. Those of Subject B 
were 87.4% for the first vowel and 80.4% for the last vowel. Those of Subject C were 84.7% 
for the first vowel and 70.8% for the last vowel. For all subjects, Julius recognized the first 
vowel more accurately than the last vowel. Tables 2, 3 and 4 show the recognition accuracy 
for both the first and last vowels of Subjects A, B, and C, respectively. In Tables 2, 3 and 4, 
the recognition accuracy means the ratio in percentage of cases in which both the first and 
last vowels are correctly recognized. The mean values for the recognition accuracy for both 
the first and last vowels of Subject A in speaking 25 names with each emotion were 82.0% 
for “angry," 87.2% for “happy," 82.0% for “neutral," 83.6% for “sad," and 76.4% for 
“surprised." Those of Subject B were 54.2% for “angry," 74.5% for “happy," 98.0% for 
“neutral," 69.2% for “sad," and 62.0% for “surprised." Those of Subject C were 54.4% for 
“angry," 47.4% for “happy," 74.0% for “neutral," 63.6% for “sad," and 55.6% for “surprised." 
For both Subjects B and C, the mean value of the recognition accuracy for both the first and 
last vowels in speaking 25 names with the emotion of “neutral” was higher than that with 
other emotions, while the difference of emotion did not have much of an influence on the 
mean value of the recognition accuracy for both the first and last vowels in speaking 25 
names in the case of Subject A, who could clearly pronounce the names selected in the study 
with all of the emotions. 
Table 5 shows the mean values for the recognition accuracy for both the first and last vowels 
in speaking each name while expressing all five emotions. The highest value, 98.7%, as the 
mean value of all subjects was obtained for the name “Shinnya” where the first and last 
vowels are /i/ and /a/, respectively, while the lowest, 42.0%, was obtained for “Yuki” 
where the first and last vowels are /u/ and /i/, respectively. Moreover, the mean values of 
the recognition accuracy for both the first and last vowels with five emotions depended 
remarkably on the name to be pronounced, especially with Subject C. Figure 8 shows the 
waveforms for “Shinnya” pronounced by Subjects A, B, and C while expressing each 
emotion. All of the first and last vowels whose waveforms are shown in Fig. 8 were correctly 
recognized by Julius. Figure 9 shows the waveforms of “Koji” pronounced by Subjects A, B, 
and C for each emotion. In Fig. 9, all of the first and last vowels pronounced by Subject A 
were correctly recognized by Julius. As shown in Fig.9, some of the first and last vowels 
pronounced by Subject B and C were misrecognized by Julius. Julius tends to correctly 
recognize an utterance when it is clearly pronounced. 
Table 6 shows facial expression recognition accuracy as mean values over all combinations 
of first and last vowels. The mean recognition accuracy of the facial expressions of all 
subjects was 79.8%. The mean recognition accuracy of the facial expressions was 85.5% for 
Subject A, 74.1% for Subject B, and 79.7% for Subject C. As stated in Section 3.2, Julius 
sometimes makes a mistake in recognizing the first and/or last vowel(s). For example, /a/ 
for the last vowel is sometimes misrecognized as /o/.  
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First-last 

vowel Angry Happy Neutral Sad Surprised Mean 

a-a 50 100 100 80 0 66.0 

a-i 100 100 100 90 80 94.0 

a-u 90 0 100 100 70 72.0 

a-e 80 100 100 90 100 94.0 

a-o 80 60 100 90 80 82.0 

i-a 100 100 100 100 100 100.0 

i-i 100 80 100 100 60 88.0 

i-u 100 80 100 100 90 94.0 

i-e 30 100 70 40 0 48.0 

i-o 100 100 30 20 100 70.0 

u-a 80 70 40 70 60 64.0 

u-i 100 90 20 10 100 64.0 

u-u 90 100 70 70 100 86.0 

u-e 100 100 100 100 100 100.0 

u-o 100 100 70 100 100 94.0 

e-a 50 100 80 100 10 68.0 

e-i 100 100 100 100 100 100.0 

e-u 30 40 100 100 90 72.0 

e-e 50 80 100 90 90 82.0 

e-o 100 100 60 100 90 90.0 

o-a 80 80 100 100 60 84.0 

o-i 100 100 100 100 100 100.0 

o-u 100 100 100 100 100 100.0 

o-e 100 100 100 100 70 94.0 

o-o 40 100 10 40 60 50.0 

Mean 82.0 87.2 82.0 83.6 76.4 82.2 
 

Table 2. Accuracy (%) of speech recognition for Subject A (Yoshitomi et al., 2011b) 
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First-last 

vowel Angry Happy Neutral Sad Surprised Mean 

a-a 30 100 100 100 60 78.0 

a-i 40 60 100 70 33 60.6 

a-u 50 90 100 56 80 75.2 

a-e 67 90 90 70 60 75.4 

a-o 30 90 100 60 20 60.0 

i-a 100 100 100 100 100 100.0 

i-i 40 90 100 90 20 68.0 

i-u 20 40 100 78 0 47.6 

i-e 70 75 100 70 67 76.4 

i-o 0 90 90 90 60 66.0 

u-a 50 100 100 100 80 86.0 

u-i 70 10 90 10 70 50.0 

u-u 100 60 100 90 100 90.0 

u-e 50 78 100 67 100 79.0 

u-o 10 40 100 20 90 52.0 

e-a 80 90 90 90 80 86.0 

e-i 100 90 100 70 100 92.0 

e-u 0 40 100 50 30 44.0 

e-e 89 80 90 90 90 87.8 

e-o 50 60 100 90 90 78.0 

o-a 80 100 100 80 0 72.0 

o-i 60 30 100 10 60 52.0 

o-u 40 90 100 10 50 58.0 

o-e 30 90 100 80 100 80.0 

o-o 100 80 100 90 10 76.0 

Mean 54.2 74.5 98.0 69.2 62.0 71.6 

 

Table 3. Accuracy (%) of speech recognition for Subject B 
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First-last 

vowel Angry Happy Neutral Sad Surprised Mean 

a-a 100 78 100 50 80 81.6 

a-i 80 100 100 100 40 84.0 

a-u 0 0 40 40 0 16.0 

a-e 60 60 90 30 100 68.0 

a-o 89 40 100 80 100 81.8 

i-a 100 100 100 80 100 96.0 

i-i 0 56 100 10 30 39.2 

i-u 0 0 0 50 0 10.0 

i-e 90 90 100 80 50 82.0 

i-o 70 20 100 80 80 70.0 

u-a 70 100 100 90 90 90.0 

u-i 10 0 50 0 0 12.0 

u-u 0 0 0 10 0 2.0 

u-e 70 80 100 80 50 76.0 

u-o 40 0 60 80 10 38.0 

e-a 90 60 100 60 100 82.0 

e-i 100 100 100 100 100 100.0 

e-u 0 0 10 70 10 18.0 

e-e 90 100 100 100 90 96.0 

e-o 40 30 100 100 100 74.0 

o-a 90 70 100 90 50 80.0 

o-i 0 0 0 0 0 0.0 

o-u 0 0 10 10 30 10.0 

o-e 100 20 90 100 90 80.0 

o-o 70 80 100 100 90 88.0 

Mean 54.4 47.4 74.0 63.6 55.6 59.0 

 

Table 4. Accuracy (%) of speech recognition for Subject C 



 
Vowel Judgment for Facial Expression Recognition of a Speaker   

 

417 

 
First-last 

vowel Sbject A Subject B Subject C Mean 

a-a 66.0 78.0 81.6 75.2 

a-i 94.0 60.6 84.0 79.5 

a-u 72.0 75.2 16.0 54.4 

a-e 94.0 75.4 68.0 79.1 

a-o 82.0 60.0 81.8 74.6 

i-a 100.0 100.0 96.0 98.7 

i-i 88.0 68.0 39.2 65.1 

i-u 94.0 47.6 10.0 50.5 

i-e 48.0 76.4 82.0 68.8 

i-o 70.0 66.0 70.0 68.7 

u-a 64.0 86.0 90.0 80.0 

u-i 64.0 50.0 12.0 42.0 

u-u 86.0 90.0 2.0 59.3 

u-e 100.0 79.0 76.0 85.0 

u-o 94.0 52.0 38.0 61.3 

e-a 68.0 86.0 82.0 78.7 

e-i 100.0 92.0 100.0 97.3 

e-u 72.0 44.0 18.0 44.7 

e-e 82.0 87.8 96.0 88.6 

e-o 90.0 78.0 74.0 80.7 

o-a 84.0 72.0 80.0 78.7 

o-i 100.0 52.0 0.0 50.7 

o-u 100.0 58.0 10.0 56.0 

o-e 94.0 80.0 80.0 84.7 

o-o 50.0 76.0 88.0 71.3 

Mean 82.2 71.6 59.0 70.9 
 

Table 5. Accuracy (%) of speech recognition for Subjects A, B, and C 
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Fig. 8. Waveforms for each subject when speaking “Shinnya”, whose vowels are /i/ for the 
first and /a/ for the last, while expressing each emotion 
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Fig. 9. Waveforms for each subject when speaking “Koji”, whose vowels are /o/ for the first 
and /i/ for the last, while expressing each emotion 
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In order to estimate the effect of improving the recognition accuracy of vowel(s), we 
manually corrected the misrecognition of vowel(s) when Julius made a mistake in 
recognizing the first and/or last vowel(s). In this case, for example, when Julius correctly 
judged the first vowel at the utterance of “Ayaka” but misjudged the last vowel as /o/, the 
training data in speaking “Ayaka” were used for facial expression recognition after 
manually correcting /o/ into /a/on the speech recognition of the last vowel. Table 7 shows 
the accuracy in recognition of facial expressions as mean values for all combinations of first 
and last vowels after correcting the misrecognition of vowel(s). Each value in Table 7 means 
one obtained in the case of perfect recognition of both the first and last vowels. In such a 
case, the mean recognition accuracy of the facial expressions of all subjects was 87.0%, and 
the mean recognition accuracy of the facial expressions was 89.7% for Subject A, 82.5% for 
Subject B, and 88.7% for Subject C. Accordingly, improving the recognition of the first and 
last vowels would improve the mean value of facial expression recognition by up to 7.2%. 
The mean values of the recognition accuracy of all subjects in speaking 25 names while 
expressing all five emotions were 88.7% for the first vowel and 79.4% for the last vowel. The 
recognition accuracy of vowels pronounced while expressing various emotions might be 
high enough to decide the timing of facial expression recognition using the speech 
recognition system. Accordingly, as a continuation of our work, we will use the proposed 
method for recognizing facial expressions in daily conversation. 
 

Subject A 
Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 

Output 

Angry 90.4 0.4 0.0 6.0 2.4 

Happy 3.6 94.8 9.6 4.8 7.2 

Neutral 0.0 0.0 87.2 0.0 0.0 

Sad 0.4 2.8 0.4 78.8 14.0 

Surprised 5.6 2.0 2.8 10.4 76.4 

Subject B 
Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 

Output 

Angry 64.1 5.2 5.2 6.7 9.2 

Happy 10.8 77.2 0.8 7.3 13.4 

Neutral 0.0 4.0 83.6 0.0 0.0 

Sad 7.2 7.6 2.0 78.0 9.7 

Surprised 17.9 6.0 8.4 8.0 67.7 

Subject C 
Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 

Output 

Angry 78.8 4.4 7.2 5.2 0.8 

Happy 2.4 77.1 3.6 2.4 0.0 

Neutral 10.8 2.0 71.9 3.2 2.0 

Sad 2.8 11.3 12.9 78.8 5.2 

Surprised 5.2 5.2 4.4 10.4 92.0 

Table 6. Accuracy (%) of facial expression recognition (Yoshitomi et al., 2011b) 
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Subject A Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 

Output 

Angry 91.6  0.4  0.0  4.8  1.2  

Happy 3.2  94.8  2.4  4.8  3.2  

Neutral 0.0  0.0  97.6  0.0  0.0  

Sad 0.4  2.8  0.0  79.2  10.4  

Surprised 4.8  2.0  0.0  11.2  85.2  

Subject B Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 

Output 

Angry 79.2 2.8 4.4 3.7 3.6 

Happy 5.6 85.2 2.8 3.6 11.9 

Neutral 0.0 4.0 83.6 0.0 0.0 

Sad 2.4 4.0 1.2 89.1 9.2 

Surprised 12.8 4.0 8.0 3.6 75.3 

Subject C Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 

Output 

Angry 88.4  2.4  4.8  3.6  0.4  

Happy 0.4  92.8  2.8  1.6  0.0  

Neutral 4.8  0.8  79.1  2.0  0.4  

Sad 1.6  1.6  10.5  86.0  2.0  

Surprised 4.8  2.4  2.8  6.8  97.2  

Table 7. Accuracy (%) of facial expression recognition for perfect speech recognition of both 
first and last vowels 

5. Conclusion 
We have developed a method for recognizing the facial expressions of a speaker by using 
thermal image processing and a speech recognition system. To implement the proposed 
method, three subjects spoke 25 Japanese given names that provided all combinations of 
first and last vowels. These subjects were used to prepare training data and then test data 
for all combinations of the first and last vowels. The mean values of the recognition accuracy 
of all subjects in speaking 25 names while expressing five emotions were 88.7% for the first 
vowel and 79.4% for the last vowel. Using the proposed method, the facial expressions of 
three subjects were discernable with an accuracy of 79.8% when the subject exhibited one of 
the intentional facial expressions of “angry,” “happy,” “neutral,” “sad,” and “surprised.” 
Improving the recognition of the first and last vowels could improve the mean value of 
facial expression recognition by up to 7.2% The recognition accuracy of vowels pronounced 
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with various emotions might be high enough to decide the timing of facial expression 
recognition using the speech recognition system. We expect the proposed method to be 
applicable for recognizing facial expressions in daily conversation. 
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1. Introduction 
In article results of researches in TUSUR are show. Researches proceed more than 20 years. 
The basic consumers of production are medical institutions 
Researches in the field of speech technologies in TUSUR are spent more than 20 years. 
Among the basic directions definition of the announcer, speech synthesis on printing text 
are allocated the adaptive analysis of a speech signal for the decision of problems of the 
analysis and speech recognition. Important applied value is medical appendices for support 
of the doctor-logopedist, and also on carrying out of procedures of rehabilitation of vocal 
and speech functions at the person.  

2. Processing of a speech signal 
For processing of a speech signal the hierarchical model was used. The information is used 
from various levels of speech system hierarchy. It allows to use the information presented in 
various scales for the full-function analysis and synthesis of a speech signal. 
Elements at each level are thus allocated, their properties, possible transformations are 
defined. It is besides defined that elements at the bottom levels of hierarchy of speech 
system under certain conditions form configurations which are elements of top levels. 
Thus conditions of a regularity of the configurations defining calculations are formed. In 
turn at synthesis of a speech signal elements of top levels will be transformed to 
configurations of elements of the bottom levels of hierarchy of speech system. 

2.1 Speech signal analysis 
The acoustic model of speech perception system has been developed for carrying out of 
researches of a speech signal. Its maintenance is represented by original mathematical 
model and algorithms of processing. Masking is simultaneous allows to eliminate 
redundancy in the speech signal, connected with features of delay of reaction sensor’s 
systems after peaks in frequency area. Frequency masking allows to eliminate surplus 
information on a frequency spectrum which isn't perceived by the person since it disappears 
behind other frequencies. 
In a complex of simultaneous and frequency masking the volume of the processed 
information on a speech signal at what the information isn't lost is considerably reduced, 
and its quality only improves, raises it informative. 
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In fig. 1 results on research of a site of a speech signal are presented. At the left results FFT, 
on the right – are presented at use of the developed model. It allows to spend segmentation 
of a speech signal on vocal and non-vocal sequence. They are used for the parametrical 
description of a speech signal. 
Besides, on vocal sequence fundamental frequency with split-hair accuracy in comparison 
with other algorithms is defined. 
 

 
 

Fig. 1.  
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2.2 Medical research 
Medical researches go in a direction of quality improvement of diagnosis statement and 
times reduction of patients rehabilitation. The first developed information system shows to 
the doctor-logopedist of speech signal feature (on a spectrum) and prompts infringements of 
speech formation bodies of patient. 
The second component allows to form with use of biological feedback esophagus voice. To 
patients cut throat and form artificial vocal folds in a gullet. In fig 2 anatomic features after 
removal of a throat and to formation of a new vocal path are presented 
 

 
Fig. 2. 

In fig. 3 basic elements of man-machine system are presented. In it the logopedist forms the 
task for the patient. The patient spends trainings on formation or restoration of vocal 
function about use of a hardware-software complex. The hardware includes a microphone 
with which help the data and the monitor on which process of interaction with the patient 
and its results is displayed are entered. Program and algorithmic maintenance forms 
contains mathematical model and functions of processing of a speech signal, interaction 
with the patient, and as history of speech rehabilitation. 
Using biocontrol at first it is formed phonation, then the patient is trained to operate vocal 
folds (stability of fundamental frequency, duration phonation, etc.). 
In figure 4 the photo from scientific research institute of oncology of Russian Academy of 
Medical Science on which base medical researchers are conducted is presented. Active 
participation is accepted by professor Balatskaja L.N., professor Chojnzonov L.T., logopedist 
Krasavina Е.А. In TUSUR Bondarenko V. P, Kornilov A.J., Kotsubinsky V.P. were engaged 
and engaged in Konev A.A., Kostjuchenko E.J., Kvasov A.N. in the given problem 
In figure 5 results of change of frequency of the basic tone at stages of vocal rehabilitation 
are presented (a) - Fundamental frequency, b) - Deviation fundamental frequency, c) - 
Sound duration [a]). 
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Fig. 3. 

 
Fig. 4. 
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Fig. 5. 
 

It is obvious that the base investigated characteristic is fundamental frequency. 
Measurements at various stages logorestore experts were spent: 
1. prior to the beginning of complex rehabilitation; 
2. in the beginning of complex rehabilitation; 

a) 

b) 

c) 
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3. after the termination of vocal rehabilitation; 
4. in 6 months after vocal rehabilitation; 
5. in 1 year after vocal rehabilitation. 
On a figure 5a) are resulted for patient M change of fundamental frequency on stages, on a 
figure of 2 deviations of fundamental frequency from average value and on a figure 3 
duration of a said sound [a]. In the resulted case the most widespread kinds of changes of 
investigated characteristics are reflected. The patient learns to say more long phrases and in 
wide range to fundamental frequency control. It is obvious that use of new methods of the 
speech signal analysis is expedient for using at tracing of positive dynamics of vocal 
rehabilitation. At various stages logorestore therapies at the person are formed the new 
mechanism of speech formation. However, as already it has been noted above, at throat 
removal vocal folds speech formation a path of the person leave. At vocal rehabilitation in 
the first physiological narrowing of a gullet the pseudo-vocal crack which in the subsequent 
to be analogue of vocal folds of a throat is formed. One of the most important characteristics 
which are subject to research is the fundamental frequency defining frequency of 
fluctuations of vocal folds and defining voice quality. 
Efficiency of vocal function restoration has made 92,6 % in terms from 8 days till 22 days. 
The estimation of application efficiency of the developed technique is proved by objective 
methods of functional researches: acoustic, electro-miograhy and studying of life quality. 
Acoustic parameters esophagus voices remain in a database after each vocal training. The 
detailed analysis of spectral components of a formed voice is carried out and dynamics of 
the basic indicators is traced. Duration phonation, depending on quantity of trainings has on 
the average increased with 80 ms to 850 ms. Dynamics of fundamental frequency by results 
of trainings has made from 40 Hz to 120 Hz. 

2.3 Speech synthesis 
For synthesis of a speech signal the system model speech formation the person is used. 
Modeling of formation of the message by the person and control of speech formation bodies 
is spent. Processes of a breath, an exhalation, phonation, fluctuations of vocal folds, changes 
of articulation bodies are modeled. 
As base the sound system of Russian language is accepted and process of transformation of 
the information from pragmatically level on level of a physical signal is modeled. Each of 
the models used at speech synthesis imposes the restrictions. It is caused by that from the 
entrance text elements of various levels are allocated. Further in system there is a generation 
of elements of new type and their configuration. For intonation realization it is necessary to 
generate predicted change of a prosody, and then to operate process of its updating. 
All external and internal data used for formation of speech synthesis is reflected in a Fig. 6. 
In blocks of the left part all data on which basis configurations are under construction are 
allocated and signs are defined. In an average part there is an information on a stage of 
transformation and result of its performance. Blocks of the right part are rules of language 
and enter directly into blocks of the left and central part in the form of tables, rules, 
conditions of a regularity, algorithms of processing. The given scheme is used as 
methodological bases of systems of synthesis of speech. 
As the given model describes predicted parameters of model of generation of a speech 
signal, in the resulted scheme there are no some feedback. They are added at a stage of 
direct management by lungs and speech formation a path in the course of generation of a 
speech signal. 
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Text 
 

The language 
alphabet 

The table duration 1 
 Definition of statements  Syntax, grammar, 

semantics, orphoepy 

1) symbols - a duration sign 
2) statements - a duration sign 

 
The dictionary of 

exceptiones words  Arrangement of accents  Rhythmics, orphoepy 

1) symbols - an immediacy sign
2) words - a sign of immediacy 

and type of a exceptiones 
syllable 

 
The dictionary of 

corrected sequences, 
transcription 

dictionary 

 Phonetic transcription  Orphoepy, Syntax 

1) phonetic signs 
2) phonetic words 

3) statements 
 

The table duration 2  Calculation duration of sounds  Orphoepy, Syntax 
1) phonetic signs - a duration 

sign 
2) statements - a duration sign 

 
The types table of 

statements  Calculation of fundamental 
frequency  Orphoepy, Semantics, 

Syntax 
1) phonetic signs - duration 

and change F0 signs, 
2) phonetic words - duration 

and change F0 signs, 
3) statements - duration and 

change F0 signs 
 

Physical realization 

Fig. 6. 
On the basis of the scheme resulted in figure 6 and the received practical results it is possible 
to make recommendations about the organization of knowledge bases for language systems: 
1. Any speech system should be preliminary considered for revealing of the most 

informative blocks influencing result. By results of the analysis the criteria 
differentiating the information on significance values should be created. In particular, it 
is necessary to use criterion of efficiency of the transferred information. 



  
Speech Technologies 

 

432 

2. All information necessary for transformation, it is expedient to divide into base data 
(tables and dictionaries) and rules according to which transformation is made. 

3. For the information which can't be formalized it is presented in the form of rules 
dictionaries are used. The size of dictionaries is limited to demanded quality and 
admissible quantity of objects. In the given model 3 dictionaries and 5 sets of the rules 
considering both language, and parameters of the announcer are used. 

4. For the information unequivocally defined by object it is expedient to use tables, in 
conformity with which on demanded object its sign is defined. For example, the table 
duration. 

5. The general parameters of a speech signal should be based on physiological parameters 
speech formation systems of the person. It allows to adjust system of synthesis of 
speech on the announcer and to receive natural speech. 

6. Introduction of criteria of efficiency is necessary both at the various intermediate stages, 
and on resultant. Their task can be as in obvious, and implicitly in the form of 
restrictions. Thus, we receive a control system of speech signal reception. 

3. Conclusion 
Now there is a development in the field of realization of effective algorithms. Researches on 
cases of various languages are conducted. 
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