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Preface

The chapters of this book are collected mainly from the best selected papers that have been
published in the 4th International conference on Information Technology ICIT 2009, that has
been held in Al-Zaytoonah University/Jordan in the period 3-5/6/2009. The other chapters
have been collected as related works to the book’s topics.

“Heuristics are criteria, methods, or principles for deciding which among several alternative
courses of action promises to be the most effective in order to achieve some goal - Pearl 1984

The term computational intelligence has become increasingly fuzzy, as the words “intelligent”
and “smart” are used for everything from clever design of cell phones, appliances, computers,
to pet robots, cars, and missiles. This collection of chapters will take its readers on a stunning
voyage of computational intelligence heuristics research and applications.

Computational intelligence techniques, ranging from neural networks, fuzzy logic, via genetic
algorithms to support vector machines, case based, neighborhood search techniques, ant
colonies, and particle swarm optimization are effective approaches with applications where
problem domain knowledge exists. Clearly the use of heuristic is one time honored form of
an information based strategy to circumvent the learning process. Modern heuristics criteria,
methods represent a set of principles that though may not guarantee, are in practice proven
to lead to “good quality” solutions or methods for deciding which among several alternative
courses of action promise to be the most effective in order to achieve a specified goal.

Collection of chapters of this book will elaborate different ideas in support of quantitative
modeling heuristics on suite of applications including Computational Intelligence &
Modern Heuristics in: Artificial Neural Network, Cryptography, Encryption, Dependability
Evaluation, E-learning, GIS, Modeling, Optimization Problem, Security, Cryptosystems,
Social process Design, Web, and Web Architectures.

Al-Dahoud Ali
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Services net modeling for
dependability analysis

Wojciech Zamojski and Tomasz Walkowiak
Whroclaw University of Technology
Poland

1. Introduction

Network technologies are being developed for many years. Most of large technical systems
could be seen as a kind of network, for example: information, transport or electricity
distribution systems. Networks are modelled as directed graphs with nodes, in which
commodities and information media are being processed, and arcs as communication links
(telecommunication channels, roads, pipelines, conveyors, etc.) for media transportation.
Resources of networks could be divided into two classes: services (functionality resources)
and technical infrastructures (hardware and software resources).

We propose to analyse the network system from the functional and user point of view,
focusing on business service realized by a network system (Gold et al., 2004). Users of the
network system realise some tasks in the system (for example: send a parcel in the transport
system or buy a ticket in the internet ticket office). We assume that the main goal, taken into
consideration during design and operation, of the network system is to fulfil the user
requirements. Which could be seen as some quantitative and qualitative parameters of user
tasks.

Network services and technical resources are engaged for task realization and each task
needs a fixed list of services which are processed on the base of whole network technical
infrastructure or on its part. Different services may be realized on the same technical
resources and the same services may be realized on different sets of technical resources. Of
course with different values of performance and reliability parameters. The last statement is
essential when tasks are realized in the real network system surrounded by unfriendly
environment that may be a source of threads and even intentional attacks. Moreover, the
real networks are build of unreliable software and hardware components as well.

In (Avizienis et al., 2000) authors described basic set of dependability attributes (i.e.
availability, reliability, safety, confidentiality, integrity and maintainability). This is a base of
defining different dependability metrics used in dependability analysis of computer systems
and networks. In this paper we would like to focus on more functional approach metrics
which could be used by the operator of the network system. Therefore, we consider
dependability of networks as a property of the networks to reliable process of user tasks,
that is mean the tasks have to perform not only without faults but more with demanded
performance parameters and according to the planned schedule.
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We propose to concentrate the dependability analyse of the networks on fulfilling the user
requirements. Therefore, it should take into consideration following aspects:

e specification of the user requirements described by task demands, for example
certainty of results, confidentiality, desired time parameters etc.,

e functional and performance properties of the networks and theirs components,

e reliable properties of the network technical infrastructure that means reliable
properties of the network structure and its components considered as a source of
failures and faults which influence the task processing,

e  process of faults management,

e threads in the network environment,

e measures and methods which are planned or build-in the network for elimination
or limitation of faults, failures and attacks consequences; reconfiguration of the
network is a good example of such methods,

e applied maintenance policies in the considered network.

As a consequence, a services network is considered as a dynamical structure with many
streams of events generated by realized tasks, used services and resources, applied
maintenance policies, manager decisions etc. Some network events are independent but
other ones are direct consequences of previously history of the network life. Generally,
event streams created by a real network are a mix of deterministic and stochastic streams
which are strongly tied together by a network choreography. Modelling of this kind of
systems is a hard problem for system designers, constructors and maintenance organizers,
and for mathematicians, too. It is worth to point out some achievements in computer
science area such as Service Oriented Architecture (Gold et al., 2004; Josuttis, 2007) or
Business Oriented Architecture(Zhu & Zhang, 2006) and a lot of languages for network
description on a system choreography level, for example WS-CDL (Yang et al., 2006), or a
technical infrastructure level, for example SDL (Aime et al., 2007). These propositions are
useful for analysis of a network from the designer point of view and they may been
supported by simulation tools, for example modified SSF.Net simulator (Zyla & Caban,
2008), but it is difficult to find a computer tools which are combination of language models
and Monte Carlo (Fishman, 1996) based simulators.

The chapter presents a step to a creation of a verbal and formal model of a net of services. It
presents a generic approach to modelling performability (performance and reliability)
properties of the services net. The Petri Nets will is used for the task realization process
modelling. Moreover, an example of service net- the discrete transport system analysed by
an event-driven simulator is presented.

2. Service network — overview

We can distinguish three main elements of any network system: users, services and
technical resources. As it presented in the Figure 1 users are generating tasks which are
being realized by the network system. The task to be realized requires some services
presented in the system. A realization of the network service needs a defined set of technical
resources. In a case when any resource component of this set is in a state "out of order" or
"busy" then the network service may wait until a moment when the resource component
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returns to a state "available" or the service may try to create other configuration on the base
of available technical resources.
Therefore, following problems should be taken into consideration:

TASKS SERVICES RESOURCES

Fig. 1.

e IN
% Ce

Mapping
A TASK into
SERVICES

Mapping
A SERVICE into
RESOURCES

THREATS

Task mapping on business services and technical resources

description and mapping a service net on existed net resources for each moment of
its using;

a prognoses process of the service net behaviour in a real life conditions - definition
and selection of measures;

finding relations between measures/criteria and functional, performance and
reliability parameters of the service net;

evaluation methods of choose measures of the service net;

decision process of maintenance organization - decision steps as a reaction on
appeared events, specially on threats;

definition of measures and criteria of decision steps - risk of threats, and evaluation
of decision risk and its cost.

An illustration of problems connected with functional - dependability modelling of services
networks is shown in Figure 2.

3. Functional — dependability models

The ST model (State - Transition model) is the most popular and useful methodology used in
modelling of systems.

The system is considered as a union of its hardware, management system and involved
personnel (administrators, users, support services etc.), so the system states depend on the
states of all these elements. The system transitions are consequences of events connected
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with execution of system tasks and jobs, system faults and system reactions to them,
incidents, attacks and system responses etc., i.e. system events are observable occurrences
which change states of the system.
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FUNCTIONAL - DEPENDABILITY MODEL

Fig. 2. Basic terms and a functional - dependability model of a services network (Zamojski,
2009)

The functional - reliability model (Zamojski, 2005) of computer system Sc is a configuration
of hardware H, software SP, men M, management system (operating system) MS, tasks

(functions) | and system events Es

Se ©HxSPxJxMxMSxE|; 1)

The system events includes those connected with tasks realization, occurrence of incidents
(faults, viruses, and attacks) and system reactions to them (hardware and information
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renewals). The system events are very often described by their time parameters which are
collected in so called a chronicle of the system.

A functional configuration S{’ of the computer system is a set of hardware and software

resources that are allocated to realize i-th task j @

i) ()
(] CJ):>(SC CSC) @
and

SO < HD xSPD x jO x M x MS™ x E{) o)

where superscript (i) fix subsets of system resources needed for execution i-th task.
A functional - reliability model in the system engineering is regarded as a structured
representation of the functions, activities or processes, and events generated inside of the
considered system and/or by its surroundings. The system events may be divided into two
main classes: functional events and reliable (together with maintenance) events. In practice
this classification is very often difficult to be made because a system reaction on an event
may involve a lot of functional or/and maintenance reactions. Therefore, it is better to create
one common class of functional-reliable events, so called performability events (Zamojski &
Caban, 2006). Because of these reasons considered model of services network will be called
performability model or functional-dependability model (Zamojski & Caban, 2007).
If the functional - reliability model is built as the ST model then the set of the system states
is determined by the states of all resources involved in tasks realized at the moment. The
system resource allocations are dynamic, modified due to the incoming tasks, occurring
incidents and system reactions (especially reconfiguration).

LookMewsList

| Client3 | ‘Apachecumpnnent| | DNSComponent | | DBCompaonent
T T T

T

D request(NewsList) ] : :
request{GetDnsAddress) :

|

|

|

4 response(GetDnsAddress)

request(GeI ewsData)

4 respunse(G'ﬂtNewsDataj
|

|:;:|<} respanse(NewsList)

Fig. 3. Exemplar choreography

4. Formal model of a service net

4.1 A service net
A services net is a system of business services that are necessary for user (clients) tasks
realization process. The services net are built on the bases of technical infrastructure
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(technological resources) and technological services which are involved into a task realization
process according to decisions of a management system. The task realization process may
include many sequences of services, functions and operations which are using assignment
network resources - in the computer science this process of assignments and realization
steps is called as a choreography. An example of choreography for web service is presented in
Figure 3.

The functional - dependability model of a services network has to consider specificity of the
network: nodes and communication channels, the ability of dynamic changes of network
traffic (routing) and reconfiguration, and all other tasks realized by the network.

The service network could be defined as a tuple:

SNet =(.J, BS,TR,MS,C), )
where:
. J = {J (i); i= 1,2,...} - a set of tasks generated by users and realized by the service
network,
e BS= {BS(h);b = 1,2,...} - a set of services which are available in the considered
network,
. TR = {TR(r); r= 1,2,...} - technical infrastructure of the network which consists of

technical resources as machines/servers, communication links etc,
e MS - management system (for example - operating system),

e (= {c, ;t=1,2,...; - a network chronicle, defined by a set of all essential moments

in a “life” of the network.

4.2 Tasks
The task J* is understood as asequence of actions and works performed by services

network in a purpose to obtain desirable results in accordance with initially predefined time

schedule and data results. In this way a single task J© = <J g };2,T> may be defined as an

ordered pair of so called input task J%), which is described by the input parameters

(postulated results and prognosis time schedule) and the corresponding output task J§),

(real results and real time schedule).
The input task is define as the triple:

I =(RP,47,c), (5)
where:
. Rl(f) - postulated results of the i-th task execution,
e (- postulated chronicle of the task realization,
o AV = A(i)(Rg),C‘(Lf)) - a sequence of actions and works necessary to obtain

postulated results in planned time.
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The A may be described by a flowchart of actions and works, and its realization depends

on an availability of network services and technical resources.
The output task is define as the pair:

I8 = (RsC) (6)
where:
. R (i)

real

- real results of the i-th task execution,

° CY - real chronicle of the task realization.

real

The postulated results and chronicles are defined with assumed tolerance intervals

(RY <RY <RY and €Y <Cy < )and when the real results and chronicles are inside

a

the intervals (RY, c|: RY, RY } and C), c[ cP,cy }) then the task is assumed to be

correctly realised.

4.3 Services

The term service is understood as a discretely defined set of contiguously cooperating
autonomous business or technical functionalities. Of course, a special mechanism to enable
an access to one or more businesses and functionalities should be implemented in the
system. The access is provided by a prescribed interface and is monitored and controlled
according to constraints and policies as specified by the service description.

The service BS” is defined as asequence of activities described by a set of capabilities

(functionalities) {F k(" ) k= 1,2,...}, a set of demanded input parameters of data and/or media

BS'Y and a set of output parameters BSS); :
Bs® = ({ ik =1.2,..| BSR. BSG), ). @)

Because the services have to cooperate with other services than protocols and interfaces
between services and/or individual activities are crucial problems which have a big impact
on the definitions of the services and on processes of their execution.

A service may be realized on the base of afew separated sets of functionalities

{Fk(lb), kl= 1,2,...}, {Fk(é’), k2= 1,2,...} ... with different costs which are the consequences of
using different network resources.

4.4 Technical infrastructures

Hardware is considered as aset of hardware resources (devices and communication
channels) which are described by their technical, performance, reliability and maintenance
parameters. The system software is described in the same way.

1 OASIS Organization for the Advancement of Structured Information Standards Home
Page. http:/ /www.oasis-open.org/home/index.php
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4.5 Management system

The management system of service network allocates the services and network resources to
realized tasks, checks the efficient states of the services network, performs suitable actions to
locate faults, attacks or viruses and minimize their negative effects. Generally the
management system has two main functionalities:

e monitoring of network states and controlling of services and resources,

e creating and implementing maintenance policies which ought to be adequate
network reactions on concrete events/accidents. In many critical situations a team
of men and the management system have to cooperate in looking for adequate
counter-measures, for instance in case of a heavy attack or a new virus.

The maintenance policy is based on two main concepts: detection of unfriendly events
(attacks, faults, failures) and network responses to them. In general the network responses
incorporate the following procedures:

e detection of incidents and identification of them,

e isolation of damaged network resources in order to limit proliferation of incident
consequences,

¢ renewal of damaged services, processes and resources.

It is hard to predict all possible events (for example all new demands for a task realization)
or incidents (for example failures, faults, attacks or an end of a renewal procedure) in the
services network, especially it is not possible to predict all possible attacks or men faults, so
system reactions are very often "improvised" by the management system, by its
administrator staff or even by expert panels specially created to find a solution for the
existing situation. The time, needed for the renewal, depends on the incident that has
occurred, the system resources that are available and the renewal policy that is applied. The
renewal policy is formulated on the basis of the required levels of system dependability and
on the economical conditions (first of all, the cost of downtime and cost of lost
achievements) (Zamojski & Caban, 2006; Zamojski & Caban, 2007).

Maintenance policy is based on maintenance rules that are understood as chains of decisions
about allocation of services and network resources (hardware, software, information and
service staff) that are undertaken to keep the system operational after an incident. These
rules are very often connected with small fragments of the system, for example; replacement
of a machine (a processor) or communication links. These local operations may have impact
on the whole network, e.g. if a communication channel is down for a few minutes, then rates
of medium (data) traffic of the network may violently change (Zamojski & Caban, 2007).

4.6 Chronicles

The set of system events is created by events connected with tasks realization, incidents
occurrence (faults, viruses, and attacks) and system reactions (hardware and information
renewals).
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4.7 A process of the task realization

The task realization process is supported by two-level decision procedures connected with
selection and allocation of the network functionalities and technical resources. There are two
levels of decision process: services management and resource management. The first level of
decision procedure is connected with selection suitable services and creation a task
configuration. Functional and performance task demands are the base for suitable services
choosing from all possible network services. The goal of the second level of the decision
process is to find needed components of the network infrastructure for each service
execution and the next allocate them on the base their availability to the service
configuration. If any component of technical infrastructure is not ready to support the
service configuration then allocation process of network infrastructure is repeated. If the
management system could not create the service configuration then the service management
process is started again and other task configuration may be appointed. These two decision
processes are working in a loop which is started up as a reaction on network events and

accidences. On the beginning of a task realization procedure the task J{} is mapped on the
network services and a subset of services BS!” necessary for the task realization according to
its postulated parameters is created; J ) — BS""). Next, a demand of technical resources for

each service realization is fixed: BS"”) — R . In areal services network the same task is

very often realized on the base of various service subsets and the same service may involved
different technical resources. Of course, this possible diversity of task realization is

connected with the flowcharts 4'”) and the availability of network resources is checking for

each service. In this way afew task configurations service configurations, additionally
described by appropriately defined cost parameters, may be fund for the i-th task
realization.

5. The Petri net model

Petri Nets (Zhou & Kurapati, 1999) are a powerful and often used modelling tool. They
allow to represent two aspects of a modelled system static and dynamic (thanks to the
token evolution). A common definition of the Petri net is formulating as a triple:

PN =(P,T, 4) ®)
where:

e DP- set of places that represent deterministic states of processes, tasks, services,
resources etc. of the considered system. The places are often complemented by
tokens that are modeled abilities of these places.

e T -set of transitions that represent net events characterized by conditions necessary
to come them into firing. The transitions are often described by firing time and
other probabilistic characteristics etc.

o A-set of arches (directed and inhibited) that models routes on which events
represented by tokens are passed by the net.



10 Computational Intelligence and Modern Heuristics

—
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Fig. 4. The Petri net model of a task realization in a services network

A state of the net, described by marking (tokens localization in the places) represents
sufficient conditions for arising new events of a net’s life. Net's events may be divided into
many classes, for example functional, reliable or maintenance events, deterministic or
probabilistic ones etc. The mention classification depends on assumed criteria.

The Petri net model of the i# task realization (J*)) is shown in the Figure 4. It is assumed

the input task (J{ ) is taken from the stack of waiting tasks (transition 1 and its firing time

i) ). The choice of the task may be based on the strategy FIFO (as it is illustrated on the

Figure 2) and it is conditioned by ending of previously task (the transition 1 is guarded by
inhibited arc from the place P6 (end of the task). The place P1 represents the management
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process of mapping the input task into a set of necessary services (BS‘”) and when the

services are ready then the transition #2 is fired (time z\)). After checking if the chosen
services may be activated on the base of needed efficient technical resources then
a functional configuration of the task (place P3) is created (transition t3 with time z{)) and

at this moment the manager may take a decision about start of the task process realization
(transition t4).

There is a build-in system of monitoring and detection of unfriendly accidences like faults
and failures (place P5). When such unfriendly accidence is discovered then a renewal

process of the functional configuration is started (transition t5 and renewal time 7} ) and the

task realization process is broken (the inhibited input of the transition 6) till the end of
renewal operations.

The firing process of each transition is described by conditions (tokens in input places for
the transition) which may occur with probabilities, for example a probability of a machine
failure, and time duration of transition firing may be a probabilistic function, too. Of course
a transition may be many times fired during a task realization, because net events may need
to repeat bigger or smaller loops of the net. The Petri net model shown in the Figure 4 is
reduced and presented only to show the main idea of the proposed modelling method
which may be useful for evaluation of dependability measures of services networks.

Real time of the it task realization T

J real

that is modelled as a stochastic timed Petri net with

k transitions and I loops and sub loops may be evaluated as:

1, =Y pelef - 1}{21%{ 0 1] } o
k

leL

where:
e ¢’ =1 -anevent (for example, a new task, an allocation a technical resource to the

i-th task, an end of a renewal process etc.) which is started a loop or a sub loop in
the Petri net model ascribed to the ith task realisation,

e f¥,=1 -an event; the k transition is fired during 1 loop connected with the i-th

task realization.
Such dependability measures as a probability that the real time duration of the i-th task may
be defined and evaluated on the base of the Petri net models as:

M Ty =P T <78, ). (10)

6. Discrete transport system — service net case study

An example of service net could be a DTSCNTT - Discrete Transport System with Central
Node and Time-Table (Walkowiak et al., 2007). This is a simplified case of the Polish Post
transport system.

Following the definition (4) each elements of service net could be described as follows.
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The business service (BS) provided the Polish Post and therefore DTSNTT service net is the
delivery of mails. The technical infrastructure (TR) consists of a set of nodes placed in
different geographical locations and set of vehicles and timetable. There are bidirectional
routes between nodes marked by lines. There is distinguished one node called central mode.
Mails are distributed among nodes by vehicles.

Each vehicle is described by following functional and reliability parameters: mean speed of
a journey, capacity - number of containers which can be loaded, reliability function and
time of vehicle maintenance.

Management system (MS) is defined by time table since vehicles distributing mails among
system nodes operate according to the time-table exactly as city buses or intercity coaches.
The time-table consists of a set of routes (sequence of nodes starting and ending in the
central node, time of approaching each node in the route and the recommended size of a
vehicle). The number of used vehicle, or the capacity of vehicles does not depend on
temporary situation described by number of transportation tasks or by the task amount for
example. It means that it is possible to realize the journey by completely empty vehicle or
the vehicle cannot load the available amount of commodity (the vehicle is to small). Time-
table is a fixed element of the system in observable time horizon, but it is possible to use
different time-tables for different seasons or months of the year.

To reduce the complexity of the model we have decided to model the containers not
separate mails (Walkowiak & Mazurkiewicz, 2009). Therefore, the tasks (]) of sending mails
is modelled as a random process of containers generation. Each generated container has a
destination address. The central node is the destination address for all containers generated
in the ordinary nodes. Where containers addressed to in any ordinary nodes are generated
in the central node. The generation of containers is described by Poisson process. In case of
central node there are separate processes for each ordinary node. Whereas, for ordinary
nodes there is one process, since commodities are transported from ordinary nodes to the
central node or in opposite direction. Postulated result of any task is to transport a container
to the destination node within a given time limit.

The process of any task realization could be described as follows. The container is generated
in some node at a given time (according to Poisson process) and stored in the node waiting
for the vehicle to be transported to the destination node. Each day a given time-table is
realized, it means that at a time given by the time table a vehicle, selected randomly from
vehicles available in the central node, starts from central node and is loaded with containers
addressed to each ordinary nodes included in a given route. The loading is done in a service
point. This is done in a proportional way. Since the number of service points is limited
(parameter of the central node) and loading takes some time is there is no free service point
vehicles has to wait in a queue. After loading the vehicle goes to a given ordinary node - it
takes some time according to vehicle speed - random process and road length. After
approaching the ordinary node the vehicle is waiting in an input queue if there is any other
vehicle being loaded/unloaded at the same time. The containers addressed to given node
are unloaded and empty space in the vehicle is filled by containers addressed to a central
node. The operation is repeated in each node on the route and finally the vehicle is
approaching the central node when is fully unloaded and after it is available for the next
route. The process of vehicle operation could be stopped at any moment due to a failure
(described by a random process). After the failure, the vehicle waits for a maintenance crew
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(if it is not available due to repairing other vehicles), is being repaired (random time) and
after it continues its journey (Walkowiak & Mazurkiewicz, 2009).

As suggested in the introduction the simulator tool for analysing DTSCNTT service net was
developed. The tool was adopting the event simulation approach, which is based on a idea
of event, which could be described by time of event occurring, type of event (in case of
DTSCNTT it could be a vehicle failure) and element or set of elements of the system on
which event has its influence. The simulation is done by analyzing a queue of event (sorted
by time of event occurring) while updating the states of system elements according to rules
related to a proper type of an event. (Walkowiak et al., 2007)

We proposed for the case study analysis an exemplar DTSCNTT based on Polish Post
regional centre in Wroclaw. We have modelled a system consisting of one central node
(Wroclaw regional centre) and twenty two other nodes - cities where there are local post
distribution points in Dolny Slask Province. The length of roads were set according to real
road distances between cities used in the analyzed case study. The intensity of generation of
containers for all destinations were set to 4,16 per hour in each direction giving in average
4400 containers to be transported each day. The vehicles speed was modelled by Gaussian
distribution with 50 km/h of mean value and 5 km/h of standard deviation. The average
loading time was equal to 5 minutes. There were two types of vehicles: with capacity of 10
and 15 containers. The MTTF of each vehicle was set to 2000. The average repair time was
set to 5h (Gaussian distribution). (Walkowiak & Mazurkiewicz, 2009)

The simulation time was set to 100 days and each simulation was repeated 10.000 times. We
have calculated the dependability measure defined by (10), the probability that the duration
time of a task (delivery of some container) will be longer then a given time limit using
Monte-Carlo approach (Fishman, 1996). The achieved results are presented in Figure 5.
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7. Conclusion

We have given a verbal and formal model of a service net. The formal model consists of a
tuple mathematical model and the Petri Nets one. We hope that the proposed Petri net
model will be very useful in the synthesis process of the service net. Of course there are a lot
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problems with building the Petri net model of the real services net in which exist a large
number of services and technical resources that are mapped to many concurrent realized
tasks. We have also presented an exemplar case study of service net a discrete transport
system service net - a simplified case of Polish Post transport system. It was analysed by a
usage of a discrete transport system simulator.

We plan to develop a simulation tool for a generic service nets with a functionality similar
to presented discrete transport system simulator or BS.SSF simulator (Walkowiak, 2009)
together with graphical tool for modelling and simulation. We also plan to use high level
languages like for examples Business Process Modeling Notation (White & Miers 2008) for a
graphical representation for specifying business processes in a workflow. We hope that it
could be possible to map BPMN into a Petri net model or a general purpose service net
simulator allowing to perform a service net dependability analysis.
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Service based information systems
analysis using task-level simulator
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1. Introduction

Complex information systems (CIS) are nowadays the core of a large number of companies.
And therefore, there is a large need to analyze various system configuration and chose the
optimal solution during design and even operation of the information system.

In this paper we propose a common approach (Birta & Arbez, 2007) based on modelling and
simulation. The aim of simulation is to calculate some performance metrics which should
allow to compare different configuration taking into consideration technical (like
performance) and economical (like price) aspects.

There is a large number of event driven computer network simulators, like OPNET, NS-2,
QualNet, OMNeT++ or SSFNet/PRIME SSF(Liu, 2006; Nicol et al., 2003). However, they are
mainly focused on a low level simulation (TCP/IP packets).

It is obvious that increasing the system details causes the simulation becoming useless due
to the computational complexity and a large number of required parameter values to be
given. On the other hand a high level of modelling could not allow to record required data
for system measure calculation. Therefore, the level of system model details should be
defined by requirements of the system measure calculation (Walkowiak, 2009).

Modelling and simulation based on TCP/IP packets level results in a large number of events
during simulation and therefore in a long simulation time. It is a very good approach if one
plans to analyze the influence of the traffic on the network performance. However in
modern information systems high speed local networks are used. In a result for a large
number of information systems (except media streaming ones) the local network traffic
influence on the whole system performance is negligible.

Therefore, we want to propose a novel approach based on a higher level then TCP/IP
packets. We will focus on a business service realized by an information system (Gold et al.,
2007) and functional aspects of the system, i.e. performance aspects of business service
realized by an information system (like buying a book in the internet bookstore). We assume
that the main goal, taken into consideration during design and operation of the CIS, is to
fulfil the user requirements, which could be seen as some requirements to perform a user
tasks within a given time limit. Therefore, the presented in the chapter modelling and
simulation will be focused on a process of execution of a user request, understand as a
sequence of task realised on technical services provided by the system.



18 Computational Intelligence and Modern Heuristics

The structure of the chapter is as follows. In Section 2, a model of information system is
given. In Section 3, information on simulator implementation is given, next exemplars
information system is analysed and simulation results are presented. It is followed by
information on graphical user interface. Finally, there are conclusions and plans for further
work.

2. Computer information system modelling

As it was mentioned in the introduction we decided to analyze the CIS from the business
service point of view. Generally speaking users of the system are generating tasks which are
being realized by the CIS. The task to be realized requires some services presented in the
system. A realization of the system service needs a defined set of technical resources.
Moreover, the services has to be allocated on a given host. Therefore, we can model CIS as a
4-tuple (Walkowiak, 2009):

CIS =(Client, BS, TI, Conf ) (1)
Client - finite set of clients,
BS - business service, a finite set of service components,
77 - technical infrastructure,
Conf - information system configuration.

During modelling of the technical infrastructure we have to take into consideration
functional aspects of CIS. Therefore, the technical infrastructure of the computer system
could be modelled as a pair:

TI = (H,N) 2

where: H - set of hosts (computers); N - computer network.

We have assumed that the aspects of TCP/IP traffic are negligible therefore we will model
the network communication as a random delay. Therefore, the N is a function which gives a
value of time of sending a packet form one host (v;) to another (v;). The time delay is
modelled by a Gaussian distribution with a standard deviation equal to 10% of mean value.
The main technical infrastructure of the CIS are hosts. Each host is described by its
functional parameters:

e server name (unique in the system),

¢  host performance parameter - the real value which is a base for calculating the task
processing time (described later),

e set of technical services (i.e. apache web server, tomcat, MySQL database), each
technical service is described by a name and a limit of tasks concurrently being
executed.

We have distinguished a special kind of technical service witch models a load balancer
(Aweya et al.,, 2002). A load balancer is described by its name and a limit of tasks (like all
technical services) and additionally by a list of technical services, it sends requests to.
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The BS is a set of services based on business logic, that can be loaded and repeatedly used
for concrete business handling process (i.e. ticketing service, banking, VoIP, etc). Business
service can be seen as a set of service components and tasks, that are used to provide service
in accordance with business logic for this process (Michalska & Walkowiak, 2008).
Therefore, BS is modelled as a set of business service components (BSC), (i.e. authentication,
data base service, web service, etc.), where each business service component is described a
name, reference to a technical service and host describing allocation of business service
component on the technical infrastructure and a set of tasks. Tasks are the lowest level
observable entities in the modelled system. It can be seen as a request and response form
one service component to another. We have distinguished two kinds of task: local and
external. If request is send to service component and this component is able to respond
without asking other service component than this tasks is assumed to be local. If request is
send to service component and this component must ask another service component for
response then than this tasks is assumed to be external. Each task is described by its name,
task processing time parameter and in case of external task by a sequence of task calls. Each
task call is defined by a name of business service component and task name within this
business service component and time-out parameter.

System configuration (Conf) is a function that gives the assignments of each service
components to a technical service and therefore to hosts since a technical set is placed on a
given host. In case of service component assigned in a configuration to a load balancing
technical service the tasks included in a given service component are being realised on one
of technical services (and therefore hosts) defined in the load balancer configuration.

The client model ( Client ) consist of set of users where each user is defined by its allocation
(host name), replicate parameter (number of concurrently ruing users of given type), set of
activities (name and a sequence of task calls) and inter-activity delay time (modelled by a
Gaussian distribution).
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Summarising, a user initiate the communication requesting some tasks on a host, it could
require a request to another host or hosts, after the task execution hosts responds to
requesting server, and finally the user receives the respond. Requests and responds of each
task gives a sequence of a user task execution as presented on exemplar Fig. 1.

The user request execution time in the system is calculated as a sum of times required for
TCP/IP communication and times of tasks processing on a given host.

The request is understood as correctly answered if answers for each requests in a sequence
of a user task execution were given within defined time limit (time-out parameter of each
request in BS model) and if a number of tasks executed on a given technical service is not
exceeding the limit parameter (parameter of TI model).

The user request execution time in the system is calculated as a sum of times required for
TCP/IP communication (modelled by a random value) and times of tasks processing on a
given host. The task processing time is equal to the task processing time parameter
multiplied by a number of other task processed on the same host in the same time and
divided by a the host performance parameter. Since the number of tasks is changing in
simulation time, the processing time is updated each time a task finish the execution or a
new task is starting to be processed.

Let 7,,75,...,7,be a time moments when a task (#;) with some execution time

(executiontime(tj-)) is starting or finishing processing on a host h=allocation(t}). Let

number(h,7) denotes a number of task being processed at time 7z on host h. It is not taking
into account tasks which requests tasks on other hosts and waits for responses. Therefore,

the time when task t; finishes its execution 7, has to fulfill a following rule:

Z(fk e )performance(h)

= executionﬂ'me(t’} )
number(h,7,_,) :

Having above notation the task processing time is equal to:

pi(t)=1,-7,. @)

3. Task-level simulator

Once a model has been developed, it is executed on a computer. It is done by a computer
program which steps through time. One way of doing it is so called event-simulation.
Which is based on a idea of event, which could is described by time of event occurring, type
of event (in case of CIS it could be host failure) and element or set of elements of the system
on which event has its influence. The simulation is done by analyzing a queue of event
(sorted by time of event occurring) while updating the states of system elements according
to rules related to a proper type of event.

As it was described in section 2, the network connections are modelled as a random delays.
Therefore, we were not able to use mentioned in the introduction computer network
simulators but we have to develop a new one (Walkowiak, 2009). The event-simulation
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program could be written in general purpose programming language (like C++), in fast
prototyping environment (like Matlab) or special purpose discrete-event simulation kernels.
One of such kernels, is the Scalable Simulation Framework (SSF) (Nicol et al., 2003) which is
a used for SSFNet (Nicol et al., 2003) computer network simulator. SSF is an object-oriented
API - a collection of class interfaces with prototype implementations. It is available in C++
and Java. SSF API defines just five base classes: Entity, inChannel, outChannel, Process, and
Event. The communication between entities and delivery of events is done by channels
(channel mappings connects entities).

For the purpose of simulating CIS we have used Parallel Real-time Immersive Modeling
Environment (PRIME) (Liu, 2006) implementation of SSF due to much better documentation
then available for original SSF. We have developed a generic class (named BSObject)
derived from SSF Entity which is a base of classes modeling CIS objects: host and client
which models the behavior of CIS presented in section 2. Each object of BSObject class is
connected with all other objects of that type by SFF channels what allows communication
between them. In the first approach we have realized each client as a separated object.
However, in case of increasing of the number of replicated clients the number of channels
increases in power of two resulting in a large memory consumption and a long time for
initialization simulation objects. Therefore, we have changed the implementation, and each
replicated client is represented by one object.

The developed simulator is called SSF.BS (from SSF - the simulation framework and BS -
business service).

4. Computer information system simulation analysis

4.1 First case study

For testing purposes of presented CIS system model (section 2) and developed extension of
SSF (SSF.BS, section 3) we have analysed a case study information system. It consists of one
type of client placed somewhere in internet, firewall, three hosts (Figure 2), three technical
services and three business service components. An interaction between a client and tasks of
each business service component is presented on UML diagram in Figure 1. The CIS
structure as well as other functional parameters were described in a DML file (see example
in Figure 3). The Domain Modeling Language (DML) (Nicol et al., 2003) is a SSF specific
text-based language which includes a hierarchical list of attributes used to describe the
topology of the model and model attributes values.
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Fig. 2. Case study system overview

Net [
Host [
Name DNS-Server
Service [
Name DNSService
Limit 110
LocalTask [
Name GetDnsAddress
Time 0.01]11]

Client [
Name Client
Replicate 1000
Sleep 10.0
Activity [
Name WWWRequest
TaskCall [
Host DNS-Server
Service DNSService
Task GetDnsAddress
]

Fig. 3. Exemplar CIS description in DML file

In the presented information system we have observed the response time to a client request
in a function of number of clients. The achieved results are presented in Figure 4.
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Fig. 4. Response time to users requests in a function of number of concurrent users

4.2. Simulator performance analysis

Next, we have tested the SSF.BS simulator performance and scalability. We calculated the
time of running one batch of simulation of the exemplar IS described in previous chapter on
a 2.80 GHz Intel Core Duo machine. We have compared the performance results with
PWR.SSE.Net simulator (Zyla & Caban 2008) developed in Java. The CIS model used in
PWR.SSF.Net differs from SSF.BS mainly in a method of calculation a task performance time
and therefore the results of simulating cannot be compared. As it could be noticed on Figure
5 & 6 the presented in the paper simulator (SSF.BS) simulates the CIS in shorter time, and a
difference with PWR.SSF.Net is increasing with an increase of number of users.

For a number of concurrent users less than 300 (Figure 5) the SSF.BS is 10 times faster than
PWR.SSF.Net. The main reason of this difference is the level of modelling details. In both
cases simulators perform similar number of events per second. However, PWR.SSF.Net
simulates the transmission of TCP/IP packets whereas SSF.BS works on higher level the
tasks and therefore in case of presented here approach the number of events is smaller.

Not, only computational complexity of SSF.BS is lower than PWR.SSF.Net but also the usage
of memory for SSF.BS is much smaller. For a case study example the SSF.BS requires 1.8
Mbytes for 0.1 client requests per second upto 4.8 Mbytes for a 1000 concurrent users. In
case of PWR.SSF.Net it is hard to state the memory usage due to the memory management
techniques in Java. This is the problem of enlarging the difference of speed between
analysed simulators. For number of clients more then 300 (Figure 6) Java based
PWR.SSF.Net starts to have problems with memory management and large number of
processing time is used by JVM garbage collector (even Java based simulator was started 1
Gbyte memory limit). It results in 1000 faster simulation of SSF.BS in case of 1000 concurrent
users.
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4.3. Second case study — load balancer

A very common technique of achieving height availability of their services in CIS is using a
load balancer. Load balancer allows a traffic distribution among replicated services on a
server farm. Therefore, the most common load balancing algorithm - round robin (Aweya, et
al. 2002) - has been implemented in the SSF.BS.
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For the case study analysis of CIS with load balancing we propose an exemplar service
system illustrated in Fig.7 . Essentially the test-bed system consists of two server farms A
(included host ,,hostA1”-,hostA3”) and B (included host ,,hostB1”-,,hostB3”) and a database
server. Both farms are connected with LoadBalancer as a gate to internet users. For the case
study, let us imagine, that this system is responsible for some Web Application that allows
searching the database and executes a Tomcat based application. Fig. 8 shows choreography
of this service, based on three service components. WWW service component has been
replicated on hosts: A1-A3, Application of on hosts: B1- B3 and Database is not replicated is
placed on one host. For this scenario two configuration has been proposed: first (I) standard
and second (II) with all hosts with doubled performance parameter.

The achieved simulation results, the response time to user requests in a function of number
of concurrent users is presented in Figure 9. The simulation time was set to 1000 seconds.
The limit of concurrent tasks for all technical services was equal to 1000, whereas the inter-
activity delay time equal to 1 s. As it could be expected the response time for configurations
IT is almost twice shorter than for configuration I. However, if we slightly change
configuration II, setting the performance of database host equal to the value used in
configurations I the resulting response time will be very similar to results of configuration L.
These small experiment shows the ability of simulator to compare performance of different
system configurations.
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Fig. 9. Response time to users requests in a function of number of concurrent users for two
configurations of load balancer case study

5. Graphical interface

The previous section showed the possibilities of using SSF.BS simulator and its good
computational performance capabilities. However, nowadays the practical usage of any
computer tool requires a good graphical interface. As it was mentioned in the section 3, all
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input information of modelled CIS is described in DML text file. Even the DML file format is
simple (Figure 3), it is difficult for a human being to describe a CIS with large number of
host and sophisticated service interaction without any error in text file.

Within the framework of DESEREC EU grant (http://www.deserec.eu) a Java based
graphical tool called "Integrated Analysis Environment" (IAE) was developed (Michalska &
Walkowiak, 2008b) for a usage of PWR.SSF.Net simulator. After a few changes in IAE it was
adopted to SSF.BS simulator.

In TAE we took into consideration an inconvenient format of Domain Modelling Language
and we proposed its XML representation with all supplements attributes of proposed
extended simulation framework - called XDML. Creation of XDML language gave many
processing possibilities. IAE framework using JAXB techniques and implemented
translation methods creates one model (XDML) from other modelling languages: system
infrastructure from SDL (System Description Language, http:/ /www.positif.org/) and task
interaction from WS-CDL (WebServices Choreography Description Language,
http:/ /www.w3.org/). This XDML model is visualized showing the structure of the
network and it's element (Figure 10). Each network element has several functional
parameters and user can graphically edit this information. In proposed framework user is
able to put its own variables and attributes based on XDML specification or use extend
models (i.e. consumption model, operational configuration model) to simplified its work.
After setting up all parameters of network elements and service components the user is able
to perform simulation. It is done by transforming XDML into DML. The resulting DML file
is then simulated. Simulation is integrated into IAE since both tools are developed in Java
therefore user can see on the screen text output from the simulator on-line. The results from
simulation (output file from simulator) are caught by IAE and response time to user
requests is calculated and displayed.
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6. Conclusion

We have presented a simulation approach to functional analysis of complex information
systems. Developed simulation software allows to analyze the effectiveness (understood in
given exemplar as a the response time to a client request) of a given configuration of
computer system. Changes in a host performance or in a number of clients can be easily
verified. Also, some economic analysis could be done following the idea presented in
(Walkowiak & Mazurkiewicz, 2005). The implementation of CIS simulator done based on
SSF allows to apply in a simple and fast way changes in the CIS model. Also the time
performance of SSF kernel results in a very effective simulator of CIS.

We are now working on implementing other load balancing algorithms what should allow
to analyze a wider range of enterprise information systems and compare different load
balancing algorithms.

We also plan to extend the model and simulator to include the reliability model of technical
infrastructure components. It should allow to measure the availability of a business service
in a function of functional and reliability parameters of information systems components.
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1. Introduction

Effective and efficient maintenance is a significant factor in operation of today’s complex
computer systems. Selecting the optimal maintenance strategy must take numerous issues
into account and among them reliability and economic factors are often of equal importance.
On one side, it is obvious that for successful system operation failures must be avoided and
this opts for extensive and frequent maintenance activities. On the other, superfluous
maintenance may result in very large and unnecessary cost. Finding a reasonable balance
between these two is a key point in efficient system operation.

This text describes Asset Risk Manager (ARM) - a computer software package provided as
a decision support tool for a person selecting maintenance activities. Its main task is to help
in evaluation of risks and costs associated with choosing different maintenance strategies.
Rather than searching for a solution to a problem: “what maintenance strategy would lead
to the best dependability parameters of system operation”, in our approach different
maintenance scenarios can be examined in “what-if” studies and their reliability and
economic effects can be estimated.

The main idea of the approach is based on the concept of a life curve and discounted cost
used to study the effect of equipment ageing under different maintenance policies. First, the
deterioration process in the presence of maintenance activities is described by a Markov
model and then its various characteristics are used to develop the equipment life curve and
to quantify other reliability parameters. Based on these data, effects of various “what-if”
maintenance scenarios can be visualized and their efficiency compared. Simple life curves
computed from the model can be combined to represent equipment deterioration
undergoing diverse maintenance actions, while computing other parameters of the model
allows evaluating additional factors, such as probability of equipment failure.

Special care is paid to one particular problem: having a model that describes the
deterioration of an element that undergoes some maintenance policy with particular repair
frequencies, it is often needed to create a model representing the same element being
subjected to a new policy that differs only in repair frequencies. The method proposed for
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creation of such a model adjusts the initial one through fine-tuning probabilities of the
repair states in an iterative process that converges to the desired goal. Discussion of
different possible approximation methods applied during the adjustment is included and
effectiveness of this approach is illustrated with practical examples.

The ARM system itself has been initially presented in (Anders & Sugier, 2006). This text
extends that presentation with additional discussion of the method for Markov model
adjustment and its impact on new results that can be included in the studies (Sugier &
Anders, 2007).

2. Modelling the ageing process in the presence of maintenance activities

In the proposed approach it is assumed that the equipment will deteriorate in time and, if
not maintained, will eventually fail. If the deterioration process is discovered, preventive
maintenance is performed which can often restore the condition of the equipment. Such
a maintenance activity will return the system to a specific state of deterioration, whereas
repair after failure will restore to “as new” condition (Hughes & Russell, 2005; Anders &
Endrenyi, 2004).

Markov models, which form the underlying structure of the models investigated here, have
been applied during planning and operation of large networks (IEEE/PES Task Force, 2001).
Equipment aging processes with non-exponential time of sojourn in the states can be
represented by several series of stages (Li & Guo, 2006). Each stage can be represented as
a state in the Markov process so that the non-Markovian processes can be transformed into
Markovian processes (IEEE/PES Task Force, 2001; Singh & Billinton, 1997; Tomasevicz &
Asgarpoor, to be published). Fuzzy Markov models have also been developed in which
uncertainties in transition rates / probabilities are represented by fuzzy values (Mohanta et
al., 2005; Duque & Morinigo, 2004; Cugnasca et al., 1999; Ge et al., 2007). In these models,
fuzzy arithmetic was applied to mimic the crisp Markov process calculations which are
computationally tedious and even more so when the number of states increases.

2.1 The life curves

A convenient way to represent the deterioration process is by a life curve of the equipment
(Anders & Endrenyi, 2004). Such a curve shows the relationship between asset condition,
expressed in either engineering or financial terms, and time. Since there are many
uncertainties related to the prediction of equipment life, probabilistic analysis must be
applied to construct and evaluate life curves. Fig. 1 (a) shows an example of a simple life
curve of some equipment that models its continuous deterioration up to the point of failure.
Fig. 1 (b) illustrates application of this curve in a case study of some specific scenario in
which equipment refurbishment and equipment failure occur.

2.2 The ageing process

There are three major factors that contribute to the ageing behaviour of equipment: physical
characteristics, operating practices, and the maintenance policy. Of these three aspects the
last one relates to events and actions that should be properly incorporated in the model.

The maintenance policy components that must be recognized in the model are: monitoring
or inspection (how is the equipment state determined), the decision process (what
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determines the outcome of the decision), and finally, the maintenance actions (or possible
decision outcomes).

Equipment Equipment
condition condition

Maintenance
action

Failure

Time Y Time
@) (b)
Fig. 1. Life curve of an equipment (a) and its application to modelling equipment condition
over some time period (b).

In practical circumstances, an important requirement for the determination of the remaining
life of the equipment is the establishing its current state of deterioration. Even though at the
present state of development no perfect diagnostic test exists, monitoring and testing
techniques may permit approximate quantitative evaluation of the state of the system. It is
assumed that four deterioration states can be identified with reasonable accuracy: (a) normal
state, (b) minor deterioration, (c) significant (or major) deterioration, and (d) equipment
failure. Furthermore, the state identification is accomplished through the use of scheduled
inspections. Decision events generally correspond to inspection events, but can be triggered
by observations acquired through continuous monitoring. The decision process will be
affected by what state the equipment is in, and also by external factors such as economics,
current load level of the equipment, its anticipated load level and so on.

2.3 The model

All of the above assumptions about the ageing process and maintenance activities can be
incorporated in an appropriate state-space (Markov) model. It consists of the states the
equipment can assume in the process, and the possible transitions between them. In
a Markov model the rates associated with the transitions are assumed to be constant in time.
The development described in this paper uses model of Asset Maintenance Planner (Anders
& Maciejewski, 2006; Anders & Leite da Silva, 2000). The AMP model is designed for
equipment exposed to deterioration but undergoing maintenance at prescribed times. It
computes the probabilities, frequencies and mean durations of the states of such equipment.
The basic ideas in the AMP model are the probabilistic representation of the deterioration
process through discrete stages, and the provision of a link between deterioration and
maintenance.

For structure of a typical AMP model see Fig. 2. In most situations, it is sufficient to
represent deterioration by three stages: an initial (D1), a minor (D2), and a major (D3) stage.
This last is followed, in due time, by equipment failure (F) which requires extensive repair
or replacement.
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In order to slow deterioration and thereby extend equipment lifetime, the operator will
carry out maintenance according to some pre-defined policy. In the model of Fig. 2, regular
inspections (Is) are performed which result in decisions to continue with minor (Msl) or
major (Ms2) maintenance or do nothing (with the state number s = 1, 2 or 3). The expected
result of all maintenance activities is a single-step improvement in the deterioration chain;
however, allowances are made for cases where no improvement is achieved or even where
some damage is done through human error in carrying out the maintenance resulting in the
next stage of deterioration.

The choice probabilities (at the points of decision making) and the probabilities associated
with the various possible outcomes are based on user input and can be estimated e.g. from
historical records or operator expertise. For the needs of further tuning of the model the
probabilities linked to transitions to the maintenance states Msi are the most important ones
as they are directly related to the repair frequencies. These probabilities will be denoted as
Psr (P11, P12, ... P32) , where s = state number and r = repair index.

—

D1 D2 D3 F

Initial *| Minor deterioration Major deterioration | Failure

o\ e (e

R e ‘A“ PX \A“
4 v v ¥
° o [ ] [ o D1<—o
\ X ¥\
D2 D2 D1 D3 D1 D3 D2 F
O Choice possibilities (decisions) ® Outcome possibilities /\Waiting periods

Fig. 2. Model of the ageing process for equipment undergoing inspections and
maintenance activities. Decision probabilities after inspection states are placed by
respective transitions. K =3, R = 2.

Mathematically, the model in Fig. 2 can be represented by a Markov process, and solved by
well-known procedures. The solution will yield all the state probabilities, frequencies and
mean durations. Another technique, employed for computing the so-called first passage
times (FPT) between states, will provide the average times for first reaching any state from
any other state. If the end-state is F, the FPT’s are the mean remaining lifetimes from any of
the initiating states.

3. Adjusting model parameters

Preparing the Markov model for some specific equipment is not an easy task and requires
participation of an expert. The goal is to create the model representing closely real-life
deterioration process known from the records that usually describe average equipment
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operation under regular maintenance policy with some specific frequencies of inspections
and repairs. Compliance with these frequencies in behaviour of the model is a very desirable
feature that verifies its trustworthiness.

This section describes a method of model adjustment that aims at reaching such
a compliance (Sugier & Anders, 2007). It can be used also for a different task: fully automatic
generation of a model for a new maintenance policy with modified frequencies of repairs.

3.1 The method

Let K represents number of deterioration states and R - number of repairs in the model
under consideration. Also, let Psr = probability of selecting maintenance r in state s (assigned
to decision after state Is) and Ps0 = probability of returning to state Ds from inspection Is
(situation when no maintenance is scheduled as a result of the inspection). Then for all states
s=1...K:

P+ Zr: P" =1 (1)

Let Fr represents frequency of repair r acquired through solving the model. The problem of
model tuning can be formulated as follows:

Given an initial Markov model My, constructed as above and producing frequencies of
repairs F, = [F(?,FU',.,.FO” ], adjust probabilities Psr so that some goal frequencies Fg are
achieved.

Typically, the vector Fg represents observed historical values of the frequencies of various
repairs. In the proposed solution, a sequence of tuned models Mo, M1, M,,... My is evaluated
with each consecutive model approximating desired goal with a better accuracy. The tuning
procedure begins with an initial model My and then in each iteration the following steps are
performed:

1° For the current model M; compute vector of repair frequencies F:.

2° Evaluate an error of M; as a distance between vectors Fg and F;.

3° If the error is within the user-defined limit consider M,; as the final tuned model and stop
the procedure (N =i); otherwise proceed to the next step.

4° Create model M;+1 through tuning values of P; adjust also P;* according to (1).

5° Go to step 1° and proceed with the next iteration.

The error computed in step 2° can be expressed in may ways. As the frequencies of repairs
may vary in a broad range within one vector F;, yet values of all are significant in model
interpretation, the relative measures work best in practice:

1 R
Ro-E|= 13

r=1

B/ /B -1

or

HFG - F,.H = max
p

B/ /B -1 @)

The latter formula is more restrictive and was used in examples of this work.



34 Computational Intelligence and Modern Heuristics

3.2 Approximation of model probabilities
Of all the steps outlined in the previous section, it is clear that adjusting probabilities P} in
step 4° is the heart of the whole procedure.
In general, the probabilities represent K-R free parameters and their uncontrolled
modification could lead to serious deformation of the model. To avoid this, a restrictive
assumption is made: if the probability of some particular maintenance must be altered, it is
modified proportionally in all deterioration states, so that at all times

PP P~ PP P ?3)
for all repairs (r =1...R).
This assumption also significantly reduces dimensionality of the problem, as now only
a vector of R scaling factors Xim=[ X1,;, X%, ... XF, ] must be found to compute probabilities
of the next model M;:1:

PL=X. B, r=1..R s=1..K
Moreover, although frequency of a repair r depends actually on probabilities of all repairs
(modifying probability of one repair changes, among others, state durations in the whole
model, thus it changes frequencies of all states) it can be assumed that in case of a single-
step small adjustment its dependence on repairs other than r can be neglected and

B (), X2 X )= B () @

With these assumptions generation of a new model in step 4° is reduced to finding roots of
R non-linear equations in the form of F’ (X,'-')= F;. This can be accomplished with one of
standard numerical algorithms.

For the needs of development described in this work the following three approximation
algorithms has been implemented and verified on practical examples: (A) Newton method
working on linear approximation of F'(), (B) the secant method and (C) the false position
(falsi) method.

(A) Newton method On Linear Approximation (NOLA)

In this solution it is assumed that F'() is a linear function defined by points F'(X;)
(computed for the current model M; in step 1°) and F'(0) (which is zero). Then the scaling
factor for any repair r is taken simply as:

X, =F /F.

Applying these factors to all repair probabilities creates the next model Mi+1.

This method is very simple and may seem primitive but its noteworthy advantage lies in the
fact that no other point than the current frequency F/(X,) is required to compute the next
approximation. As errors of the previous iteration steps do not accumulate, convergence is
good from the very first iteration.
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(B) The secant method
In this standard technique the function is approximated by the secant defined by the last

two approximations in points X;_;, X; so that a new one is computed as:

X -XL (

X F —F;). 5
o o R) ©

i+l

=X/ -

After that X!, is discarded; X}, and X are considered in the next iteration.

To start the procedure two initial points are needed. In this method it is proposed to choose
the initial frequency of the model My (X; =1) as the first point, while the second one is
computed as in NOLA method above, ie. X|=F;/F;. Starting with these two, the next
solutions are computed as in (5).

(C) The false position (falsi) method

In this approach X}, is computed as in (5) but the difference lies in choosing points for the
next iteration. While in (B) always X/, is dropped, now the new solution X}, is paired with
that one of X;, X!, which lies on the opposite side of the root. In this way when (5) is

applied the solution is bracketed between X and X;, (which is the essence of falsi method).
As in (B), to begin the iteration the two initial points are needed but now they must lie on
both sides of the root, i.e.

(F; - F2 ) (R —E; )<o0. 6)

Choosing such points may pose some difficulty. To avoid multiple sampling, it is proposed

to select X;=1 (as previously) and then to compute X like in NOLA method but with some
"overshoot" that would guarantee condition (6):

x; =k /R . (7)

The parameter « > 1 limits the overshoot effect. The overshot must be sufficient to ensure (6)
but, on the other hand, should not produce too much of an error because that would
deteriorate convergence process during initial steps and would add extra iterations. In
practice values of & = 1.5 + 2.5 work well. Even if the initial value of X| computed this way
does not meet (6) for particular value of « then (7) can be re-applied with « increased,
although it should be noted that each such correction requires solving a new M; model and
in effect this is the extra computational cost almost equal to that of the whole iteration.

3.3 Comparison of the methods

We shall now discuss effectiveness of the above three approximation methods using
asample Markov model tuned for four different repair frequencies. The final result
presented to the user - life curves that were obtained from the tuned models - is shown in
Fig. 3.

The model of the equipment consisted of 3 deterioration states and 3 repairs (K = R = 3),
with Ms1 representing minor, Ms2 medium and Ms3 major repair. The life curve estimated
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from model My is shown as case 1 and serves as a point of reference. Cases 2 to 5 were
created through adjusting My to modified maintenance as follows:

case 2: frequencies of all repairs were reduced by half, Fg =2 Fo

case 3: all repairs but major (Ms3) were removed, Fg = [0, 0, F; ]

case 4: frequencies of all repairs were reduced to 25%, Fg = ¥4 Fo

case 5: all repairs were removed, Fo =[0,0,0].
All the three approximation methods (NOLA, secant and falsi) converged properly to the
same set of probabilities that gave desired goal frequencies. For an example, Fig. 4 compares
convergence rate of the methods in the case 2, i.e. during adjustment towards repair
frequencies decreased by 50%. The value of the relative error (2) was reduced from initial
100% to 1% after just 3 iterations proving the high effectiveness of the proposed model
tweaking. This also shows that simplifications (3) and (4) from section 3.2 are justifiable and
do not deteriorate the approximation process.

100
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Fig. 3. Life curve of equipment for some default maintenance policy (1) and life curves
generated from Markov models adjusted to modified policies (2-5).

What also can bee seen for this specific case in Fig. 4 is that the three approximation
methods, although significantly different from the mathematical point of view, yield very
similar results during the first iterations 1 + 3. The difference becomes visible starting from
iteration no. 4 when, apparently, the secant method generated the approximating point that
did not met condition (6) and, effectively, lost this iteration reaching accuracy of the falsi
method one step later. The same situation happened also in iterations no. 6 and 7.
Compared to this, the NOLA method showed no such fluctuations and produced steady
improvement in every step, although at a rate not as high as that of the falsi method. Fig. 5
presents the convergence rate in the other cases.
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; Error [%]
NOLA Secant Falsi

0| 1.05E+02| 1.05E+02| 1.05E+02
1| 2.54E+01| 2.54E+01| 4.08E+01
2| 4.44E+00| 1.07E+01| 9.22E+00
3| 7.26E-01| 7.83E-01| 5.05E-01
4| 1.18E-01| 6.04E-01| 3.13E-02
5| 1.83E-02| 2.18E-02| 1.40E-03
6| 4.00E-03| 1.20E-02

7 8.40E-03

Fig. 4. Effectiveness of the three approximation methods in model tuning for Fg = “2F.

Comparing the effectiveness of the methods it should be noted that although simplifications
of the NOLA solution may seem critical, in practice it works quite well. As it was noted
before, this method has one advantage over its more sophisticated rivals: since it does not
depend on previous approximations, selection of the starting point is not so important and
the accuracy during the first iterations is often better than in the secant or falsi methods. For
example, in the case 2 (Fig. 4) NOLA method reached accuracy of 4.4% already after 2
iterations, while for secant and falsi methods the errors after two iterations were,
respectively, 11% and 9.2%. Superiority of the latter methods, especially of the falsi
algorithm, becomes undisputable in the later stages of approximation when the potential
problems with initial selection of the starting points have been diminished.
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Fig. 5. Convergence rate in tuning for Fs = [0, 0, F; ] (case 3, left) and Fg = % Fo (case 4,

right).
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4. Asset Risk Manager

The Asset Risk Manager (ARM) is a software package which uses the concept of a life curve
and discounted cost to study the effect of equipment ageing under different hypothetical
maintenance strategies (Anders & Sugier, 2006). The curves generated by the program are
based on Markov models that were presented in the two previous sections.

For the program to generate automatically the life curves, default Markov model for the
equipment has to be built and stored in the computer database. This is done through the
prior running of the AMP program by an expert user. Therefore, both AMP and ARM
programs are closely related, and usually, should be run consecutively.

Implementation details of Markov models, tuning its parameters and all other internal
particulars should not be visible to the non-expert end user. All final results are visualized
either through an easy to comprehend idea of a life curve or through other well-known
concepts of financial analysis. Still, prior to running the analysis some expert involvement is
needed, largely in preparation, importing and adjusting AMP models.

4.1 User input

A typical study is described through a comprehensive set of parameters that are supplied by
an non-expert end user. They fall into three broad categories.

(A) General data. The Markov model of the equipment in question and its current state of
deterioration form the primary information that is the starting point to most of ARM
computations. The Markov model represents the equipment with present maintenance
policy and is selected from a database of imported AMP models which needs to be prepared
by an expert in advance. Deterioration state, referred to as “Asset Condition” (AC)
throughout the ARM, must be supplied by the end user as percentage of “as-new”
condition. Besides, a number of additional general parameters need to be specified, such as
the time horizon over which the analysis will be performed, discount and inflation rates for
financial calculations etc.

(B) Description of the present maintenance policy. It is assumed that three types of
maintenance repairs can be performed: minor, medium and major. These correspond to
appropriate states in Markov model and not all of them must be actually present in the
policy. For each repair user supplies its basic attributes, e.g. cost, duration and frequency.
(C) List of alternative actions. These are the hypothetical maintenance policies that
decision-maker can chose from. Each action is defined as one of four types:

* continue as before (i.e. do not change the present policy),

* do nothing (i.e. stop all the repairs),

e refurbish,

* replace.

Apart from the first type, every action can be delayed for a defined amount of time.
Additionally, for “non-empty” actions (i.e. any of the last two types) user must specify what
to do in the period after action; the choices are:

(a) to change type of equipment and / or

(b) to change maintenance policy.

For every action user must also specify what to do in case of failure: whether to repair or
replace failed equipment, its condition afterwards, cost of this operation etc. Thanks to these
options a broad range of maintenance situations can be described and then analysed.
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The first action on the list is always “Continue as before” and this is the base of reference for
all the others. The ARM can be directed to compute life curves, cost curves, or probabilities
of failure - for each action independently - and then to visualize computed data in many
graphical forms to assist the decision-maker in effective action assessment.

It should be noted that while the need for some action (e.g., overhaul or change in
maintenance policy) is identified at the present moment, the actual implementation will
usually take place only after a certain delay during which the original maintenance policy is
in effect. Using ARM it is possible to analyze effect of that delay on the cost and reliability
parameters.

4.2 Life curves

As it has been pointed out before, computing the average first passage time (FPT) from the
first deterioration state (D1) to the failure state (F) in the Markov model yields the average
lifetime of the equipment, i.e. length of its life curve. On the other hand, solving the model
for state probabilities of all consecutive deterioration states makes possible computing state
durations, which in turns determine shape of the curve. Simple life curves obtained for
different maintenance policies are later combined in constructing composite life curves
which describe various maintenance scenarios.

For sake of simplicity and consistency, always exactly three deterioration states, or levels,
are presented to the end user: minor, medium and major, with adjustable AC ranges. In case
of Markov models which have more than three Ds states, the expert decides how to assign
Markov states to the three levels when importing the model.

Fig. 6 shows exemplary life curves computed by ARM for typical maintenance situations. In
each case the action is delayed for 3 time units (months, for example) and the analysis is
performed for a time horizon of 10 time units. In case of failure seen in “Do nothing” action,
equipment is repaired and its condition is restored to 85%.
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Fig 6. Life curves computed for three different actions (“Actionl” ... “Action3”) and

compared to the present maintenance policy (“Continue as before”).
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4.3 Probability of failure

For a specific action, probability of failure within the time horizon (PoFrg) is a sum of two

probabilities: of failure taking place before (PoFg) and after (PoFa) the moment of action. It is

assumed that failures in these two periods making up the time horizon are independent, so
PoFry = PoFg + PoFp — PoFg - PoFa.

To compute PoF( T ) within some time period T, the Markov model for the equipment and
the life curve are required. The procedure is as follows:

(1) For initial asset condition, find from the life curve the current deterioration state DSy;
compute also state progress (SP, %), i.e. estimate how long the equipment has been in the
DS, state.

(2) Running FPT analysis on the model, find distributions D, and Dy+1 of first passage time
from DS, and DS;+1 to the failure state F.

(3) Taking state progress into account, probability of failure is evaluated as

PoF = Do(T) - (1-SP) + Dya(T)-SP

For better visualization, rather than finding a single PoFry value for action defined by the
user in input parameters, ARM computes a curve which shows the PoFry as a function of
action delay varying in a range 0 + 200% of user-specified initial value. An example is
demonstrated in Fig. 7 for “Do nothing” action (user-defined delay = 3 time units), where
also the two probability components PoFg and PoFa are shown.
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Fig 7. Probability of equipment failure within the time horizon for “Do nothing” action,
computed as a function of action delay.

4.4 Cost curves
In many financial evaluations, the costs are expressed as present value (PV) quantities. The
present value approach is also used in ARM because maintenance decisions on ageing
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equipment include timing, and the time value of money is an important consideration in
any decision analysis. The cost difference is often referred to as the Net Present Value
(NPV). In the case of maintenance, the NPV can be obtained for several re-investment
options which are compared with “Continue as before” policy.

Cost computations involve calculation of the following cost components:

1. cost of maintenance activities,

2. cost of the action selected (e.g. refurbishment or replacement),

3. cost associated with failures (cost of repairs, system cost, penalties, etc.).

To compute the PV, inflation and discount rates are required for a specified time horizon.
The cost of maintenance over the time horizon is the sum of the maintenance costs incurred
by the original maintenance policy for the duration of the delay period, and the costs
incurred by the new policy for the remainder of the time horizon. The costs associated with
equipment failure over the time horizon can be computed similarly except that the failure
costs before and after the action is multiplied by the respective probabilities of failures (PoFp
and PoF,), and the two products are added. As in case of probability of failure, ARM
presents the end user with a curve which shows the cost as a function of action delay
varying in a range 0 + 200% of user-specified value.

5. Conclusions

The purpose of the ARM tool is to help in choosing effective maintenance policy. Based on
Markov models representing maintenance actions and deterioration processes, life curves
and other reliability parameters can be evaluated. Once a database of equipment models is
prepared, the end-user can perform various studies about different maintenance strategies
and compare expected outcomes. Since the equipment condition is visualized through the
relatively simple concept of a life curve, no detailed expert knowledge about internal
reliability parameters or configuration is required.

The system can also automatically adjust the model to requested repair frequencies and thus
provides for fully automatic computation of dependability parameters in cases when
maintenance policy needs to be modified within some range. This also reduces the model
preparation time that requires involvement of the reliability expert and allows for broader
range of studies that can be done fully automatically by the end user.
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1. Introduction

The Sparse Travelling Salesman Problem (Sparse TSP) which is a variant of the classical
Travelling Salesman Problem (TSP) is the problem of finding the shortest route of the
salesman when visiting cities in a region making sure that each city is visited at least once
and returning home at the end. In the Sparse TSP, the distance between cities may not obey
the triangle inequality; this makes the use of algorithms and formulations designed for the
TSP to require modifications in order to produce near-optimal results.

When solving the Sparse TSP, our main interest is in computing feasible tours at a
reasonable computational cost. In addition because it is not possible to get an optimal
solution most of the time, we would like to have some guarantee on the quality of the tours
(solutions) found. Such guarantees can most of the time be provided if a lower bound on the
length of a shortest possible tour is known.

It is also the case that most algorithms for finding exact solutions for large Standard TSP
instances are based on methods for finding upper and lower bounds and an enumeration
scheme. For a given instance, lower and upper bounds are computed. In most cases, these
bounds will not be equal, and therefore, only a quality guarantee for the feasible solution
can be given, but optimality cannot be proved. If the upper and lower bounds coincide, a
proof of optimality is achieved.

Therefore, the determination of good tours and derivation of tight lower bounds can be keys
to a successful search for optimal solutions. Whereas there have been a lot of work and
progress in designing heuristic methods to produce upper bound, the situation for lower
bounds is not as satisfying.

In general for the Standard TSP, lower bounds are obtained by solving relaxations of the
original problem in the sense that one optimizes over some set containing all feasible
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solutions of the original problem as a (proper) subset. This then means, for example, that the
optimal solution of the relaxed problem gives a lower bound for the value of the optimal
solution of the original problem. In practice, the methods usually used for computing lower
bound for the Standard TSP are the Held-Karp lower bound (Johnson et al., 1996) and
Lagrangian relaxation (Reinelt, 1994).

Since the Sparse TSP is an NP-Hard combinatorial optimization problem as per Fleischmann
(Fleischmann, 1985), the standard technique to solve it to optimality is based on an
enumeration scheme which for large problems is computationally expensive. Therefore a
natural way is to use the Sparse TSP heuristics to obtain a near-optimal solution. Solutions
obtained by heuristics for the Sparse TSP provide the upper bounds. Heuristics produce
feasible solutions but without any quality guarantees as to how far off they may be from the
optimal feasible solution. In order to be able to assess the performance of heuristics we need
to find the lower bound of the problem.

Therefore, in this chapter we are interested in exploring methods for computing tight lower
bounds for the Sparse TSP. This is the case because we do not have the luxury of comparing
with what other researchers have done, since most of the work in the TSP has been focused
on the Standard TSP. For example, in the Standard TSP there are sample instances with
optimal solutions provided in the TSPLIB for most of the problems (see (Reinelt, 1992)). The
results given in TSPLIB include a provable optimal solution if available or an interval given
by the best known lower bound and upper bound. As far as we are aware there are no such
benchmark results for the Sparse TSP which is studied in this chapter.

A lower bound gives us the quality guarantee of the near-optimal solution obtained by
using heuristic methods. The most widely used procedure for finding the lower bound for
the Standard TSP is the Held and Karp lower bound (Held & Karp, 1970). Johnson et al
(Johnson et al., 1996) provide empirical evidence in support of using the Held and Karp
(HK) lower bound as a stand-in for the optimal tour length when evaluating the quality of
near-optimal tours. They show that for a wide variety of randomly generated instances the
optimal tour length averages less than 0.8% over the HK lower bound, and for the real
world instances in TSPLIB the gap is always less than 2%. A tight lower bound for the
Sparse TSP will play a key role in developing and assessing the performance of the Sparse
TSP heuristic methods.

Definitions

A relaxation of an optimization problem P is another optimization problem R, whose set of
feasible solutions R properly contains all feasible solutions P of P. The objective function of
R is an arbitrary extension on R of the objective function of P. Consequently, the objective
function value of an optimal solution to R (minimisation case) is less than or equal to the
objective function value of an optimal solution to P. If P is a hard combinatorial problem
and R can be solved efficiently, the optimal value of R can be used as a lower bound in an
enumeration scheme to solve P. The closer the optimal value of R to the optimal value of P,
the more efficient is the enumeration algorithm.
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A lower bound of the TSP is the value obtained by solving a relaxation of the original
problem or by using heuristics. Its value is in most cases less than the optimal value of the
original problem, it is equal to optimal value when the value of lower bound is equal to the
value of the upper bound.

In this chapter, we propose and give computational experience on two methods of finding
lower bounds for the Sparse TSP, the chapter is organised as follows. In section 2, we give
the background and related research in the Travelling Salesman Problem and specifically
how this work relates to the Sparse TSP. In section 3, we discuss methods for finding the
lower bound of the Sparse TSP, and give the formulation and relaxation for the Linear
Programming relaxation of the Sparse TSP. Further, we introduce the Arc-cutset Partial
Enumeration Strategy as a strategy for finding the lower bound of the Sparse TSP. Finally,
section 4 gives the conclusions and summary.

2. Related works

The Standard TSP has been an area of intensive research since the late 1950's as
demonstrated in (Lawler et al., 1985). The first major breakthrough came in 1954, in a
seminal paper by (Dantzig et al., 1954) where a description of a method for solving the
Standard TSP was given and its power illustrated by solving an instance of 49 cities. From
there on there has been a lot of research published on the Standard TSP and its variants.

Most of the methods used for solving the Standard TSP to optimality are of the branch and
bound variety where, at each node of the branch and bound tree, lower bounds are
computed by solving related problems which are relaxations of the original TSP (see
(Camerini et al., 1975), (Gabovich, 1970), Held and Karp (Held & Karp, 1970), Padberg and
Hong (Padberg & Hong, 1977), and Rubinshtein (Rubinshtein, 1971). As for all branch and
bound methods, the quality of the computed lower bounds at each node has much greater
influence on the effectiveness of the algorithm than any branching rules that may be used to
generate the subproblems during the search. Branch and Bound techniques have been used
successfully in optimization problems since the late 1950's. Several different branch and
bound algorithms are possible for the travelling salesman problem. A survey of these is
given in Bellmore and Nemhauser (Bellmore & Nemhauser, 1968). A variation of Branch
and Bound techniques using cutting plane techniques called Branch-and-Cut by Padberg
and Rinaldi((Padberg & Rinaldi, 1989), (Padberg & Rinaldi, 1991)) is a much more powerful
technique for computing solutions for the Standard TSP.

Held and Karp (Held & Karp, 1970), (Held & Karp, 1971) pioneered an iterative approach
which uses a technique called Lagrangian Relaxation to produce a sequence of connected
graphs which increasingly resemble tours. This technique is based on the notion of a 1-tree
and the bound generated is called the Held-Karp lower bound (HK lower bound).
Formulating the Standard TSP as an integer linear programming problem (see Dantzig et al
(Dantzig et al., 1954), Miller et al (Miller et al., 1960), Fox et al (Fox et al., 1980), and Claus
(Claus, 1984) and systematically solving its relaxations is another way of obtaining a lower
bound for TSP. Bounds from the solutions of the assignment problem, the matching
problem, and the shortest n-path problem have also been suggested and explored by
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Christofides (Christofides, 1979) who also gave a brief survey and references. Johnson et al
(Johnson et al., 1996) use the HK lower bound as a stand-in for the optimal tour length when
evaluating the quality of near-optimal tours in a number of their studies in which they solve
problems of up to one million cities.

When the theory of NP-completeness was developed, the Standard TSP was one of the
problems shown to be NP-hard by Karp in (Karp, 1972). This remains true even when
additional assumptions such as the triangle inequality or Euclidean distances are involved
(see Garey (Garey, 1976)). These results imply that a polynomially bounded exact algorithm
for the TSP is unlikely to exist. Nevertheless ingenious algorithms for the TSP have been
proposed by Little et al (Little et al., 1963), Held and Karp (Held & Karp, 1970), (Held &
Karp, 1971), Miliotis (Miliotis, 1976), Crowder and Padberg (Crowder & Padberg, 1980).
Over the past four decades the TSP has remained the prototype of a “hard” combinatorial
problem. Since the introduction of NP-completeness theory in 1971 and the subsequent
inclusion of the TSP in the NP-complete class, some of the mystery has gone out of the TSP.
A complete treatment of NP-completeness theory and its relationship to the TSP is given in
Garey and Johnson (Garey & Johnson, 1979).

The NP-complete results have given a new impetus to heuristic methods for solving “hard”
combinatorial problems. Due to the difficulty of the TSP, many heuristic procedures have
been proposed and developed. These heuristics have been compared analytically in the
ground-breaking paper of Rosenkrantz, Stearns and Lewis (Rosenkrantz et al., 1977) by
studying their worst-case behaviour. Alternatively, computational experimentation may be
used to compare the performance of these heuristics, as in the work of Golden et al (Golden
et al., 1980) and Stewart (Stewart Jr, 1987). For example, Stewart (Stewart Jr, 1987) describes
a number of new algorithms designed specifically to perform well on Euclidean problems.

Much work has been done on fast heuristic algorithms for the Standard TSP. There is a
trade-off between the speed of an algorithm and its ability to yield tours which are close to
the optimal. The following studies show an enormous interest which researchers have
shown to heuristic algorithms. These studies include those of Adrabinski and Syslo
(Adrabinski & Syslo, 1983) , Golden et al (Golden et al., 1980), Johnson and McGeoch
(Johnson & McGeoch, 1995), Bentley (Bentley, 1993), Reinelt (Reinelt, 1992), and Janger et al
(Junger et al., 1995). There are two broad classes of heuristics for the travelling salesman
problem constructive and improvement heuristics. A typical tour construction heuristic
method starts with a node and adds others one by one until the tour is complete. Many
other variants are described in Bellmore and Nemhauser (Bellmore & Nemhauser, 1968),
Rosenkrantz et al (Rosenkrantz et al., 1977), Johnson (Johnson, 1990), Golden et al (Golden et
al., 1980), Golden and Stewart (Golden & Stewart, 1985), Gendreu et al. (Gendreau et al.,
1992), and Bentley (Bentley, 1993).

The arc-exchange strategy was first applied to the Standard TSP by Croes (Croes, 1958). He
suggested the 2-optimal algorithm for the symmetric TSP. About the same time and
independently, a 3-optimal strategy was suggested by Bock in (Bock, 1958). However, it was
Lin in (Lin, 1965) who truly established through extensive empirical study that the 3-optimal
algorithm was indeed an excellent approximation algorithm for the Standard TSP. A
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substantial improvement in implementation of the 3-optimal (in general, r-optimal where r >
2) algorithm was given by Christofides and Eilon in (Christofides & Eilon, 1979). Lin and
Kernighan (Lin & Kernighan, 1973) added another level of sophistication to the r-optimal
algorithm. Instead of having a fixed value of 2 or 3, r was allowed to vary. Their paper is a
classic paper on the local search heuristics for the Standard TSP. In particular, Lin-
Kernighan(LK) and its variants are widely recognized as the best (most accurate) local
search heuristic for the TSP.

The ejection chains method introduced by Glover (Glover, 1992) have been used to generate
compound neighbourhood structures for the Standard TSP by Rego (Rego, 1998). It should
be noted that this neighbourhood has been used to solve problems taken from Travelling
Salesman Problem LIBrary(TSPLIB) and performed better than the best iterated LK, but it
took more time.

In order for the heuristics algorithms to work well efforts should be spent on designing
efficient data structures. Data structures play an important role in the design and
implementation of the Standard TSP algorithms. The following data structures have been
used in the Standard TSP study, the k-d tree of Bentley discussed and used in Bentley
(Bentley, 1993), (Bentley, 1975), (Bentley, 1990), and (Bentley, 1990). Fredman et al (Fredman
et al., 1995) discuss and give implementation details on the following data structure for the
Standard TSP, array-based and splay trees.

We have witnessed remarkable progress in Mathematical Programming, Polyhedral Theory,
and significant advances in computer technology that have greatly enhanced the chances of
finding exact solutions to reasonably large combinatorial optimization problems.
Nevertheless, these problems still pose a real challenge in the sense that it is hard to solve
realistically large problem instances in reasonable computational times. This challenge has
led to the development of many approximate algorithms and has made the science of
heuristics a fast growing area of research. For more details on combinatorial optimization
problems we refer the reader to Nemhauser and Wolsey (Nemhauser & Wolsey, 1988),
Papadimitriou and Steiglitz (Papadimitriou & Steiglitz, 1982), Garey and Johnson (Garey &
Johnson, 1979).

Metaheuristics are a class of approximate solution methods, which have developed
dramatically since their inception in the early 1980s. They are designed to solve complex
optimization problems where classical heuristics and other optimization methods have
failed to be effective and efficient. A metaheuristic can be defined as an iterative generation
process which guides a subordinate heuristic by combining intelligently different concepts
for exploring and exploiting the search space, learning strategies are used to structure
information in order to find efficiently near-optimal solutions (see Osman (Osman, 1995),
and Osman and Kelly (Osman & Kelly, 1996)). Hence, metaheuristics include, but are not
limited to: Constraint Logic Programming; Genetic Algorithms; Greedy Random Adaptive
Search Procedures; Neural Networks; Non-monotonic search strategies; Problem and
heuristic search-space; Simulated Annealing; Tabu Search; Threshold Algorithms and their
hybrids. These techniques are based on concepts borrowed from biological evolution,
intelligent problem solving, Mathematical and Physical Sciences, Nervous System, and



48 Computational Intelligence and Modern Heuristics

Statistical Mechanics. For details we refer the reader to Reeves (C.R.Reeves, 1993; Reeves,
1993). However, Meta-heuristics have not been very successful in solving the Standard TSP
according to Johnson and McGeoch (Johnson & McGeoch, 1995). They have been very
effective in other areas such as industrial applications and communications networks.

The solution produced by using local search procedures can be very far off from optimality.
In order to avoid such disadvantages while maintaining the simplicity and generality of the
approach, the following concepts which form the basis of most metaheuristics are
considered see Reeves (Reeves, 1993). Start from good initial solutions which can be
generated intelligently using a greedy random adaptive search designed by Feo and
Resende (Feo & Resende, 1995), or space-search methods in Storer, Wu and Vaccari (Storer
et al., 1995). Use the learning strategies of neural networks discussed in Sharda (Sharda,
1994), and Tabu search in Glover (Glover, 1995) that gather information during the
algorithms execution in order to guide the search to find possibly better solutions. Employ
non-monotonic search strategies that sample/accept neighbours based on hybrid
modifications of simulated annealing and Tabu Search methods or others see (Glover
(Glover, 1995), (Glover, 1995)), (Hu, Khang and Tsao (Hu et al., 1995)), (Osman (Osman,
1993), (Osman, 1995), (Osman, 1995)) and (Osman and Christofides (Osman & Christofides,
1994)).

Sahni and Gonzales in (Sahni & Gonzales, 1976) showed that if a triangle inequality is not
satisfied, the problem of finding an approximate solution to the TSP within any fixed bound
ratio of the optimum is as hard as finding an exact solution. A comprehensive treatment of
various aspects of the TSP can be found in the collection of research papers in Lawler et al
(Lawler et al., 1985).

3. Methods for finding Lower bound for the Sparse TSP

The standard technique for obtaining lower bounds on the Standard TSP is to use a
relaxation that is easier to solve than the original problem. These relaxations can have either
discrete or continuous feasible sets. Several relaxations have been considered over years for
the Standard TSP. We are going to introduce modifications to these relaxations, so that they
can be used to find lower bounds for the Sparse TSP at a reasonable computational effort.

We can illustrate the relaxation of an optimization problem by figure 1 in which the region
ABCD is the feasible region of the relaxed problem, while the region MNOPQRS is the
feasible region of the original “true” problem, which in this case happens to contain integer
points. Solution ABCD may be obtained when we relax integrality constraints. Relaxation of
the combinatorial optimization has become so popular because in most cases the problems
can be solved with reasonable computational effort, if not easier than the original problem.
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Fig. 1. Region MNOPQRS shows a feasible solution to the original “true” problem while
region ABCD shows a feasible solution to the relaxed problem

The HK lower bound is the solution to the LP relaxation of the integer programming
formulation of the Standard TSP (see Dantzig et al (Dantzig et al., 1954), Reinelt (Reinelt,
1994) and Johnson et al (Johnson et al., 1996). That is, it is the Integer Linear Programming
with the integrality constraints relaxed. The HK lower bound provides a very good estimate
of optimal tour length for the Standard TSP. This measure has enormous practical value
when evaluating the quality of near optimal solutions for large problems where the true
optimal solutions are not known or are computationally expensive to find. The HK lower
bound has been used as a stand-in for the optimal tour length when evaluating the quality
of near-optimal tours in a lot of studies (for example, in Johnson et al (Johnson et al., 1996)).

Although the HK lower bound can be evaluated exactly by Linear Programming techniques,
code for doing this efficiently for problems larger than a few hundred cities is not readily
available or easy to produce (see Valenzuela and Jones (Valenzuela & Jones, 1996)). In
addition linear programming implementations (even efficient ones) do not scale well and
rapidly become impractical for problems with many thousands of cities. To be able to find
the HK lower bound, a procedure for finding violated inequalities must be provided. This is
not a simple matter of automatically generating violated inequalities. It is because of the
above mentioned difficulties that most researchers have preferred to use the iterative
estimation approach for finding lower bound for the Standard TSP proposed by Held and
Karp (Held & Karp, 1970), (Held & Karp, 1971). In this chapter we use this method and
modify it to solve the Sparse TSP problems.

3.1 The LP Relaxations for the Sparse TSP
The formulation for the Integer Linear Programming (ILP) Sparse TSP is given as:

min ZN:ZN:CU)CU (1.1)

i=1 j=1
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Subject to
z x; + z x;=2m, forallie N (1.2)
jii<j)ed jiji<i)ed
> x;+ Y x,22 forallSCN,S=Q (1.3)
ieS,jeN-S,i<j  ieS,jeN-S,j<i
m, 20 forallie N (1.4)

x; €{0,1} forall i, j=1,---,N

By relaxing the integrality constraint (1.5) we get the Linear Programming (LP) relaxation
for the ILP Sparse TSP where equations (1.1, 1.2, 1.3 and 1.4) remains the same and
constraint (1.5) becomes,

x; 20 foralli,j=1,--,N (1.6)

Note: that any integral solution to the LP relaxation is a tour.
We solved the LP relaxation for the modified ILP Sparse TSP formulation problems, results
given in figure 7 were obtained by using violated arc-cutset constraints.

3.2 The LP relaxation for the EFF for the Sparse TSP

From the single commodity flow formulation, we present its modification which we call the
Embedded Flow Formulation (EFF) for the Sparse TSP. This formulation involves a
polynomial number of constraints, even though the number of variables is increased
considerably. The EFF for the Sparse TSP is given as:

min i icﬁxﬁ (1.7)

i=1 j=1

Subject to

z x; + z x; =2m, forallie N (1.8)

Jii<j)ed Jij<i)ed
Yy —(n—=Dx, <0, forall (7, ) € 4 (1.9)
> v, 2 yy=-lLforalli=23,n (1.10)

Jii<ped  jij<i)ed
DGy =n-1 (1.11)
ied

m; 20, forallie N (1.12)
x; =0orl, forall (7,j)e 4 (1.13)
Y; 20, forall (i, /) e 4 (1.14)

The LP relaxation for the EFF for the Sparse TSP formulation is obtained by relaxing the
integrality constraint (1.13). All other equations remain the same except constraint (1.13)
changes to:

x; 20, forall (i,j)e 4 (1.15)

It was interesting to know how close the lower bound Z,, obtained by solving the subtour

relaxation is to the length of an optimal tour Z, , . Worst-case analysis of HK lower bound by

opt
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Wolsey (Wolsey, 1980) and Shmoy and Williamson (Shmoys & Williamson, 1990) show that
for any cost function C satisfying the triangle inequality, the ratio Z,,/Z,, is at least 2/3.

opt
The 2/3 lower bound is not shown to be tight and actually it is conjectured by Goemans
(Goemans, 1995) that (Z,,/Z

) >3/4. Our computational results show that for many

instances the above ratio is very close to 1.

The results we obtained for the EFF for the Sparse TSP are presented in figure 8. In general
the LP relaxation is not equal to the minimum tour length but it is very close. LP relaxation
for the ILP Sparse TSP gives a much tighter lower bound than the LP relaxation for the EFF
for the Sparse TSP and requires less iterations.

3.3 An Arc-cutset Partial Enumeration Strategy (APES)

In this section we are proposing a strategy for quickly generating some of the violated arc-
cutset constraints which we call an Arc-cutset Partial Enumeration Strategy (APES). The APES
is based on the following observation, using the formulation for the ILP Sparse TSP, we can
drop the connectivity constraints. When the resulting formulation is solved the solution
produces a lot of disconnected components, all have at least two nodes connected by two
arcs. That is to say each component is a subtour, and the obtained solution is not a tour.

These components needed to be connected with other components to produce a single
connected component, a tour. To be able to achieve this, we generated an arc-cutset
constraint for each component. In other words we generated an arc-cutset constraint for
each arc in the graph. This approach is reasonable to the Sparse TSP because the number of
arcs m in the sparse graph is O(n)as opposed to O(n’) in the complete graph. Arc cutset
identified between two components resulted in those components being connected plus
several others. Therefore, even if when the APES is applied at first, there are may be say five
disconnected components, it does not mean that five arc cutset will have to be identified.
Our computational study showed that the number of arc cutset to be identified is always
less than five. However, we were not able to come up with the relationship between the size
of the problem and the number of arc cutset to be identified before obtaining a tour.

The arc-cutset constraints generated this way are all valid inequalities. Naddef and Rinaldi
(Naddef, 1992), Cornuéjols et al (Cornuéjols et al., 1985), and Swamy and Thulasiraman
(Swamy & Thulasiraman, 1981) have shown the validity of the arc-cutset constraints. They
say that once the components are connected then the violated arc-cutset constraints are valid
inequalities.
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Our algorithm for the APES is given below.

An Arc-cutset Partial Enumeration Strategy algorithm
Step 1: Formulate the problem using evenness condition
Constraints and integrality constraints only.
Let nodes be the number nodes in the starting path
Let nodesv be the number of nodes to be visited
Letk:=2
Step 2: For nodes := k to n do
For nodesv :=3ton—-kdo
List all arcs incident to the path
with end node 1 and nodesv
add the arc-cutset constraint to the formulation
EndFor
EndFor
Step 3: Solve the new formulation using any LP solver
Step 4: stop

In forming the arc-cutset constraints, we first used a subtour component consisting only of
two end nodes i and j with (ij) as a connected component. The violated arc-cutset
constraints were constructed by listing all arcs incident to node i and node j to form one
violated arc-cutset constraint, i.e., all arcs incident with a subtour component. The arc
connecting node i and node j was not included in the arc-cutset constraints. Figure 2 shows
how using component (i,j) arc-cutset constraints was formed. This is what takes place in
step 2 of the APES algorithm.

O O

(a) subtour component (i,).

X xa
~ -
0 o

*
/ e

(b) subtour component with incident arcs to node i and node ;.

Fig. 2. Formulation of the arc-cutset constraint
X, X, +X, X, X, X, 22 (1.16)

The arc-cutset constraints which are generated by the APES are used to connect
components. Since the APES starts by using the evenness condition constraints and
integrality constraints, while omitting the connectivity constraints. For example the twenty
nodes problem shown in figure 3, is used to demonstrate how the APES works.
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Fig. 3. A twenty nodes problem to demonstrate how APES works

Solving the twenty nodes problems before adding the violated arc-cutset constraints
generated by the APES gives the disconnected tours illustrated in figure 4 and whose

objective function is 524.

Fig. 4. A twenty nodes problems with disconnected subtour components
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After adding the violated arc-cutset constraints generated by the APES we got a tour as
illustrated in figure 5 and its objective function was 765, which in this case happened to be
the optimal tour.

Fig. 5. A twenty nodes problem tour

For all the problems reported in this study, we used the APES to generate violated arc-cutset
constraints from each arc. This strategy was used to ensure that disconnected components
were connected to form a tour. The APES was able to produce optimal tours for all small
problems we solved of up to 1000 nodes. It is interesting to note how the algorithm
performed in some graphs. For example, in the case of the 30 nodes problem we had to add
eleven violated arc-cutset constraints before getting a tour, while we had to add only two
violated arc-cutset constraints for the 67 nodes problem to get a tour. As pointed out earlier
the number of violated arc-cutset required to be identified seem to be a function of the
nature of the graph and not its size.

We then extended this technique of identifying violated arc-cutset constraints. These new
violated arc-cutset constraints were formed by visiting a path of three or more nodes
together. The first violated arc-cutset constraint was formed by visiting any three nodes
which formed a path. When forming these constraints, we included all arcs which were
incident to nodes 1 or 2 or 3 and ignore arcs connecting nodes 1, 2, and 3. The next
constraint was formed by adding the fourth node to the path and the violated arc-cutset
constraint was identified by listing all nodes incident to the path consisting of four nodes
ignoring the arcs which form the path. The process continued until we got a tour. Figure 6
shows how these violated arc-cutset constraints were formed.
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Fig. 6. An example of how the extended technique for identifying violated arc-cutset
constraints works

From figure 6 the following violated arc-cutset constraint (1.17) will be formed:

Xy Xy, Xy Xy X+ X X, X, 22 (1.17)

The results in figure 6 shows how the APES method performed when the starting path
visited 3, 4, ..., 10 nodes together. In other words at first the starting path had 3 nodes and
we extended the path by adding one node at a time. The second time the starting path had 4
nodes and we extended the path by adding one node at a time. We continued increasing the
number of nodes in a starting path, until at last our starting path had 10 nodes to start with.
We got in a good number of cases substantial improvements in the lower bound as we
increased the number of nodes in the starting path. However, as the number of nodes in the
starting path went beyond 10 we got marginal improvement.

Comparison of methods for finding Lower Bound for the Sparse TSP to the Optimal
solution

2500

2000

1500

500 /

Problem Size

Optimal Solution LP Relaxation LP Relaxation for EFF

APES solution

Extended APES

Fig. 7. Comparison of methods for finding Lower Bound for the Sparse TSP to the optimal
solution



56 Computational Intelligence and Modern Heuristics

Computational experience for finding the Lower Bound for the Sparse TSP

§ /)
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Problem Size

Fig. 8. Computational experience for finding the Lower Bound for the Sparse TSP

The order of complexity of our APES isO(n). This is far less than the connectivity

constraints with the order of complexity of O(n*). This makes our strategy much easier to
use.

4. Summary and future work

When optimization problems arise in practice we want to have confidence in the quality of
the solutions. Quality guarantees are required because in most cases and especially for large
problems, it is not always possible to find an optimal solution. Quality guarantees become
possible by being able to compute tight lower bounds at a reasonable computational cost. In
this chapter we have proposed two methods for finding tight lower bound for the Sparse
TSP using the modified Linear Programming relaxation method and the Arc-cutset Partial
Enumeration Strategy.

When the LP relaxation method is used to find a lower bound for the ILP Sparse TSP,
finding arc-cutset constraints is a headache especially for large problems. There are
procedures for identifying violated arc-cutset constraints automatically in practice, such as
the separation routines. These procedures are computational expensive and therefore were
not used in this study.

The Arc-cutset Partial Enumeration Strategy proposed is a simple and fast way of getting a
lower bound without spending time in a separation algorithm. Computational results show
that the lower bounds obtained by using this method are as comparable as those obtained
using Separation algorithms.

A lower bound on the optimal value (assuming a minimization problem) is obtained from a
relaxation of the integer program. In the past fifteen years attention has shifted from
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Lagrangian Relaxation to Linear Programming relaxation, since the latter type of relaxation
can be strengthened more easily by using cutting planes. Combining cutting planes and
Lagrangian relaxation usually causes convergence problems as discussed by Aardal et al
(Aardal et al., 1997). Utilising various modified LP relaxation to suit the Sparse TSP has
given us the tightest lower bound of all lower bound techniques we have discussed in this
chapter.
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Abstract

To achieve the goal of realizing object adaptation to environments, we model the object with
its role using parameterized UML models. An environment is defined as a field of
collaboration between roles and an object adapts to the environment assuming one of the
roles. Objects can freely enter or leave environments and belong to multiple environments at
a time so that dynamic adaptation or evolution of objects is realized. Organizations use
Role-Based Access Control to protect computer-based resources from unauthorized access.
This paper describes a method for modeling access control for dynamic role binding using
parameterized UML design models. Reusable parameterized UML models are specified as
patterns and are expressed using UML template diagrams. Developers can use the models
to identify their policy violations. The method is illustrated using a small banking
application.

Key Words: Parameterized UML, Object adaptation, Evolution, Reusable.

1. Introduction

Objects represent things or concepts of the real world and it is this representation feature
that gives the object-oriented technology the high modeling capability. Objects in the real
world exist in various environments. If an object permanently resides in a fixed
environment, the structure and behavior of the object can possibly stay unchanged over
time. However, environments surrounding objects may not be stable due to various reasons.
If objects are humans or manufacturing equipment, their environment changes periodically
between the day and the night and between the weekdays and the weekend. When an object
moves, the surrounding environment naturally changes. Even if an object stays at the same
place for a certain period of time, the environment itself may dynamically change.
Corresponding to such environmental change, objects adaptively change themselves.
Conversely, objects may spontaneously evolve, causing change in their relation to the
environment and that in turn may trigger change in the environment. Moreover, there
generally exist multiple environments around an object and the object may selectively
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belong to a subset of them at a time and the selection of environments may also change
dynamically.

How is such adaptation or evolution of objects handled in the world of object-oriented
modeling and programming? As many researchers have pointed out, current widely-used
object-oriented modeling and programming languages do not conveniently support such
flexibility. Motivation of our research is to build a parameterized UML model that is flexible
enough to cope with future changes but simple enough to describe and reason about the
design validity.

The model to be described in the succeeding sections has the following features.

1. Objects can freely enter or leave environments and belong to multiple environments at a
time so that dynamic adaptation or evolution of objects is realized.

2. Environments and roles are the first class constructs at model description time so that
separation of concerns is not only materialized as a static structure but also observed as
behaviors.

3. Environments are independent reuse components to be deployed separately from objects
that participate in them.

2. Access Control for Dynamic Role Binding (DRBAC)

Roles are considered for listing up functions or behaviors of an object to define a clear
boundary of the object, thus their granularity is smaller than objects and conceptually
comparable to the level of methods. However, the major motivation of this paper is to
design access control for object adaptation to environments using parameterized UML. An
environment in the context of role model is regarded as a collaboration field and in order to
realize adaptation, objects should be allowed to enter collaboration environments by
assuming roles and to leave from environments by discarding roles dynamically.

Dynamic Role Binding Access Control (DRBAC) constraints can be organized as follows:
Core DRBAC, Hierarchical DRBAC, Static Separation of Duty Relations, and Dynamic
Separation of Duty Relations.

The Core DRBAC requires that users (i.e. Objects) be assigned to environment, users be
assigned to roles (job function) corresponding to that environment, roles be associated with
permissions (approval to perform an operation on a database), and users acquire
permissions by being assigned to roles. The Core DRBAC places a constraint on the
cardinalities of the user-role assignment relation that when a user enters an environment he
is assigned a role when he/she leaves that environment he/she discards that role. The Core
DRBAC does not place any constraint on the cardinalities of the permission-role association.
Core DRBAC also includes the notion of user environments. A user enters an environment
during which he activates a subset of the roles assigned to him. Each user may belong to
multiple environments; however, each environment is associated with only one user. The
operations that a user can perform in an environment depend on the roles activated in that
environment and the permissions associated with those roles.
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Hierarchical DRBAC adds features supporting role hierarchies (RH). Hierarchies are used to
describe a structure of roles in an organization. Role hierarchies define an inheritance
relation among the roles. Role rl inherits from role r2 only if all permissions of r2 are also
permissions of rl and all users of rl are also users of r2. The inheritance relationship is
reflexive, transitive and anti-symmetric.

Static Separation of Duty (SSD) relations are necessary to prevent conflict of interests that
arise when a user gains permissions associated with conflicting roles (roles that cannot be
assigned to the same user). SSD relations are specified for any pair of roles that conflict. The
SSD relation places a constraint on the assignment of users to roles, that is, assignment to a
role that takes part in an SSD relation prevents the user from being assigned to the related
conflicting role. The SSD relationship is symmetric, but it is neither reflexive nor transitive.
SSD may exist in the absence of role hierarchies (referred to as SSD DRBAC), or in the
presence of role hierarchies (referred to as hierarchical SSD DRBAC). The presence of role
hierarchies complicates the enforcement of the SSD relations: before assigning users to roles
not only should one check the direct user assignments but also the indirect user assignments
that occur due to the presence of the role hierarchies.

Dynamic Separation of Duty (DSD) relations aim to prevent conflict of interests as well. The
DSD relations place constraints on the roles that can be activated in a user’s environment. If
one role that takes part in a DSD relation is activated, the user cannot activate the related
(conflicting) role in the same session. A model of DRBAC is shown in Fig. 1.

RH

PERM

—{~{)

ermissio

Enters/ Assignmen
Exits
OB & Session
J Assignment
Obje
Sessions

Fig. 1. Access Control in Dynamic Role Binding

The DRBAC in Fig. 1 consists of: 1) a set of objects (OBJ) where an object is an intelligent
autonomous agent, 2) a set of environments (ENV) where an object enters or leaves 2) a set
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of roles (ROLE) where a role is a job function which is assigned to the object when it enters
an environment and is discarded when it exits the environment, 3) the database (DB) where
DB is an entity that contains or receives information, 4) a set of operations (OPER) where an
operation is an executable image of a program, and 5) a set of permissions (PERM) where a
permission is an approval to perform an operation on database. The cardinalities of the
relationships are indicated by the absence (denoting one)

or presence of arrows (denoting many) on the corresponding associations.

For example, the association of an object to an environment and the association of an object
to role are one-to-many. All other associations shown in the figure are many-to-many. The
association labeled Role Hierarchy (RH) defines the inheritance relationship among roles. The
association labeled SSD specifies the roles that conflict with each other. The association labeled
DSD specifies the roles that cannot be activated within an environment by the same user.

3. A Reusable DRBAC Model

In this section a DRBAC pattern is described as a UML template class diagram. A class
diagram is obtained from a template diagram by binding the parameters to values. Fig. 2
shows a class diagram template describing hierarchical DRBAC with SSD and DSD. The
symbol “|” is used to indicate parameters.

The class diagram template shown in Fig. 2 consists of class and association templates. A
class template is a class descriptor with parameters. Class templates are associated with
attribute templates (e.g., |Name : String in Role) and operation templates (e.g.,
| grantPermission in Role). Association templates (e.g., |UserAssignment) consist of
parameters for association names and association-end multiplicities. The OCL constraints in
Fig. 2 restrict the values that can be bound to association-end multiplicity parameters. The
multiplicity “1” on the UserSessions association-end attached to Object is strict: a session can
only be associated with one user.

The User Object class template defines classes that describe Objects. When a user enters an
environment, he is assigned a role (assignRole). Then he creates a new session
(createSession), delete a session (deleteSession). When he exits that environment, his role is
discarded (deassignRole). A UserSessions link (i.e., an instance of an association obtained by
binding the parameters of UserSessions to values) is created by a createSession operation
(i.e., an operation obtained by binding the operation template parameters to values) and
deleted by a deleteSession operation. The operation assignRole creates a RoleAssignment
link; the deassignRole removes a RoleAssignment link.

The class template Role is used to produce classes representing roles with behavior that (1)
associates a new permission with the role (grantPermission), (2) deletes an existing
permission associated with the role (revokePermission), (3) adds an immediate inheriting
role (addInheritance), (4) deletes an immediate inheriting role (deleteInheritance), (5) adds a
role to the set of conflicting roles (addSSDRole), (6) deletes a role from the existing set of
conflicting roles (deleteSSDRole), (7) checks whether the role is in an SSD relationship with a
given role in the presence of hierarchies (checkSSD), (8) checks whether the role has a given
permission (checkAccess), (9) checks whether the role is in a DSD relation with a given role
(checkDSD), (10) deletes a DSD relation between the role and a given role (deleteDSDRole),
and (11) adds a DSD relation with a given role (addDSDRole).
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Fig. 2. A DRBAC Class Diagram Template

The class template Session is associated with the template operations: addActiveRole
(activates a role in a session), dropActiveRole (deactivates a role in a session), and
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Sbind(u: [User)

SunBind(u: |User)

|Perission
Assi

*

|Pemission

S chedAess([db: DB [op : Qperation): |[Bodlean

* *

* *

DB Operation
1. 1*

checkAccess (checks whether the role has the permission to perform an operation on the

database).

The class template Permission is associated with an operation template, checkAccess, that
checks whether the role has the permission to perform the operation on the database. Each

operation template is associated with an OCL template expression that produces OCL pre-

and post-conditions when the template parameters are bound to values.

Pre- and post-condition templates associated with the createSession and grantPermission
operation templates are given below:
context | User:: | createSession():(| s: | Session)
post: result = |s and

context |Role:: | grantPermission ( | p: | Permission)

| s.ocllsNew( ) = true and self. | Session = includes(|s)

post: self. | Permission includes( | p)
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We express DRBAC constraints that restrict SSD and DSD relationships as OCL template
expressions. Examples of these constraints are given below:

- SSD constraint. A user cannot be assigned to two roles that are involved in an SSD
relation.
context | User inv:
self. | Role > forAll(rl, 12 | rl.| SSD > excludes(r2))
- Hierarchical SSD constraint. There cannot be roles in an SSD relation which have
the same senior role.
context _ Role inv:
let allSenior(r1) = rl.senior -> union(rl.senior -> collect(r2 | allSenior(r2)))
in
self. |SSD -> forAll(r1 | allSenior(rl) -> excludesAll(allSenior(self))
- DSD constraint. A user cannot activate two roles in DSD relation within a session.
context | User inv:
| self. |Session. | Activates -> forAll(r1, r2 |rl. | DSD -> excludes(r2))

4. DRBAC Model on Banking Application

To illustrate this approach we use a simple banking application taken from [5]. The
application is used by various bank officers to perform transactions on customer deposit
accounts, customer loan accounts, ledger posting rules, and general ledger reports. The
transactions include 1) create, delete, or modify customer deposit accounts, 2) create, delete,
or modify customer loan accounts, 3) modify the ledger posting rules, and 4) create general
ledger report. When a user enters Bank environment, he is assigned a BANKROLE when he
exits bank environment he is assigned another role according to the environment he enters
and assigned permissions depending on the role he is assigned. Fig. 3 shows DRBAC class
diagram for the bank environment.

5. DRBAC Policies applied using Object Diagrams

DRBAC policies when applied to a role in an environment constrain how system users
access system resources. They determine 1) the assignment of roles to system users, 2) the
permissions associated with roles in the environment, 3) the inheritance relationships
between roles, and 4) the SSD and DSD relationships between roles. In this section we
illustrate how DRBAC policies can be described by object diagrams when the user is
assigned a ROLE.

The DRBAC model supports the specification of four types of policies: 1) core policies that
conform to core DRBAC, that is, policies that determine user-role and role-permission
assignments, 2) hierarchical policies that conform to hierarchical DRBAC, that is, policies
that determine inheritance relationships between roles, 3) SSD policies that conform to SSD
DRBAUC, that is, policies that determine what roles are conflicting, and 4) DSD policies that
conform to DSD DRBAC, that is, policies that determine what roles to be activated in a
session. A set of DRBAC policies for the banking system is given below:



Modelling Access Control with Dynamic Role Binding 67

Environment DSD
ssD RH
ssignRole(r :BankRole) Jurfior
leas signRole(r : BankRole) + * ud *
BankRole .
ior
[gName : String a

rantPermission(p : Permission)
.revokePerm\ssion(p : Permission)
[®checkAccess(db : BankDB, op : Transaction) : Boolean
[®checkSSD(r : BankRole) : Boolean

. UserAssignment DRole(r : BankRole)

[I®¥createSession() :s:BankSession 1..%[®addSSDRole(r : BankRole)

[®deleteSession(s : BankSession) [®addinheritance(r : BankRole)

.deletelnheritance(r : BankRole)

1 .checkDSD(r: BankRole) : Boolean
UserSessions 1..*|[®deleteDSDRole(r : BankRole)
[®addDSDRole(r : BankRole)
[®bind(u : BankUser)

‘ BankUser
[

SessionA unBind(u : BankUser)
1.*
1> 1.2 Permission

‘ BankSession Assignment
[ 1.4

addActiveRole(r : BankRole) Permission

dropActiveRole(r : BankRole) (from )

‘checkAccess(db : BankDB, op : Transaction) : Boolean

| ®icheckAccess(db : DB, op : Operation) : Boolean
1.% *

\ \ -

‘ Account ‘ LedgerPostingRule ‘ GenerallLedgerReport ‘
i [ |’ o]
regulatesPostingOf
CustomerAccount

Fig. 3. A DRBAC Class Diagram for a Banking Application

Core policies: The roles of the banking system (instances of BankRole) are teller,
customerServiceRep, accountant, accountingManager and loanOfficer. The permissions
assigned to these roles are given below:

P1 A teller can modify customer deposit accounts.

P2 A customer service representative can create or delete customer deposit accounts.
P3 An accountant can create general ledger reports.

P4 An accounting manager can modify ledger-posting rules.

P5 A loan officer can create and modify loan accounts.

Fig. 4. Shows the object diagrams describing policies P1 to P5 respectively.
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| teller : Role |—| ‘Permission H Modify |

| CustomerDepositiceomt | ‘ ‘CustomerDeposit Account |

customearServiceRep Ro'.eli‘ ‘Parmuzzion

P1 P2

acc&'.;n:aut:lcle'-' Permussion H :Create | aceountmzlianager - Bole }—| Petm;"zsi{m}—{ :'_\{cdjf_‘"
‘ Generall edzarFeport ‘ LedgerPpsiingRule

B3 P4

loanOfficer : Role

Loandecount

P5
Fig. 4. Object Diagrams for Policies P1 to P5

Hierarchical policies: A role hierarchy defines inheritance relationships between roles.
Through the inheritance relationship, a senior role inherits the permissions of its junior roles
and any user assigned to the senior role is also assigned to the junior roles. The hierarchical
policies in the banking application are stated below:

H1 Customer service representative role is senior to the teller role.

H2 Accounting manager role is senior to the accountant role.

Fig. 5(a),(b) describe policies H1 and H2 respectively.

customerServiceRep : Fole accoumtmghlanager - Rols
senior semor
FelaHisrarchy FoleHisrarchy
Junmior Jumior
tellar : Fole accountant - Fola
(2) (b)

Fig. 5(a), (b) Object Diagrams for Policies H1 and H2
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SSD policies: SSD policies prevent a user from being assigned to two conflicting roles. For
the banking system the following pairs of roles are conflicting:

{(teller, accountant), (teller, loanOfficer),

(loanOfficer, accountant), (loanOfficer, accountingManager),

(customerServiceRep, accountingManager)}

The object diagram in Fig. 6 describes the SSD RBAC policies.

35D

35D

customer ServiceRep - Role accountinsManager - Role

55D loan(Officer : Fole 55D

55D

teller : Role

sccountant ; Role

Fig. 6. Object Diagram for SSD Policies

DSD policies: DSD policies prevent a user from playing a role in a session, if another role in
a DSD relation has been activated. For the banking system the following pair of roles are in
DSD relation:

{(customerServiceRep, loanOfficer)} The object diagram in Fig. 7 describes the DSD DRBAC

policy.

| customerSarviceBep - Rola

DsD

loanOfficer : Fole

Fig. 7. Object Diagram for DSD Policy

6. Identifying Conflicts in Application-Specific DRBAC Policies

In this section we show how DRBAC violation patterns expressed as object diagram
templates can be used to identify conflicts. If a violation pattern exists in an object diagram
describing a policy, then a conflict exists. Fig. 8 shows object diagram templates that when
instantiated produce object structures that violate DRBAC constraints. Fig. 8(a) describes
structures in which a user is assigned to roles in an SSD relationship (violation of the SSD
constraint). Fig. 8(b) describes structures in which two roles in an SSD relationship have a
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common senior role and structures in which a senior role is in an SSD relationship with a
junior role (both are violations of the hierarchical SSD constraint). Fig. 8(c) describes
structures in which a user in a session activates two roles that are in a DSD relationship (a
violation of the DSD constraint). Formally, an object diagram has the violation described by
a violation pattern if there exists a binding that produces an object structure contained in the

object diagram.

invalid==
u: [User
UserAssizument UsarAssizument
55D
r2 - Eole rl : Fuols
Fig. 8. (a) Violation of SSD Constraint
inwalid= invalid=
SENLOT
FoleHierarchy FoleHierarchy
ikl jumior
r2 : Role 550 r3 : Rolz

Fig. 8. (b) Violations of Hierarchial SSD Constraint

<imvalid
Activates
User Assigmuant
= rl : Fols
) Useriaszion —
5 . | Session u: [Usar DED
. . 2 ; Fola
UserAssiznment —
Artivates

Fig. 8. (c) Violation of DSD Constraint
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7. Related Work

Tidswell and Jaeger [21] propose an approach to visualizing access control constraints. They
point out the need for visualizing constraints and the limitations of previous work on
expressing constraints. A drawback of their work is that they created a new notation for
specifying constraints and it is not clear how the new notation can be integrated with other
widely-used design notations.

Aspect-oriented programming with Aspect] has a feature of adding aspects dynamically as
well as statically [14]. The main objective of writing aspects is to deal with cross-cutting
concerns. It implies that there already exists some structure of module decomposition but in
adding a new type of concern, related pieces of code are distributed among modules, cross-
cutting the existing structure.

Although there have been efforts of designing software from the beginning based on the
AOP method under the name of “early aspects”[20], the normal framework of mind for
thinking aspects assumes the existing program code as a target of inserting advices to join
points.

A large volume of research (e.g., see [2-4, 6, 7, 11, 12, 14] exists in the area of access control
policy specification. Formal logic-based techniques (e.g., see [2-4, 6, 11, 14]) are often used to
specify security policies. The use of mathematical concepts and notation that are not familiar
to software developers makes them difficult to use and understand. Other researchers have
used high-level languages to specify policies [12, 13, 19, 20]. Although high-level languages
are easier to understand than formal logic-based approaches, they are not analyzable.

Some work has been done on modeling system security using UML. Jurjens [15] proposes
UMLsec, a UML profile for modeling and evaluating security aspects based on the multi-
level security model. Lodderstedt et al. propose SecureUML [17], an extension of the UML
that defines security concepts. These approaches mainly focus on extending the UML
notation to better reflect security concerns.

8. Conclusion

The work described in this paper focuses on specifying the dynamic role binding and access
control when a role is assigned to an Object. Checking for the presence of a pattern in an
object diagram specifying a set of policies is essentially a search for a sub graph in an object
diagram. The approach of binding objects and roles have the following characteristics:
Composition takes place when an object instance and a role instance are bound together; an
object instance can be bound to multiple role instances residing in different environments;
when an object enters an environment it is assigned a role, when it exits that environment
the associated role is discarded by the object.
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1. Introduction

The accuracy modelling of parallel-type robot structures is based on finding out the position and

orientation errors of the end-effector in relation with the modelled error-sources. In the case of small

(infinitesimal) deviations, the error model is expressed through a linear function using special

matrices called error Jacobeans (Neagoe, 2001). Hence, the main objective of accuracy modelling is to

express the error Jacobeans.

The accuracy modelling of the parallel robots represents a real challenge for the researchers, due to

the high level difficulties implied in the direct modelling of the errors and, as a result, in the error-

Jacobean description. Unlike the case of the serial robots, the analytical expression of the direct

error-Jacobean for parallel structures is generally inaccessible or very complex; contrary, the inverse

Jacobean can be obtained without major difficulties.

The studies referring to the precision modelling of parallel structures are scarcely found in

literature, the most of the papers dealing especially with the inverse kinematics problem of parallel

structures. There can not be found important results concerning the direct Jacobean modelling,
neither a generalization of modelling, due to the severe difficulties of modelling. Many papers
present specific solutions for different specific parallel structures: Tau parallel robot (Cui et al.,

2008), six-dof parallel kinematic machine Linapod (Pott & Hiller, 2008), a 4-DOF parallel

manipulator H4 (Wu & Yin, 2008), 3-DOF planar parallel robots (Briot and Bonev, 2008), etc.

Currently, the problem of the parallel robots kinematics is reduced to the expression of the inverse

kinematic Jacobean.

Three representative methods applied in kinematic modelling of parallel robots were identified:

1. The partial derivatives method, which consists firstly in identifying the geometric relations
for the modelled parallel structure and, than, the partial derivation relative to the
independent parameters (Merlet, 1990; Merlet & Gosselin, 1991). Generally, the obtained
model can be expressed by the relation A-dq=B-dX, used for the joint velocities dq/dt

calculus in relation with the operational velocities dX/dt. In this case, the inverse matrix A-1is
easily obtained, A being a square matrix for Stewart platforms. On the other hand, to express
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the operational deviations dX and, implicitly, the direct Jacobean assumes to inverse the
matrix B, which has the dimension equal to the number of independent modelling
parameters.

2. The vectorial method, which expresses the articular velocities through the vectorial relations of the
kinematic modelling of velocities (Benea, 1996; Merlet, 1990).

3. The kinematic screws method, which obtains the kinematic model by vectorial transformations
applied to the pliickerien coordinates of a line in space (Ficher, 1986; Lee et al., 1999; Toyama &
Hatae, 1989).

Starting from the previous revealed aspects, the authors propose in the paper a general

method, based on the use of homogenous operators, useful for accuracy modelling of

parallel structures with any configuration and complexity, with application for a Stewart-

Deltalab parallel platform.

The chapter is structured in four main sections. The first section introduces the theoretical

background on the proposed method meant for accuracy modelling of parallel robots and

presents the steps and mathematical support of a general algorithm derived from this
method.

In the second part, the proposed modelling is concretely applied to derive the accuracy

model of the Stewart-Deltalab platform, considering the independent kinematic parameters

(independent joint variables) as error-sources. Numerical examples will be presented, based

on the analytical closed-form accuracy model previously obtained.

The third section will contains the authors’ contribution to the modelling of the Stewart-

Deltalab platform accuracy, applying the same proposed modelling method and algorithm,

considering a set of geometric parameters as error-sources. Also, numerical examples will

be done.

In the last section, relevant aspects regarding the experimental testing of the error models used

in accuracy studies of spatial parallel-structures will be presented. The theoretical accuracy

models of the Stewart-Deltalab platform are verified by experimental testing, in conformity
with a concrete experimental research program and a specific mathematical support.

2. Theoretical background

The method proposed for parallel robot accuracy modelling includes three main steps:

1. Breaking of parallel structure into open kinematic chains (OKC) and description of the error models
for the obtained OKC, considered as independent chains, by applying the specific error modelling
of serial robots (Gogu, 1995; Gogu et al., 1997).

2. Recovering the parallel structure by assembling the error models of OKC and finally expressing
the dependent errors.

3. Description of the end-effector errors related to the independent errors, by replacing the dependent
errors in the error model derived for one of the OKC (step 1) with their corresponding
expressions (identified at step 2).

Explanatory notes:

— Structurally, a parallel robot includes:

e Active (actuated) joints; the relative displacements in the actuated joints are the robot
generalized variables (independent joint variable) of the structure. Thus, the deviations
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of these variables become input errors (independent errors) in the accuracy
modelling.

e Passive (non-actuated) joints; these joints are included in any parallel structure in
order to obtain parallel-type links. The relative displacements in passive joints are
functions of independent joint variables and, hence, displacement errors in passive
joints, called dependent errors, depend on the independent errors.

— Modelling the influence of geometrical parameters on the end-effector accuracy is done
on an equivalent structure, obtained from the initial structure by associating fictive joints to
the geometrical parameters affected by errors: a prismatic joint is introduced for each
linear error and a revolute joint - for each angular error.

— The proposed modelling requires only the inverse geometrical model of the parallel
structure and the direct geometrical models of OKC. All these models are expressed,
generally, without significant difficulty.

The general case of a parallel robot structure (Fig. 1,a) is considered; it consists of a mobile

platform (m) connected to the fixed one (f) by p kinematic chains (legs) A:B;, in a parallel

layout. The spatial guiding of the mobile platform is obtained by actuating n joints
nominated as active joints. In practice, generally p =, each leg including only one active
joint. For the sake of clarity, the following explanations have to be mentioned:

— For the simplicity, but without reducing the generality, Figure 1 shows only
symmetrical legs in a parallel layout and their connecting joints to the base and moving
platforms. In a general case, the robot legs can have different structures and usually
include intermediate joints.

— The breakage of the parallel structure can be done in different ways: to the characteristic

point of the end-effector, to the base joints or to any intermediate joints.

Mobile
platform

Armi

Base (fixed)
platform (f)

Fig. 1. Parallel robot structure in a general configuration (a), and the open chain i obtained
by "disassembling" the parallel structure (b)
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— In the following modelling, the independent parameters will be designated by notation pins,
while the dependent parameters by puy; ph, and p’;w designate independent parameters

and respectively dependent parameters for the leg k (OKC k) of the parallel structure.

— The independent parameters pi,a designate active joint variables, in the case of joint error
modelling, or geometrical parameters when the error model for geometrical deviations
has to be established. In the global error modelling, both types of kinematic and
geometrical parameters are considered independent.

— The end-effector errors can be reduced in the base, end-effector or other intermediate
reference frame. In order to simplify the notations, the reference frame where the errors
are reduced is not specified.

The proposed modelling begins with a preliminary step: breaking the parallel structure into

open kinematic chains (OKC); there are many splitting variants that can be applied, each of

them giving specific features to the modelling algorithm (Neagoe, 2001). The variant used in

the paper is based on breaking the parallel structure in the origin O,, of the mobile frame R,

obtaining the open chains OA;B,O,, i =1..p (Fig. 1,b); all the open chains have the mobile

platform (end-effector) as the final element. The obtained p independent OKC have the same
property: their extremity points are permanently coincident and, consequently, the end-effector’s
errors for all the p OKC are identically!

Further on, the steps of the proposed modelling algorithm and its specific mathematical

aspects are briefly presented.

Step I: deriving the end-effector errors for the p OKC

By applying the well known relations for open kinematic chains accuracy modelling (Gogu,
1995; Gogu et al., 1997 ; Paul, 1981), in the case of OKC i will be obtained:
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where Ji . is the error Jacobean for the independent errors and J, , — the error Jacobean for the

e}

dependent errors of the parallel structure, i = 1.p. In this step, having only independent open
kinematic chain (OKC), all the modelling parameters are characterized by independent errors.
Step I1: identification of the dependent errors

In the parallel structure, the end-effector’s errors are the same for all the p OKC (the existence
condition of a parallel structure). As a result, the following p-1 independent matrix equations
are obtained:

02 laps )+ b, Nl 1= DTl J+ s, D aws, ] e )
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Without reducing generality, the following assumptions can be accepted: j =1 and k =2..p or
j=1.p-1 and k = j+1. Grouping together only the dependent terms from the left member of
the equation (2), the relation (3) will be obtained:

Ui laps, -, et ] = Bt d et -] lapl ). 3)

The p-1 equations (3) are grouped into a matrix system (4):

[Jd('p] [dpdup ] = [] md] [dpind ] (4)
where:
Jip Ty O 0 “Jow T O o 0
Ik 0 -5, - 0 -7 oy, - 0
e N A S
Jiw 0 0 TG, L 00 - T
lap., = [apt, a3, - dp,] [ap, )= [pl, apl, - dpL]
Finally, the dependent errors can be expressed through the following relation:
[dpdfp] = []dep }1 '[Jind]'[dpmd]: [];ep]'[dpind] . ©)

The central problem of this modelling is to reverse the matrix Ja,. For kinematically
determinate structures, matrix Js, is always a square matrix of sxs dimension; s is equal to
the number of dependent parameters and does not depend on the number of independent
parameters considered in modelling. For the structures with a reduced complexity, the
reversion can be obtained analytically; for the other cases, a numerical approach is
recommended.

Step I1I: end-effector errors establishment

The end-effector errors can be expressed by introducing the dependent error expressions
(rel. 5) into (rel. 1), particularised for each arm. Considering the chain i, the end-effector
errors become:
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the error-Jacobean J of the parallel structure can be described as:
SIS SRS 15 P A ®)

The Jacobean matrix J given by relation (8) describes the linear transformation of independent
errors into operational errors associated to the end-effector. The complexity of the Jacobean J
depends on the reference frame used for reducing the errors. Most frequently in practice, the
Jacobean J is reduced in the final reference frame R, or in the fixed frame R (Fig. 1).

3. The Stewart platform presentation

The Stewart DELTALAB platform (Fig. 2) is a parallel manipulator, composed by a moving
platform connected to the base through 6 telescopic legs (of variable length). The links
between the six legs and the two platforms are materialized by spherical joints.

The parallel structure geometry is completely defined by the coordinates of the points A; si B; (the
centres of spherical joints, Fig. 3), which can be established by means of parameters ry= 270 mm;
=195 mm; o = 4.25°% B = 5.885° (Fig. 2).

As a result, the analyzed Stewart platform can be geometrically defined as follows (Fig. 2):

The fixed platform:

— The fixed coordinate system attached to the fixed platform: R{Opxyyzy), is placed in the
plate’s centre (the centre of the circle of radius ry).

— The centres of the spherical joints, formed of the six cylinders (legs) with the fixed
platform, are placed in points A;, distributed on the circle of radius ry.

— The points A; are organized in equidistant groups formed of two appropriate adjacent
points separated by the angle 2a.

The moving platform:

— The mobile coordinate system: R,,(Ouxmymzn), placed in the plate’s centre (the centre of
the circle of radius r,,).

— The centre points B; of the spherical joints, distributed on a circle of radius 1.

— The points B; are also organized in equidistant groups with the centre angle 2.

The platform initial position (at minimum high) is characterized through the position of
point O,y in Ry (see Fig. 2), the moving platform being parallel to the base. The distance
between O,y and Orin this position is defined by the parameter 1 = OO, = 326.679 mm, for
which the minimum length of the cylinders (active joints) is L; = A;B; = 387 mm.

The spatial guidance of the mobile platform related to the fixed one, is described by a set of 6
parameters:

e 3 position (displacement) parameters, given by the coordinates of the point O, in
relation to the reference frame R,, attached to the moving platform, expressed in the fixed
reference frame Ry,

O 'Om = xm_:f +ym}:f + kaf : (9)

m

e 3 orienting parameters: the angles 61, 8, si 83, which characterize the reference frame R,,
orienting in relation to the reference frame R,,; the associated rotational matrix is described
by the following relation:
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Fig. 2. The structure of the Stewart-DELTALAB platform (a) and of the leg i (b)
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Fig. 3. Decomposition of the parallel structure in open chains and their parameterization
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c0,c0, —56,56,50, —s0,c0, 0,50, +56,50,c0,
=R,(0,)-R,(9,) R, (0;) =| 50,0, +c0,50,50, ¢0,c0, 50,50, -c0,50,c0, |, (10)
—0,50, s0, c0,c0,

R

m'm

where c0; = cos(8;) and s6; = sin(6;).

The position of the points A; in the fixed reference frame Ry is defined through a set of
spherical coordinates (o5, o5, 15), and of the points B; through coordinates (B.ui, Bymis Tmi)
defined in R,, (Fig. 3). The relative angular displacements from joints A; are modelled by
means of angles v, and yy; (Fig. 3,b) and the displacements from the spherical joints B; by
means of angles (¢zi, Pyi, Pxi)-

4. Direct error modelling

The objective of the direct error modelling is to establish the operational errors of the
end-effector related to the values of the source errors; in the paper both active joint variable
errors and geometric errors are considered.

4.1 Joint variable errors modelling

In this section, the error sources considered in the accuracy modelling are nominated by the
relative displacements from the active joints (the prismatic joints C; Fig. 2,b). In the
infinitesimal errors hypothesis, the error model becomes a linear model, where an error
Jacobean Ji describes the influence of the independent kinematical parameters (Ly,..., L) on
the end-effector accuracy. This modelling is based on the following assumptions: a) the
modelling of I order errors is used; b) the geometrical parameters of both moving and fixed
platforms have no errors (ideal geometry); c) the passive joints (joints A; and B; ) are ideal
joints; d) the error model expresses the end-effector errors for the characteristic point P
(Fig. 3,a); e) The errors are reduced in the end-effector reference frame R,.

In these assumptions, the linear error model is expressed by the following relation:

[, =[1.], fa], (11)

where [dX]p :[dx d, d, 3, 3, SZ]; is the 6 dimensions vector of the operational errors of

the end-effector, for point P, reduced in R,, while [dL]:[dl1 dL, dL, dL, dL d[,)]T is the
vector of the active joint variable errors.

According to the error model (rel. 11), the central objective of this modelling is to establish the error
Jacobean Ji (through a similar approach, the error Jacobean Ji can be expressed also in any other
frame).

In order to describe the Jacobean Ji, the former algorithm (section 2) is proposed further on.

Step 1. Description of the end-effector errors for the six open chains (OKC)

Due to the fact that the effector errors are described in the reference frame R, the direct
kinematic modelling for finite displacements of OKC must be done with the homogenous
operators of D-F type (type K) (Gogu, 1995; Gogu et al., 1997). The kinematic model will also
include, in this step, the relative displacements from the passive joints A; and B; as independent
parameters.
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The operational errors of each OKC can be now described easily by applying the
well-known relations for open chains (Gogu, 1995; Gogu et al., 1997):

ir .

d, (87, |
d, v,
g:_ i :qf Ol 1 10 1 1] =1, (12)
Sy,- S(Py,
_Szi_P _6(px1_

where the column vectors from matrix J; describe the influence of the errors of the modelling
parameters.

Step 2.1dentification of dependent errors

By splitting the parallel structure into open chains, the passive joints A;and B; became fictively
actuated and, so, the displacements errors from these joints became independent too. In the
parallel structure, all these errors are dependent of the independent error sources L; That's
why, to express the dependent errors related to the independent ones represents the
objective of this step; this desideratum becomes possible by modelling the recovering of the
parallel connections of the Stewart platform, for which the following condition is used: the
effector errors are the same for all the six OKC; analytically, the condition is expressed through
the following equalities:

d, [8v, | (87,6 |

d;,l &/ﬂ SY,/()

d, :[] ] dL, _ :[] ] dL, , (13)
6::1' ' 6(pzl ’ 6(P26

61/1 S(P!/l S(P,Ve
18, ], 156, | 160, |

which lead to 5 independent matrix equations. Applying separation of dependent terms
from the independent ones, the following relation is obtained:

&Y &
8y, &y
[ U A | £ S D D A "9 P AT D O
8¢, 5¢,,
S(le B(ka
for k=2..6.

The systems (14) are assembled into one matrix equation:
o J o)< lr:] far), (15)

where [8C1>]=[8yx1 &, 09, 09, 8¢, - 30, 6(px6]Tis the global vector of

dependent errors, while
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ot _](DZ 0 0 0 0 _]Ll ]LZ 0 0 0 0

]m 0 - ]<1>3 0 0 0 - ]Ll 0 ]LS 0 0 0
[]:p]: Jch 0 0 _]®4 0 ’ [];]— IL] 0 0 ]L4 0 0|, (16)

]@1 0 0 0 - ](1)5 0 - ]Ll 0 0 0 ]LS 0

]m 0 0 0 0 - ]ms - ]Ll 0 0 0 0 ]LG

Y=, T T J. J,. | k=1.6and [aL]=[dL, dL, - dL].
Finally, the dependent errors can be expressed with relation (17):

o=l 'l ] far)=[ o). (7)

The main problem for expressing analytically the error model consists in reversing the

square matrix []q)] of 30x30 dimension. In the case of Stewart platform, the reverse matrix

[]:,,] was obtained numerically.

Step 3.Establishment of the and-effector errors

For each open kinematic chain, a set of 5 dependent parameters was used in modelling; in
matrix J* (relations 17), for each set correspond 5 lines: the first 5 for leg 1, the following 5 for
leg 2 a.s.o.

The operational errors of the end-effector can be expressed by replacing the dependent
errors expressions (rel. 17) into (rel. 12), with particularization for one of legs. Considering
the chain 1, the end-effector errors expressed in the frame R, become:

, L, L L, , L
w1 e . R N R R
) ) TS D N U PR b
d, &, dL, i i Ty o Y T
! . 1 0 0 0 0 0
S TR 7 ot U1 oA PR L)
8, 80, YL, Io, Too T Tot To Tg
L, L, L, L, Ly Le
Sy S(P,/l dLs ]w” ]% ]wm ]w,,‘ ]wm ]‘Pm
L, L, Ly L, Ls Le
8.1, [8u] LdL ] oo T T Talo Tl Tl

where ;" is an element of matrix J* (relations 17) and represent the influence factor of

deviation dL; on the dependent parameter #;.
By generalizing the relations 18, the error Jacobean for deviations of active joint variables
can be expressed through any of the following relations:

DL]:[]1][]:;)1]:[Jz][]:pz]:"':[ls][]:1»6] : (19)

4.2 Geometrical parameter errors modelling

The influence of deviations of the parameters which define the parallel structure geometry on the end-
effector errors is described through a linear model, where the error Jacobean Jg represents the
system matrix:
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[, =[1c], -[4d], (20)

where [dX]p =[dx d, d, 8 3, 62]: is the 6 dimensions vector of the operational errors of the
end-effector, corresponding to the characteristic point P (Fig. 3), reduced in R;;

[dG]:[BOf21 da, dr, di, 8B, OB, --da, OSay dr, dr, BB, 6[526]T is the vector of

mil
geometric errors.

This modelling is based on the following assumptions:

. Platform’s command is considered to be ideal and so the joint errors dL are null.

o Structure geometry is affected by known and constant in time errors.

In this case, the parallel structure is fictitious splitted into 6 open kinematic chains (OKC), one
for each leg: O/AB:O,.P (see Fig. 3). Further on, the following algorithm, consisting of three
main steps, is applied.

Step 1. Description of the end-effector errors for the 6 OKC

In order to model the influence of the geometrical deviations, in the proposed method is
used an equivalent structure, in which for each geometrical modelling parameter is associated
one degree of freedom fictitious joint (prismatic or revolute). Each OKC associated to the
Stewart platform becomes a serial structure with 12 one degree of freedom joints (therefore
12 independent parameters - see. Fig. 2): RRTRRTRRRTRR. Because the end-effector errors
will be expressed in the final frame %,, the direct kinematical modelling for finite
displacements of OKC will be done with the following homogenous operators of D-F type
(type K) (Gogu, 1995; Gogu et al., 1997):

AOl = Rz(azt) A12 = Ry((xvt) A23 = (rﬁ) A34 Rx(%ﬂ) A45 = Ry(Yl/z) Tz(L) A56_Rz((l)zz)
Ag7= Ry(@yi); Azs = Rx(Pxi); Aso = Tx(-Tmi); Ao_10 = Ry(-Byi); A10_11 = Re(-Bzi) - To(Ftmp).

The operational errors for each OKC are described using the general relations for open
chains:

l, a4, d, s, s, 5,]T=[]. [aa,. So, dr, Sy, &, Se, 59, OS¢, dr, OB, OB,

; (21)
0lec], Db . LoJo T Jo To Jo Lo By L), i=18,

where the column vectors from matrix J; describe the influence of the modelling parameters
errors, used in kinematical description of OKC.

Step 2. Identification of dependent errors

Even if there are considered independent in the equivalent structure, the relative
displacements from the joints which are not commanded A; and B; are dependent
displacements and, thus, the displacements errors are also dependent; there expressions can
be identified by remodelling the parallel structure through the following condition: the
effector errors are identical for all the 6 OKC:

b, a4, a4, s, 5, 5] -b]l4G]-=b.] kG, 22)
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Five independent matrix equations are derived from (rel. 22); separating the dependent
terms from the independent ones, it results:

8V .
8?’;,1 BYyk
[]v“ L. e, Iw,\ ]w,\] 5¢., _[]v,k ]m Jo. o, ]w] 8¢, |=
%0, %0,
5¢,, 5.,
[0, | [So, |
By, Sy,
- I 4| Wil k=26 @
= Ia\k ]onVA Irﬂ ]V,,‘k ][i,,k IBZA dTy‘nk - ](xz, ]aw ]y“ ]rm ];s”, Iﬁ” d?;”l ’ = Z..0. ( )
3B, 5B,
_Ssz_ _6B21_
The five systems (23) are assembled into one matrix equation:

b Hsel=Dc] -laa], (24)
where [ZS(I)]:IS}/X1 ., 080, B0, dp, - 30, 8q>x6JT is the global vector of
dependent errors and

]@1 _]epz 0 0 0 0 _]Gl ]GZ 0 0 0 0
Jm 0 _]a)s 0 0 0 _]GI 0 ]GB 0 0 0
DT 000 g 0 0 | EkJa 0 0 g 0 0 |2
](M 0 0 0 _]<b5 0 _]c1 0 0 0 ]cs 0
](1)1 0 0 0 0 _]d)6 _]Gl 0 0 0 0 ]GG
Jou =[IH Lo o o, IWJ , JGk=[]% Joo 1. 1. L. Tl k=16 (26)
Finally, the dependent errors expressions can be expressed by relation:
]
B ) * * .
pol=[,]'De] -lec)=Dr]-aa], [r]=| £ . @)

Je
The matrix []d,] is a square matrix, of 30x30 dimension, and, therefore, reversible.

Step 3. Establishment of effector errors
Matrix J* (relations 27) has the dimension 30x36 and it can be split into 6 submatrix J; of 5
lines, representing the error Jacobean of the dependent deviations from leg i related to

deviations dG. Particularized for one of the chains, for instance OKC 1, the end-effector
errors expressed in R, become:
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T T
dxi dyl dzi Sxi 8]/- 8zi]P :[Jl][sazl 60L}/l drfl 8’Y:(l SYyl S(le &py1 8(px1 drml 8Byl Sle] =

= [J1 ] [];1] [dG]’ (28)
M1 0 0 0 0 o - 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 o - 0 0
T S KA KO LD R (A
T S KD R S O (A

A S S ISR Y (SR L (29)
S IS IS K D RN (S fos
D A KD SR D (SR [ o
0 0 0 1 0 o - 0 0
0 0 0 0 1 o - 0 0
0 0 0 0 0 1 - 0 0|

where ] represents the influence factor of deviation dp; on the dependent parameter #

which is a component part of matrix J* (rel. 27).
Generalizing, the error Jacobean for the deviations of joint variables can be expressed
through any of the following relations:

[JG]:[L][I:m]:[]z][];z]:"':[Js][]:pa] . (30)

4.3 The error model for geometrical and kinematical parameters deviations

The complete kinematical error model, which includes both the influences of the active joint
variables L; and of the geometrical parameters can be deduced through a similar approach;
the only changing in the modelling prerequisites is referring to the fact that the
displacements deviations from the commanded joints have to be included between the error
sources of Stewart platform. Therefore, the number of error source parameters is changing
from 36 to 42.

In the first step of the modelling algorithm is included also deviation dL; generated when
the relative displacements from the actuated joints C; are commanded. In step 2 the 30
dependent deviations are identified in relations with the 42 independent variables. In this
case is also necessary to reverse the matrix of 30x30 dimension.

Finally, the end-effector errors expressed in reference frame R, can be deduced by replacing
the expressions of the dependent errors in the error model of one of the OKC.

In conclusion, the complete error model can be obtained by assembling the previous partial
models:

b, a4, s, 5, 8] = Db WG 1B ()=o) laG)e b)), G1)
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5. Accuracy numerical simulations

The numerical simulation of the error model for Stewart-DELTALAB platform had the
following objectives:

1. Validation of the error model by verifying the results obtained in the numerical and graphical
simulation. Thus, for a set of representative configurations of Stewart platform were applied
the known deviations of source-parameters and the end-effector errors were calculated
(rel. 18). The configurations tested with error, were generated with a graphical tool (in this
case AutoCAD) and were established the effective values of the modeling independent and
dependent parameters, using specific functions. In all the tested variants, the simulation
showed the correctness of the elaborated models.

2. Identification of the end-effector errors on a given trajectory, for specified values of the
source errors. Using numerical simulation, the global effect of error sources and the
importance of each error parameter on the positioning and orienting precision of
end-effector can be calculated. In this way, can be identified the factors with a
maximum influence and thus recommendations for constructive and functional design
can be elaborated.

The results of numerical simulation of the precision model for the case of a linear trajectory,

given through the start configuration (Xu, Vm, Zm, 61, 82, 63) = (-100mm, 100mm, 100mm,

0°,0°,0°) and -final (100mm, -100mm, 200mm, 45°, 30°, -30°), are presented in Figure 4. The
represented end-effector errors were generated considering that all active joint errors

AL; =1 mm. Thus, the positioning on axe z is achieved with the biggest deviations (Fig. 4,a),

while the maximum angular deviations are registered on axis y (Fig. 4,b).

Positioning errors Orienting errors
dLi=1mm dL; =1 mm
1,20 0,08
‘E 1,00 = e 0,07 M
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‘+dx+dy+dz +dr‘ ‘+89|+562+563+66‘
a b

Fig. 4. Numerical simulation of the joint error model: end-effector positioning errors (a)

and orienting errors (b) obtained for joint errors AL; = Imm

The objective of the numerical simulation of the geometric error model was to identify the
end-effector errors on a given trajectory, for the specified values of source errors (Fig. 5).
Thus, it can be established both the global effect of all the error sources and the importance
of each error parameter on the positioning and orienting precision of the end-effector;
therefore, the factors with a maximum influence can be identified and the recommendations
for constructive and functional design can be elaborated.

Considering the former trajectory, the end-effector errors were generated in the assumption
that all the linear geometrical parameters have 1 mm deviations, while the angular ones
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have 1° deviation. The following conclusions and recommendations can be formulated

analyzing the graphical representations of the end-effector errors (Fig. 5):

e Referring to the positioning precision it can be noticed the superior influence of the
parameters o,; (Fig. 5,a) and B,; (Fig. 5,b) similar to the relatively reduced effects of
parameters r5; (Fig. 5,c) and r.; (Fig. 5,d).

e  The orienting precision depends in a small measure of the deviations of parameters r5
(Fig. 5,e) and ri (Fig. 5,f). On the other hand, the orienting precision is more dependent
on the deviations of parameters a..; and B...
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Fig. 5. The influence of some geometric parameter errors on the trajectory end-effector errors

e From the numerical study of the precision of Stewart platform on the mentioned
trajectory, it can be formulated the recommendation that the maximum precision for the
angular parameters (o, Byi, O.zi, Bzi) has to be assured.
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6. Accuracy experimental validation

Concerning the Stewart DELTALAB platform error modelling, some explanatory notes and

the necessary notations in the experimental testing are presented further on:

—two categories of reference frames are associated to the tested platform: theoretical reference

frames (used in the platform command program) - associated to the theoretical plane given

by centres of the spherical joints of mobile platform (points B;), and measure frames (used in

the measure process) - associated to a real surface of the mobile platform;

— the taken measurements were of relative type, in relation to a reference frame defined by the 3D

measurem(ent machine, on the base of the measure frame for the reference position of the platform;
R, \O

mexp mexpxmexpymexpzmexp

— the theoretic frame associated to the mobile platform in an
experimentally specified position;

R .\O X o Z e . . .
. e ( et Xyt it Zr ) the measurement frame associated to the mobile platform in a
reference position;
SRex(oexxexyexzex) s s :
pepiTrertpeplpeetrer/ — the measurement frame associated to the mobile platform in an

experimentally established position.
In order to become possible and to offer complete data on the accuracy, a first step in
experimental testing is to identify the constructive elements of the platform and the
accessories. In this context, the following explanatory notes are made:

Working plane Theoretical plane

Fig. 6. Theoretical and working planes of Stewart platform

1°. Plane x,,Opym of frame R, is identical to points B; plane; being a fictive plane, in experimental
research was used frame R, for which plane x,0Opy, is materialized by a plane finished surface
(working plane - see Fig. 6). The frame R, is parallel to R, and is obtained through a translation
with the distance 7, = O,,Op =40.55 mm on the Oz, axis.
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2°. The Stewart platform includes, as additional accessories, two cylindrical finished bolts,

assembled on the working plate in point O, and, respectively, in a point on the axis Opx,

(Fig. 3 and 4). In this way, frame R, is materialized as follows:

— axis Opz, through the normal to the working plane;

— the origin O, as the intersection point of working plane and the axis of the bolt which is
assembled in this point;

— axis Opx, as the line described by 2 points: O, and the intersection point of the second
bolt axis and the working plane;

— axis Opy, with, implicitly, the unit vector Jp= Ep X fp .

6.1 The 3D measurement machine TEMPO

The Tri-Mesures machine (Fig. 7) is metrology equipment with high performances. From the
structural point of view, the machine is assimilated to an orthogonal robot of portal type, with
three independent axes. The final element, which performs a translation on vertical (z axle),
has an orientation measurement head at it extremity, that has a sensing head system (Fig. 7).
The machine is characterized by a high rigidity, its mobile parts moving on an aerostatic
cushion and a high geometrical precision.

The logistic administration of measurement machine functioning is obtained through the
program METROSOEFT 3D. The program allows to measure parts with plane, spherical,
cylindrical or conical surfaces. The program is handling almost exclusively through a
control desk, with specialized keys for different categories and command types.

Stewart Platform

Fig. 7. The 3D Measurement TEMPO machine and the Stewart-DELTALAB platform
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6.2 The experimental research program

The experimental research had in view to fulfil a program based on the following objectives:
1. Establishment of Stewart platform repeatability.

2. Establishment of absolute precision (accuracy).

3. The experimental testing for proposed precision models validation.

The experimental testing was preceded by identification of a minimum number of

parameters (points and vectors) which have to be measured and which allow the analytical

establishment of real position of mobile platform (of the reference frame %,).

Starting from the experimental and command values, the actual operational errors of the

Stewart platform are established, with their help being quantified the accuracy and

repeatability.

Therefore, the main steps in the measurement process of Stewart platform accuracy are

presented:

1. The Stewart platform is placed on the measurement machine working table and runs
the platform command program.

2. The platform is put under tension and is commanded to move to the initial position
(zero position).

3. After starting up the measurement machine, the necessary configuration of the
measurement head is calibrated through filling a standard sphere and their
memorization.

4. A frame part is defined, materializing the reference frame R,. This is achieved in 3
phases:

a. Establishment of a primary direction, which gives one of the frame part axes.

b. Establishment of a secondary direction, which materializes the second axle of the part
frame.

c.  Specification of the origin of the frame part.

5. The platform is moved in the testing pose.

6. Are taken measurements in order to establish the frame R,.., position (Fig. 8):

a. Measurement of working plane. The procedure imposes a plane command selection
and filing of 4 points (4 is the implicit value, which can be modified and represents
the minimum accepted number of points). There are supplied to the user the
components of the unit vector normal to the plane.

b. Fulfil of the two cylinders, placed in the two points P; and P, through cylinder
command initialization and fulfil of minimum 9 points per cylinder. These
cylinders were materialized through calibrated bolts with @¥8x25 dimensions.

c. The two points P; and P are obtained as intersections of the two cylinders with
working plane. The coordinates of the two points are displayed in the part system
declared active.

d. Identification of Ox axle as a line which passes through points P; and P;. It is used the
connex command and it is given the axle by the unit vector.
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working plane

Fig. 8. Geometric elements used in the experimental research

Explanatory notes:

The machine can report measured values and can make calculus both in the machine frame
and in the frame defined by the user. The machine reference frame is defined with the axis
parallel to the displacement directions of mobile elements (x axle - the longitudinal axle, y -
transversal and z - vertical, see Fig. 7) and the origin in the standard sphere centre. A user
frame is defined in accordance to point 4 and is associated to the geometrical form of a part;
this will be named further on as frame part.

At the intersection of a plane with a cylinder, the machine program obtains a point and
not an ellipse (circle), considering the intersection between the plane and the cylinder
axle.

The algorithm for actual operational errors calculus, corresponding to the relative
measurements, is based on scheme from Figure 9.

The final purpose of the mathematical processing of experimental values is to identify the 6
dimensions vector of the actual operational errors as a measure of the difference between
the real position (experimentally established) and the commanded one (theoretical). So, first
are established the expression of the homogenous operator A, _,exy for each measurement; in
phase 2 are identified the real errors A, . exp, related to frame %,
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Fig. 9. Reference frames associates to the Stewart platform

The selection of frame R, as a reference frame (and not of ;) is justified through the

physical existence of working plane (as a measurement plane); this interferes as a location

element in the Stewart platform tasks, unlike frame R,,, which is fictive.

In the relative measurements case, the measured values are reported to a part frame defined

in a reference position Ry

—  There are known (Fig. 9):

(¢] Am’ap’ , Ao §1 Am’~>mref;

9} Ap’ﬂpref = (1A171‘4>;7‘)_1 'Am’amref ' Am’ﬂp‘;

O Apref—pexp, established by means of experimental values, related to Rz

—  There is identified the homogenous operator A,_.pexy from the following equality (see
Fig. 9):

Aprefﬂpexp = Aprefﬂp ) Apapexp = Apapexp = (Aprefﬂp)'] : Aprefapexp/
where Aoy - Aprefop = Amrefom  Amp = Aprefop = (Amp) ! Arefom = Amsp',

Amrefam = (Am’ﬂmref)'] Ay
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6.3 The experimental validation of the error models

The accuracy model represents the mathematical expression of the dependencies between the

operational errors and the source-errors. From the tests on Stewart platform it was pursued

the accuracy model validation, considering as source deviations the relative displacements

from the actuated joints.

Validation of the precision model consists of:

— The platform is moved in the tested reference positions;

— A part frame is defined in R, (the relative measurements case);

— The platform is moved in adjacent positions, by commanding displacements L; bordered to
those corresponding to Ry

— The real position of the platform is measured and identified;

— The theoretical and real deviations are established (with the precision model).

For the experimental validation of precision model were selected several representative test-

configurations. For one of them, the expression of the error Jacobean, in accordance to (rel. 19), is:

-08237 05989 -517%6 6115 6305 - 5668
7215 =701 -.3781 4234 - 2856 2719
1549 (1699 2631 1183 1485 2468

T|-0002606 0002150 002222 001055 -.001426 -.001923
-001%62  -.001%20 0007583 0012200 001377 0006450
001861 -.001%10 001614 -001863 001675 -001583

As it can be seen in Figure 10, there is a good concordance between the values given by the
precision model and the finite displacements, established on the theoretical model (by
numerical simulation) and the experimental values.

The deviations from Figure 10 have the following meanings:

e the "exact" deviations were established with the direct kinematical model for finite
displacements, in which were included the final values (corrected) of the kinematical
variables L; = Lis + AL;. The "exact" deviations are theoretical deviations, defined by
finite displacements from the reference-test configuration R, to the commanded
configuration with errors R,;

o the experimental deviations express the difference between the measured configuration
Ryexp and the reference one Ry

o the calculated deviations are obtained applying the linear error model, in which the error
Jacobean | corresponds to the test-configuration Ry

The differences between the results obtained through the proposed model and the “exact”

model are explained by the linear nature of the precision model (the infinitesimal

displacements are level 1 approximations of the finite displacements); these differences tend
to zero only for the small values (infinitesimal) of input parameters (source errors) and,
respectively, increase for values from the finite domain of inputs in the model.

7. Conclusion

— The proposed modelling method allows deriving the error model through a systemic
and algorithmic approach and it is applied for parallel structures of any complexity.

— The analytical error model of Stewart-DELTALAB platform has a relatively high
complexity, due to the fact that a matrix of 30%30 dimension has to be reversed; the
problem was solved numerically.
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The Jacobean J. can be numerically expressed. Numerical simulation was used for
checking the correctness of the algorithm and of modeling. The error model was also
verified through graphical simulation, using AutoCAD.

The relations for the Jacobean J¢ were used, through numerical simulation, to verify the
correctness of the algorithm and of the modelling.

The results, offered by the precision models are in a good concordance both with the
values given by numerical simulation and, also, with the experimental values (Fig. 10).
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— The differences between the results obtained with the proposed model and the
experimental values are relatively small (of 101 mm, respectively of 101 degrees) and
are enclosed in the error limit given by the accuracy error of tested Stewart platform.

— The experimental testing validates the precision models; the conclusion is that the
proposed models are correct and the algorithm and the numerical implementation of
the models are, also, correct.
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Effective knowledge acquisition
by means of teaching strategies

Marek Woda
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1. Introduction

Despite of the fact that e-learning already proved its great usefulness, it still suffers from
many childlike deficiencies. We can point among the other things, the lack of the coherent
vision for learning process accomplishment, practical guidelines how to organize consistent
learning content (Woda & Walkowiak, 2004). Due to these disadvantages e-learning is being
perceived ambiguously and usually incorrectly implemented in real life e-systems that
finally lead to limitation of its reliability. Usually, in real world, theory and practice are not
on the par, exactly same situation can be observed in the theory of e-learning and its
implementations. In the e-learning, whole stress was put on the learning theory, and there
are no restrictions or even practical guidelines present in field of technology used for
implementations, best implementation practices, which in many cases has negative
influence on newly developed e-systems (Woda & Walkowiak, 2008). Currently most of the
academics, and schoolteachers noticed the need of standardization and rationalization of
this type of teaching.

Not infrequently, knowledge acquisition process in e-learning has a way worse effectiveness
than traditional one that takes place in a conventional teaching - and this is especially
noticeable in case of the students that are not very proficient in computers. Main cause of
this phenomenon is inability to select essential information by students from so-called
“informational noise” and the lack of the direct contact with a tutor and/or learning
materials have been prepared in inappropriate way by the course organizers.

Focusing only on a knowledge delivery problem in e-learning systems, we can find course
material selection with relation to expertise level of a particular student as a main
shortcoming. The other, also major drawback is an immense burden for the course
administrators, when number of course students exceeds a few dozen or so. Then a number
of people who are involved in planning, control, scheduling of classes and students’
progress assessment, increases in proportion to a number of students. Effectiveness of
knowledge acquisition is a function of different forms, methods and variety of teaching
methods (Nichols, 2008). Nowadays, in a computerization era, teaching effectiveness in e-
systems may increase, only when appropriate steps are undertaken along with an
application of classical forms and methods teaching, leading to a construction of suitable
teaching structures, which are integrated with latest technologies combined with the formal
ways of presentation (Woda, 2008).
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Teaching technology is an interdisciplinary disciple about education efficiency, pursuing the
answer for the question, how to educate quicker, faster, better and less expensive in a
defined conditions.

Interdisciplinary nature of the disciple relies on that, it draws its subject of the interest and
research methods other disciples like computer science, cybernetics, theory of systems and

communication theories.
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In traditional method learning, human factor is responsible for entire teaching process
(Woda & Walkowiak, 2004). This may lead to situations (and usually does), like loss of
control over learning progress (due to e.g. mental fatigue of a teacher, badly adapted
teaching materials to the students” skills), which finally results in loss of student’s attention
and willingness to learn (Mghawish & Woda & Michalec, 2006). Nonetheless, excluding
completely “human factor” is not possible, and at the same time from a teaching perspective
very disadvantageous factor (Al-Dahoud & Walkowiak & Woda, 2008), and it is tightly
connected with students feeling of being alienated and which lead to a loss of the control.
The remedy for the presented above distant learning inconveniences and a way to improve
efficiency of knowledge acquire process could be application of intelligent system that is
driven by smart teaching algorithms (Baloian & Motelet & Pino, 2003, Capusano & Marsella
& Salerno, 2000, Dinosereanu & Salomie, 2003, Mghawish & Woda & Michalec, 2006).
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2. Teaching strategies

Teaching strategies are algorithms that support navigation within a learning path, during
knowledge acquisition process by a student. These algorithms are responsible for directing
students on the suitable lesson’s variants in the nodes of the learning path (Woda, 2006).
Appropriate assignment made by the strategies is being made in a way that teaching
material is being selected to suit more adequately student’s expertise level, and what is more
his ability to learn, according to the criteria.

Navigation algorithms have to lead a student or a group of students thru learning path from
first node (starting phase), to another, until end of learning path is reached. State after
starting phase is named adaptive state (phase) and it lasts to the end of knowledge
acquisition process.

Learning

path >
Path's )
node h

Currently

selected -

difficulty level

Fig. 2. A learning path with selected nodes (lesson’s variants) in the learnmg tree

Teaching algorithm operation is based on the learning adaptation mechanisms, where
knowledge absorption process is being scrutinized on the fly, and historical data, about
lessons learnt and scores achieved, are being taken into account in order to assign precise
and adequate learning material in a next node from the learning path to achieve best
possible (optimal) knowledge acquisition. Learning adaptation means drawing conclusions
out of gathered historical data, and then based on them learning “parameters” tuning to
match optimal learning pace and form, for a student.

Main task for an adaptive teaching algorithm is to assign each student from a group,
appropriate lesson difficult variant (in current the lesson), in order to achieve best result (a
note) in a competence test after the lesson. Best result, means required /set by the teacher at
the beginning of learning process, usually it is a combination of notes (after a lesson) and
credit points (received upon completion of the most difficult lesson variant in a node).
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Additionally, at the beginning of learning process one should pay special attention to verify
student’s initial expertise level, to assign base lesson variant in a start node (starting phase)
to match student capability to learn. If the initial expertise is not detected well, it will affect
learning efficiency later on, during learning progress (in the adaptive phase). During the
adaptive phase, one of available learning strategies, is being assigned to a student, based on
his initial expertise level so when an inaccurate strategy is chosen, it greatly affects learning
progress and its effectives. Lesson difficulty factor is correlated with student’s ability to
comprehend given material.

3. Learning progress verification

The verification of the knowledge acquisition during duration of a course, takes place after
each lesson, in a competence test. It is essential, in order to go to next lesson to firstly pass
based current lesson variant (usually least complicated one) in a node. Each student is
assessed in a competence test and note is being assigned afterwards and it defines
knowledge absorption factor for a lesson. Upon a lesson completion on a specific difficulty
factor (lesson variant) student receives a number of credit points, which reflects how the
variant was elaborated. Note’s value that qualifies student to pass to next lesson is strictly
dependent on his base expertise level and lesson’s variant, which defines also current
competence test.

Multi NODE - a node
that consists of couple
lesson variants

Knowledge Decision
; Test
portion element

Variant 1

Varaint 2

Variant 3

Fig. 3. A multi node of the learning path - variants of the lesson.

The validation of the knowledge acquisition is being done for both a student and for a group
(all course participants), after each lesson passed in a learning path (within competence test).
Validation procedure has to substantiate (according to taken assumptions), that in fact,
strategies of the learning adaption influence on improved knowledge acquisition during
learning phase.



Effective knowledge acquisition by means of teaching strategies 103

The notes received in a competence test, serve as an input data for the strategies. Historical
data are taken from student’s records (notes, received in previously passed competence tests
along with a sum of credit points), which constitute a base for the final assessment of
learning progress quality.

In order to be eligible to pass to a next lesson, student must, at least, pass thru easiest
material variant in a current lesson node (current competence test must be completed with
an acceptable note value) and receiving, at least, one credit point.

4, Learning effectiveness

One of the most common e-learning problems is lower than expected effectiveness of the
knowledge absorption. Author, in this chapter focused mainly on that issue. Author
concentrated on increasing learning effectiveness by means of teaching strategies. It comes
down to best teaching algorithm assignment either for a student or a group from a set of
possible adaptive learning strategies. Each strategy ought to meet to given down below
criteria.

These strategies ought to organize learning process in a way that best suits student’s abilities
to learn and finally improve the results (grades and credits) received.

Main criterion, taken into consideration during assessment of learning effectiveness
improvement process, is striving after receiving best possible grades and at the same time,
more credits. These are two opposing criteria. Receiving best grades could be achieved in
an easy way by assignment in every node easiest lesson variant, however it would result in
receiving less credits than expected afterwards. Receiving greatest number of credits is only
possible once the most elaborated lesson variants are being assigned and finished in the
node. Aforementioned facts allow us to clearly asses the quality of teaching strategies.

Other characteristics that prove usefulness of a particular strategy is a total number of
students (from a test group) that received at least a half possible credit points during entire
learning process. Grades average in a learning process is a supporting factor.

Strategies also strive after fulfilling given below assumptions:

e minimize number of students that cannot comply the optimal learning postulate
(minimize drop out from learning process - do not complete competence tests on a
required level)

e  detect students with incorrectly detected initial expertise level (especially in a start
phase)

e “exploit” best students - to assign them more difficult lesson’s variants

As a criteria for starting phase strategies quality assessment following have been taken into
account:

e a percentage of students that have received more than half credits possible, number
of grades scored above group’s average, group grade’s average, lowest and highest
student grade’s average

As a criteria for adaptive phase strategies quality assessment following have been taken into
account:

e an expertise level distribution changes in time (compare before and after learning),
sum of credits after learning process is over, student/group grade’s average, number
of students that finished learning with more than half possible credits to earn
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Each strategy, should meet at least one of aforementioned (main) criteria. Besides each
strategy have its own characteristics e.g. global optimum strategy strives to find strategies
should be able to find students that are more talented (once found - they are being assigned
more difficult / challenging task / lessons). Each strategy acts in a different way based on a
student profile detected during learning process. For example minimalistic strategy, strives
after assignment students easiest possible lesson’s variant in a learning path.

6. Results

All the results have been received in a simulated environment. There were three groups of
students, each 100 student, tested. Each group had different base student’s expertise level
(refer to the Table 1.) and it was served with the same amount of the lesson nodes (50).
Simulation was divided in two phases: start phase and adaptive one, where groups were
governed by the learning strategies.

Strate [%%] of students in tested group with better credit points average
ay than average of credit points for a group
Conservative 19% 22% 27%
 optimal 42% 8% )
Simplistic 17% 12% 21%
Reference 31%
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Test Group (1) Test Group (2) Test Group (3)
Strategy The average grades of testeji group after the learning
process is over
Conservative 0,4064 0,5054
Gpl‘imal 0,6361 )
Simplistic 0,3579 0,4239 0,5289
Reference 0,4092 0,4657 0,5501

Table 1. Results for different teaching strategies received after adaptive phase - learning
process is over. Grades [0-1].

Starting phase. All the students from the test groups were treated by the start phase
strategies, and the experiment data were evaluated against optimal teaching criteria
postulate - namely striving after receiving top grades with most possible credits earned and
to match difficulty factor with student’s expertise level.
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Primitive strategy did not prove its usefulness, failing to match second part of requirements
(differentiate students base on their expertise level). This strategy was not intended to be
applied ever, in any system, and the results received after primitive strategy application,
constituted a base for comparison. Random strategy, in spite of the fact that partially (since
only some of the students were assigned lesson’s difficulty factors that match their expertise
level) met the requirements, gave good results (mainly in the group where most of the
students were good learners - no matter what lesson’s difficulty they were faced to they
were able to cope with).

Proportional lesson difficulty variant assignment done by a proportional third strategy
turned to be most efficient (against each test group), both in terms of average grades scored
and credits earned. Thanks to it, more than 60% of students received better scores than
expected.

Adaptive phase. Best strategy assessed in this phase should meet criteria described in section
4. In order to quickly sum up discussion of received results, if the priority was to get most
students that passed learning path with higher than a group credit points average number,
one should focus on Reference strategy or Optimal one. Focusing only average of grades
maximization the most suitable are reference conservative and reference ones. Most balanced
strategy that matches all criteria is optimal strategy. It equally good strives after grades and
credits scored during entire learning path.

7. Conclusion

Quick and unfortunately chaotic e-learning systems development, created an urgent
demand to adjust teaching process to the individual characteristics. Along with the growth
of interests around distant learning, numerous systems are being implemented, yet again
without orientation on a learner. The systems do not base on any student model or what is
even worse do not adjust pace of learning to the student needs. This paper was intended to
provide a solution to ease teaching material delivery, in an personalized way, that match
student’s expertise level. Based on a defined model of learner - system has to ascribe a
teaching strategy that will facilitate knowledge acquisition during entire learning process.
Tested, in two phases (start and adaptive) strategies allowed to increase learning
effectiveness, portrayed by the results (increased number of credit points and average of
grades) gathered in the table 1.

Future work will encompass experiments with real students as a part of working production
e-learning system.
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Abstract

In this chapter, we propose a new method based on genetic algorithms (GAs) for fuzzy
artificial neural network (FANN) learning to improve its accuracy in measuring customer
service satisfaction for establishing a principle of economical survival in business area. The
analysis is based on linguistic values received from customer service satisfactions index
where fuzzy modeling, as one of possible ways, has been used to process these values. Here,
customer's satisfaction is considered as a key factor for the analysis based on his/her
preference as the scope of qualification for organization service. In the proposed method, we
have introduced two-phase GAs-based learning for FANNS. In the neural network, inputs
and weights are assumed to be fuzzy numbers on the set of all real numbers. The
optimization ability of GA is used to tune alpha-cuts boundaries of membership functions
for fuzzy weights. Here, five alpha-cuts are used for tuning as other researchers have used,
which in two-phase method; two of them are for first phase and three of them for second
phase. This leads to obtain better results for FANN. Comparisons are included with another
method using two data sets to give some analyses to show the superiority of proposed
method in term of generated error and executed time. From the experiments, the proposed
approach has been able to predict quality values of possible strategies according to
customer's preference. Finally, the ability of this system in recognizing customer's
preference has been tested using some new assumed services.

Key words: Weight adjusting; placement definition; shape definition.

1. Introduction

Selling rate of the products for an enterprise, either be a business centers or producer
factories, is an important issue in the commercial competitions. The higher rate an enterprise
gains the more merit for survival is proved. Earlier researches have shown that the increase
or decrease of this rate highly depends on customers' view to that commercial enterprise
[1,2]. Such that; the more ability of satisfying the customer an enterprise has, the more
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success in competition with other competitors it will achieve. As customers' satisfaction
plays a key role in an enterprise survival, the analysis of his/her opinion is vital to make the
next enterprise decisions. In general, customer's satisfaction is not only a multi-variable
issue but also is based on linguistic values. On the other hand, linguistic values, which have
been used here, are intrinsically known as vague values [3]. The two mentioned multi-
variability and linguistic-variability make the problem to be more complex and system
evaluation would be more difficult. This is while; strategic goals of the enterprises are
determined according to the results of this analysis, and thus, the evaluation of customer
opinion is an essential issue [2,4,5]. A suitable evaluation significantly helps an enterprise to
emerge its defined strategic goals. This needs to have a well understanding of customer's
opinion in order to be able of approximating his/her satisfactory degree.

Customer's satisfaction is satisfactory degree of the customer, which he/she is purchasing
commodities [4]. Some indicators measure this degree. The indicators and its parameter are
non-standard, and thus, each enterprise has been established an index according to its own
customer's view [4,5]. Some indices, which are well known among the others, are American
Customer Satisfaction Index (ACSI), Swedish Customer Satisfaction Index (SCSI), European
Customer Satisfaction Index (ECSI) and Korean Customer Satisfaction Index (KCSI) [4,5]. It
is worth mentioning that the parameters of indicator must be visible to customers' view [5].
According to the literature, three basic aspects of independency, comparability = and
feasibility must be considered [1, 2, 4]. In this chapter, indices have been used that supports
the mentioned aspects employed by other researchers. One analysis ways of utilized indices,
which is based on linguistic values received from the customer, is fuzzy modeling [3]. It is
used in many papers for evaluation of the customer's satisfaction in the e-commerce, where
the data of this area is utilized in this chapter. Various methods have been considered based
on this modeling. Some researches have been used AHP [6-8] or either fuzzy cognitive maps
[9]. Recently, some literatures have been appeared based on the combination of linguistic
variables modeled by triangular fuzzy values [4,5].

Following aforementioned researches, this chapter aims to propose an evaluator system that
would be able to recognize customer's preference. Meanwhile, it uses the benefits of fuzzy
modeling in customer satisfactory evaluation. This mentioned aim of constructing a system
that recognizes customer's preference has not been considered by the other authors. This is
the difference of this research with the others'. In order to construct such a system proposing
an approach, as the major part of the system, that can consider two terms of the learning and
linguistic values is essential. This approach needs to follow learning process based on
linguistic values in addition of having the ability to learn from customer's opinions. This
task is carried out using Fuzzy Artificial Neural Networks (FANNSs), which are know as soft
computing techniques. FANNSs are able to learn from fuzzy values that are considered as
linguistic terms. Meanwhile, the Genetic Algorithm (GA) has been used to obtain higher
efficiency for FANN. GA is able to find the optimum of designed network. Finally, each
enterprise will be able to have the benefits of using such constructed system as follows:

e To evaluate possible strategies according to its current customer's tastes, in order to
increase success rate;

e To analyze a strategy, regardless its business level, using the least number of the
customers;
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e To decrease the risk exists behind the decision making for its next organizational
changes;

e To emerge the importance of business ethics, followed by customer-orientation
principle.

It is necessary to have an evaluator system with a higher accuracy to decrease strategic
decision risks and increase the success rate by evaluating possible strategies based on the
preferences of the least customers. Such that; the higher accuracy of the system there is, the
better organizational changes are obtained. Thus, it increases the success rate while emerges
the business ethics. Knowing that an enterprise needs organizational changes to be
adaptable with customer preferences, having a higher accuracy system rises to be necessity
as listed below:

e to have more effective participation from customer side;
e  to have more participant customers;
e to decrease the computational costs of evaluator system

Each enterprise needs to consider more effectively customers' opinion to have better
understanding of their preferences, and thus, having a precise data is necessary for
organizational evaluation. This is while; having variety opinions are necessary in covering
broader preferences to have an assured organizational evaluation. Thus, the evaluator
system is able of better approximation for new possible preferences. However, obtaining to
points 1 and 2 comes with increase of the complexity, such that; the increase of data
preciseness causes less accuracy for evaluator system, while the increase in number of data
being processed causes less accuracy too. Therefore, a system that is able of dealing with
such data environment is necessary. However, the ideal is such an evaluator system that is
able to increase the accuracy while complexity increases. Such system, which this chapter
proposes, enables an enterprise to have more assured evaluation in less time.

Based on previous research [10], this chapter follows to improve the last results.
Therefore, the aim of proposed system is to improve the previous one using two phases for
evaluator system. This system, called two- phased GA-based FANN, utilizes the abilities of
GA to find a suitable status of evaluator system in order to improve the accuracy [11]. The
first and second phases are called place-definition and shape-definition, respectively. Alpha-
cuts (a-cuts), which here the fuzzy numbers are processed based on them, are defined and
applied in each phase separately. The abilities of such evaluator, relative to complexity
increase, on overcoming aforementioned complexities are:

e  to decrease the predicted outcome error;
e toincrease the processing speed;

Finally, using such system will enable an enterprise to:
e  Have the ability of processing more realistic data received from the customer;

e Have more precise evaluation and suitable strategy approximation to increase the
success rate in less time;
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e  Decrease the risks behind the organizational changes in terms of increasing preferences
reality;
e  Survive ethical principle of customer-orientation by customer participation.

The organization of this chapter, which aims at proposing such customer evaluator system
using GA-based FANN, is as follows. First, in next section the concept of customer evaluator
system has been explained. Then, how to model the current problem using fuzzy modeling
has been explained in its first subsection. In the sequel, proposed evaluator systems using
GA-based FANN and its basic concepts have been explained in its second subsection.
Proposed system is implemented in following section and the results have been analyzed in
its two subsections. In these subsections, first, the performance validation of proposed
system has been tested using new inputs and then the ability of system has been shown.
Finally, a conclusion for the chapter is given. Two datasets, which are used in this chapter,
have been presented in appendix.

2. Customer Evaluator System

Customer evaluator system defines service quality of an organization based on customer's
satisfactory degree [4]. The structure of such evaluator system is shown in Figure 1. The
outcome of system is based on customer's opinion given to the system, which is represented
by the parameters of some indicators. The preciseness of outcome exploration depends on
the preciseness of modeled opinion expressed from the customer and the processing ability
of evaluator system based on them.

] ]
i Fuzzy values ! i Quality score !
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Fig. 1. The structure of the evaluator system

Hence, it is essential to have the parameters for evaluator system. They are presented by
some indicators indices so-called customer satisfactory indices [4,5]. As aforementioned,
these indices are not standard and this chapter uses the one that has been employed in [4].
The parameters of these indices are shown in Figure 2.
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Fig. 2. A customer satisfactory indices and its parameters

The parameters in Figure 2 are represented in the form of linguistic variables that are
accounted as vague values [3]. As these parameters are the inputs of system, they are
necessary to be prepared for processing. To this end, fuzzy modeling is utilized in such way
that first; the input values are fuzzified, then they are fed to FANN system to be processed.
More details of these procedures are described in the following subsections, respectively.

Fuzzy modeling: Fuzzy set theory, which was proposed in 1965 [12], is utilized in many
application areas by solving their corresponding problems [13,14,15,16]. This is due to the
ability of fuzzy logic, with its modeling capability, in facing with complex environments
[17,18]. In such environments like agriculture, market prediction, risk assessment [19],
image processing etc. [16] the linguistic variables can be used. Customer satisfactory
evaluation, the dealt issue in this chapter, is among such environments; this is because the
process of this evaluation is based on information steamed from linguistic terms. In
addition, having many linguistic variables causes this problem to be as a multi-variable
issue. The latter one makes the problem to be more complex and, thus, a suitable modeling
is much more needed for a better problem solving. Therefore, in this chapter, fuzzy
modeling is considered to process linguistic terms that are received from the customer in
order to construct evaluator system. Fuzzy variables, which are used in the evaluator
system, are modeled linguistic terms received from the customer. Modeling a fine linguistic
term needs more a-cuts as the preciseness of a fuzzy value depends on them. On the other
hand, increasing the number of a-cuts causes the evaluation process to be more complex.
However, the proposed approach in this chapter, which has a particular view to fuzzy
modeling, considers this issue solvable.

The evaluator system uses the fuzzy variables for the inputs and parameters of the evaluator
neural network. It is noticeable for the fuzzy values utilized in the input that; the
transformation of these values depends on experts' interpretation over linguistic terms,
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which is done through specialists' believes as illustrated in Figure 1. However, the idea of
this chapter is concentrated on evaluator system only and, thus; obtained fuzzy values have
been used based on other researchers' results [5]. Here, five a-cuts are used for fuzzy valued
parameters of evaluator system to explore fuzzy numbers in its evaluation process.
To be self-contained, we quote some fuzzy arithmetic on fuzzy numbers where a fuzzy

number, 4, defined as below: 4 = {(x, Hy (X)) [xeNR, Hye R —[0,1]}
A= {(r, 1, (¥) [ x R,z 1R —>[01]} o
such that My is a continues function and R is set of all real numbers. A-cuts zero, one and

middle of fuzzy number 4 are deified as below:

A, = Core(4) = {x e R | u;(x) =1, @)
A, = Support(4) = {x e R| p,(x) > 0}, o
A, = middle,(4) = {x e R| u-(x) 2 a}, a € (0,]). @)

Henceforth, all fuzzy numbers are assumed convex, such that all middle,(.) are intervals in

R and their Support() are bounded. Two basic operations of the summation and

multiplication over triangular fuzzy numbers, which are used in proposed evaluator system,
are defined as follows [18]:

A0+ B, (k)= |4, 3200 |+ [BE (), BE )]
= [AE k) + BE (), A% (k) + B2 (h)]

A,(k)- B, (k) = |4 (o), A% (o) | [BE (0. B2 ()]
= [min((22 k).BE (k). AL (k). B2 (k) , max (A2 k). BE (), A% (k). B2 (k) )|

Evaluator neural network: Neural learning networks are among soft computing techniques
[20]. Learning networks of the fuzzy-type, so-called FANNSs, were proposed after crisp
neural networks [21]. FANNSs have attracted many researchers in consequent of acquiring
improvements and knowing their abilities in solving the complex problems. In this chapter,
FANNSs have been used as the main part of customer evaluator system. Evaluation outcome
is processing result from the system based fed inputs. This network is able to learn
customer's preference by its training process. Training process is based on the fuzzy values
resulted from linguistic value transformations. Therefore, trained networks will be able to
predict customer's satisfactory degree based on current preference, such that; it allows to
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approximate the goodness of new organizational changes to be applied. The steps of
constructing such system, as a general case of customer evaluator neural network, are
explained in Algorithm 1.

Algorithm 1: The steps of the evaluator neural network

begin
initialize ()
X <« create ()

while — terminationCriterion( ) do

if f(Xpew) < f(x) then x < x

1

2

3

4

5 Xpew < Update (x)

6 new
7 return x

8

end

Step 2 of Algorithm 1 initiates the indicators with fuzzy values. Then, it creates possible
solutions by aiming to find a suitable network and x will be replaced with that.
Reproduction process, as the update function and finding the better solution, is repeated
until it meets the termination criterion. A criterion for a near-optimal solution is;

Hf(xnew)—f(x)H<8 ®)

where f is fitness function, | |-| | is distance norm and & is a given pre-assumed positive
small number as error bound.

Model structure of Fuzzy Artificial Neural Networks (FANN): This subsection presents the
structure of FANN [22]. Here, FANN of type-1 is used as the major part of evaluator system,
in which the input is fuzzy value and the output is crisp [17,23,22,11]. Input neurons have
been used to learn customer's preference based on the a-cuts defined in [3]. The structure of
such FANN, using two inputs a general architecture, is shown in Figure 3.
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Wy, N,
Fig. 3. A three-layer fuzzy neural network architecture

The first layer is input layer which does not have any computational unit. In the second
layer, the matrix of fuzzy weights, Wy y_,shows fuzzy weights connecting neuron Nyin the

first layer to neuron N in the second layer. The vector of fuzzy biases, BNS ,shows fuzzy bias

of the neuron, N;, in the second layer. Similarly, in the third layer, fuzzy weight
matrix, Vy_, , shows fuzzy weights connecting neuron Ns in the second layer to the

neuron N in the third layer. The form of activation function of the neurons in the first and
second layers, which is utilized in this chapter, is sigmoid function given as below:

1

1+e

f(x)=

X Q)

Fuzzy output of In TerN , for the second layer of this architecture is as follows:

InferNS :f(AggNs), Ny=12...,n

’ )
where N is the number of neurons in the second layer and Aggy_is defined as follows:
Ny
Aggy, :in-wij+bj, i=12..,N, ®)

where N is the number of neurons in the first layer and X is fuzzy input. The third layer
receives the Agg values from the neurons in second layer through their fuzzy weight ¥ .
Therefore, the output is given by:
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0g= ) Afgfi,  a4=12..N, ©)

where N; is the number of neurons in the third layer and C)q, is fuzzy outcome. Then, the

outcome is considered as a crisp value when the distance is measured with the ideal.

Genetic algorithm based FANN: Genetic algorithm (GA) was first proposed in 1975 [24]. It
is categorized as an optimization and soft computing technique, which is based on the
principles of natural evolution [20,21]. Here, optimization process holds on defined
generations, where GA is used toward improving the efficiency of FANN. The idea of using
GA for improving FANN was first proposed in 1994 [21].

[A]o]afolafafojolafa[iJo] >
| T
' :
| Y
[oJoJ1JoJ1]o]oJo]1 ' S/
.
(@) !
[1]of1]of1[1]ofof1]0]1[1]
[0Jof1]of1fofofof1]1]1]0]
(b)

Fig. 4. (a) A typical crossover, (b) A typical mutation

Here, this idea, called GA-based FANN, is used as a validated method [25]. In GA-based
FANN, genetic algorithm tries to find network parameters in an optimized manner. Such
that tuning the weights and biases is an aim to find suitable network through optimization
process of this algorithm. To this end, firstly, the parameters of network are simulated as the
genes on a genome, then crossover and mutation functions, as a reproduction process,
follow optimization process in an evolutionary way. These two functions have been
illustrated as in Figure 4. Depicted (a) of this figure illustrates crossover function in which
the gene of segmented parts of genomes are replaced. The mutation, which holds after the
crossover in GA optimization process, has been illustrated in part (b) of this figure; in which
the values of some defined genes are changed randomly. In this chapter, an improved case
of previously used GA-based fuzzy neural network in last research is used as major part of
the system as shown in Figure 5 [11]. In comparison, the previous system was using one
phase GA-based FANN abbreviated as 1P-GBLM-ES; while this system uses two phase GA-
based FANN abbreviated as 2P-GBLM-ES shown in Figure 6.
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Fig. 6. general structure of 2P-GBLM-ES

Figure 5 explains the steps of constructing 2P-GBLM-ES. This system is designed in two
phases of place-definition and shape-definition; in which a suitable place for fuzzy value is
obtained in steps two to eight using support and core of the fuzzy numbers and a suitable
shape using middle, in steps nine to sixteen [11].



Measuring Customer Service Satisfactions
Using Fuzzy Atrtificial Neural Network with Two-phase Genetic Algorithm 117

Algorithm 2: The steps of the 2P-GBLM-ES

begin 2P — GBLM
begin phasel
initialize ()
X, < create ()

while— terminationCriterion () do

1

2

3

3

4

5 X,., < update (x,)

6 i f(x) < f() then x, < x,,
7 return X,

8 end phasel

9 begin phasell

10 initialize using x, boundaries ()
11 X, < create ()

12 while — terminationCriterion () do
13 X,,, < update (x,)

4 i () < f(x) then x, < x,,,

15 return x,

16  end phasell

17 end 2P—-GBLM

Here in the implementations, heuristic and uniform models have been used for the
crossover and mutation, respectively. It is noticeable that; here GA as an optimization
technique is a lateral part of major FANN in evaluator system.

3. Implementation And Results

Earlier, an approach were proposed to construct a customer satisfactory evaluator system
based on the frame of Figure 6 using Algorithm 2. In this section, proposed approach is
implemented to construct this evaluator system; a three-layer GA-based FANN with seven
neurons are used to construct 2P-GBLM-ES. In order to have a higher accuracy for 2P-
GBLM-ES, suitable allotments of learning generations for first and second phases are found.
To emerge the superiority of proposed system in comparisons, another customer
satisfactory evaluator system has been constructed based on the frame of Figure 5 using
Algorithm 1. In this order, a three-layer GA-based FANN consisting of seven neurons have
been used to construct 1P-GBLM-ES. The architecture of the networks are designed such
that considers the simplicity and less complexity for the network. Two datasets are used to
test the implementation; utilized datasets have been generated based on indicators data of
[5], where customer's opinions have been shown based on pre-assumed indicators. Then,
computed gap has been computed as the difference between expected value and satisfaction
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value of customer's opinion from current status. The comparisons results for 1P-GBLM and
2P-GBLM are in terms of generated error and executed time; initially, the first subsection
shows the validity of proposed approach by comparison, then the ability of proposed
evaluator system has been shown in the second subsection using dataset of Table 4.

Validation of Proposed Evaluator System: This subsection shows performance validity of
constructed 1P-GBLM-ES and 2P-GVLM-ES for approximating the gap in a small-scaled
data environment using the dataset of Table 3 in Appendix. The results are supposed to be a
direction of showing the capability for these systems in a more complex environments to
show the superiority for 2P-GBLM-ES, which is presented in the next subsection. Regarding
the validation test, two customer's opinions are considered that are almost in contradiction
to each other as shown in Figure 7 based on Table 3. Then, neural evaluator system is
trained to approximate the gap based on new data. The learning processes were done in the
same conditions for initial population using size 50 for 200 generations, while the average of
received errors were obtained in terms of 100 times iteration. In order to construct 2P-
GBLM-ES, suitable allotments of learning generations for first and second phases were
obtained as shown in Figure 10. Then, trained networks were tested for the validation; two
new customers who had a middle opinion were evaluated, as shown in Table 1. One of the
customers has an exactly middle opinion, where the gap resulted from his/her is exactly 5.1.
The other customer has almost a fair opinion, where the gap resulted from his/her is a value
around 5.1.

Regarding the validation for 1P-GBLM-ES, the average of generated error for trained system
was 0.03 in 16-second time. The results of approximation for this training were obtained as
shown in figures 8 and 9 for first and second test customers, respectively.

Customer
#1 #2
Indicator
Product (4.55,4.67,4.76,4.89,5.1,5.3,5.44,5.53,5.65) (4,4.21,4.4,4.61,5,5.37,5.6,5.77,6)
Service (4.54.61,4.74,4.85,5.1,5.35,5.46,5.58,5.7) (4,4.28,4.54,4.8,5.3,5.77,6.02,6.23,6.5)
Network (3.6,3.91,4.2,4.5,5.1,5.7,5.99,6.29,6.6) (3.6,4.02,4.43,4.88,5.6,6.04,6.19,6.32,6.5)
System (3.9,4154.39,4.62,5.1,5.59,5.81,6.04,6.3) (4,4.094.16,4.24,4.5,4.96,5.25,5.51,5.8)
Expected Gap 51 ~51

Table 1. Fuzzy values of the indicators for validation test.
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Fig. 9. Predicted gap for the second test customer using trained 1P-GBLM-ES

Figures 8 and 9 shows the values obtained from evaluating new assumed customers are 5.04
and 5.05, which are as expected. Therefore, the results show that customer-preference
orientation of 1P-GBLM-ES in approximating customer's opinion works properly for a
small-scaled environment. Then, regarding the validation for 2P-GBLM-ES, the same initial
population was used to train the system as for 1P-GBLM-ES. In order to have a suitable
accuracy for this system, different cases of allotments were tested to find a suitable case for
each phase of the system. The result in Figure 10, which is the average of 100 iteration,
shows the best-case belonging to 90% and 10% for the first and second phases, respectively.
Then, 2P-GBLM-ES was trained using best-case allotment, where the average of overall
generated error for the trained system obtained 0.002 in 11-second time. Figures 11 and 12
shows the outcome received form trained 2P-GBLM-ES using best-case allotment in
evaluating new assumed customers that is 5.1 and 5.25 as expected.
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Fig. 10. Different cases of allotments for first and second phases of 2P-GBLM-ES using
dataset of Table 3.
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Fig. 11. Predicted gap for the first test customer using the trained 2P-GBLM-ES
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Fig. 12. Predicted gap for the second test customer using the trained 2P-GBLM-ES

The obtained results of figures 8, 9, 11 and 12 in this subsection, validate the performance of
both 1P-GBLM-ES and 2P-GBLM-ES in approximating the gap. However, 2P-GBLM-ES
showed to have less error in a less execution time.

Ability of evaluator system: In this subsection, the ability of 1P-GBLM-ES and 2P-GBLM-ES
are analyzed in approximating the gap based on customer's opinion, in which more of them
are exist in a more complex environment. The importance of this analysis is to show the
approximation ability of both evaluator systems which are based on more available
preferences. This makes resulted outcome to be more reliable for the enterprise and, thus,
more assured strategic decisions could be taken. Here, ten customers data are utilized,
which have been shown in Table 4 of Appendix. Learning behaviors are analyzed based on
variation percentage of error decrease using different populations, in order to show the
ability of constructed systems in learning data.

The results of learning process for 1P-GBLM-ES and 2P-GVLM-ES, using 500 generation and
three different population sizes of 50, 200 and 500, have been shown in figures 13 and 15.
Figure 11, which illustrates the learning behavior of 1P-GBLM-ES, shows that the variation
rate of generated error keeps to its stability before the last generation just after achieving to
its high value; this happens by passing a high decrement. Starting point of this, which is a
threshold of convergence decrement to the optimum, happens in the 51st generation at the
10% of the 500 training generations. Vertical dashed-line shows this threshold in Figure 11,
which the general status of suitable evaluator system is found. However, suitable evaluator
system is defined after the threshold that needs ability of learning method in finding precise
values. According to achieved threshold, it is possible to say in a pessimistic way that the
ability of constructed system in learning the data of Table 6 and utilized populations is in
the interval (0.0054-e <error<0.0263+ ¢).
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Fig. 13. The variation of generated error in different populations using 1P-GBLM-ES

Regarding 2P-GBLM-ES, different allotment cases of learning generations for its first and
second phases was obtained using dataset of Table 6; so that the best-case allotment found
in terms of generated error. Figure 12 shows the best-case allotment belonging to 90% of
generations for first phase and 10% for second phase.
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Fig. 14. Different cases of allotments for first and second phases of 2P-GBLM-ES using
dataset of Table 4
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Fig. 15. The variation of generated error using 2P-GBLM-ES

Accordingly, Figure 15 shows the learning behavior of 2P-GBLM-ES using the based-case
allotment. Here, the general suitability of the system is obtained in the first phase, where the
second phase finds its precise status. Three customers have been used to test trained 1P-
GBLM-ES and 2P-GBLM-ES based on Table 4. The suitable systems that has been used for
this test is the case of 500 populations in 500 generations; while the error of 0.0263 for 1P-
GBLM and 0.00371 for 2P-GBLM were obtained in 1518 and 1104 second-time respectively.
Table 2 shows related outcomes received from obtained suitable evaluator systems based on
the opinions of these customers. It is worth mentioning; the reason of using this case is the
nature of dealt problem, which aims at strategic analysis for a higher quality approximation.
Obtained results in this subsection, shows that both 1P-GBLM-ES and 2P-GBLM-ES has the
ability of dealing with a precise customer data. However, 1P-GBLM-ES has less ability in the
convergence, where it decreases after a threshold on learning generations. The threshold in
Figure 13, showed that having the beneficial of 10% of learning generation, in which general
suitable system is found, other remained 90% are most possible to be trapped in the local-
minima. This shows disability of 1P-GBLM-ES in tuning the middle,, which is after 51

generation. This is while; 2P-GBLM-ES more avoiding to be trapped in the local-minima by
separating the learning generations into two phases. Such that as the best-case allotment;
90% of learning generations are used to find the general suitability of the system, which was
lost to be effectively used in 1P-GBLM-ES, and other remained 10% find precise status of the
system. In addition, the separation of learning generations caused the speed of system to be
faster in converging to suitable system. Therefore, 2P-GBLM-ES is superior in comparing
with 1P-GBLM-ES in both terms of generated error and executed time.
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5. Conclusion

This chapter considered an approach to facilitate a better analysis of strategic decisions to
find a suitable strategy for a business enterprise; defining business strategy held on precise
analysis of customers' opinions. It assumed customers' preferences as the major key in
analysis, which is a new approach to solve the current problem. Regarding high complexity
of customers' preferences in precise case, organizational analyze needed an approach being
capable of obtaining an assured results. Therefore, this chapter proposed a system to enable
an enterprise evaluating new possible organizational changes, in any business level. The
superiority of this proposed system, which uses two phase genetic algorithm based fuzzy
artificial neural network, was shown in comparison with one phase genetic algorithm based
fuzzy artificial neural networks by some analysis. This was due to the ability of this system
in finding general status of suitable evaluator system and more avoidance from trapping
into the local-minima to find a precise status. This is while; this ability were based on fuzzy
obtained best-case allotment for each phase of evaluator system. Finally, valid performance
and the ability of system assure an enterprise to have beneficial consequences of using it for
a risky condition in correct orientation as well as success rate in less time. However, its
ability in dealing with more precise data and number of them may be found in a future
research.



Computational Intelligence and Modern Heuristics

126

6. Appendix

Customer
#1 2# #3
Indicator
Product (2.1,2.34,2.5,3,3.59,3.84,4.03,4.3,5.1) (5.5,5.77,5.99,6.37,7,7.59,7.8,7.93,8.1) (3.6,3.79,3.96,4.18,4.9,5.7,6.2,6.6,7.3)
service (3.1,3.28,3.48,3.76,4.54.74,5.07,5.36,5.78) (6.7,6.8,6.83,6.97,7.3,7.49,7.57,7.58,7.6) (3.7,4.27,4.87,5.48,6.4,6.42,6.44,6.49,6.6)
Network (2.3,2.35,2.41,2.44,2.6,2.69,4.2,4.6,5.1) (4.8,5.77,6.13,6.71,8.0,8.05,8.08,8.09,8.1) (2.6,3.23,3.67,4.27,5.6,5.88,6.04,6.3,6.5)
System (3.3,3.48,3.93,4.74,5.8,6,6,6.15,6.19,6..4) (3.5,3.74,3.88,3.99,4.2,5.7,6.45,7,7.7) (3.3,3.43,3.52,3.63,3.8,4.39,4.82,5.2,5.8)
mMmm»MP 1P-GBLM-ES 2P-GBLM-ES 1P-GBLM-ES 2P-GBLM-ES 1P-GBLM-ES 2P-GBLM-ES
2.743 3.625 5.819 6.758 5.261 3.205

Table 2. Test customers and predicted gaps using 1P-GBLM-ES and 2P-GBLM-ES

Customer|
#1 2#
Indicator
Product 2.1,2.27,2.41,2.56,3,3.76,4.2,4.63,5.1 6.1,6.3,6.45,6.64,7,7.41,7.64,7.86,8.1
service 3.1,3.18,3.25,3.3,3.52,3.8,3.96,4.13,4.3 5.9,6.07,6.26,6.43,6.7,6.9,6.95,7.02,7.1
Network 2.1,2.34,2.55,2.78,3.2,3.59,3.75,3..92,4.1 5.1,5.55,6,6.46,7.2,7.65,7.8,7.93,8.1
System 4,4264.47,4.72,5.2,5.67,5.92,6.15,6.4 3.8,4.02,4.24,4.53,5,5.45,5.73,5.94,6.2
Gap 2.25 7.95

Table 3. Dataset 1
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ustomer|
#1 #2 #3
Indicator
Product (2,2.1,2.14,2.24,2.5,2.9,3.2,3.51,4) (6.1,6.54,6.82,7.17,7.8,7.8,7.9,7.97,8.1) (4.5,4.98,5.32,5.58,6,6.46,6.71,7.11,7.7)
service (3.1.3.19,3.27,3.36,3.5,3.75,3.91,4.07,4.3) (6,6.24,6.43,6.68,7.1,7.24,7.38,7.6,8) (4.7,4.8,4.95,5.07,5.3,5.65,5.83,6.06,6.5)
Network (1.91.9,1.9,1.9,1.9,2.3,2.62,2.95,3.5) (7,7.24,7.5,7,7.78,8.2,8.2,8.2,8.2,8.2) (5.5,5.9,6.13,6.32,6.7,7.08,7.27,7.6,8.1)
System (4,4.31,4.56,4.81,5.2,5.73,5.94,5.15,6.4) (3.8,3.9,4.07,4.37,5,5.3,5.58,5.91,6.2) (2.4,2.71,2.94,3.2,3.7,4.03,4.28,4.63,5.2)
Gap 2 7.9 2.25
ustomer|
#4 #5 #6
Indicator
Product (2,2.08,2.15,2.17,2.3,2.89,3.16,3.59,4.1) (3.7,5.02,5.72,6.4,7.3,7.47,7.58,7.7,7 .8) (4.8,5,5.16,5.37,5.8,6.19,6.57,7.01,7.7)
service (2.3,2.61,2.81,3.05,3.4,3.46,3.53,3.59,3.7) (6,6,6.09,6.16,6.4,6.72,7.09,7.49,8) (2.6,2.92,3.48,3.9,4.25,4.44,4.7,5.1)
Network (1.9,2.06,2.24,2.8,3.02,3.07,3.18,3.5) (5.3,5.49,5.72,5.95,6.4,6.6,6.91,7.28,8.1) (5.4,5.86,5.24,6.8,7.7,7.83,7.9,7.94,8)
System (3.1,3.31,3.53,3.7,4.1,5.11,5.76,6.38,7.5) (4.24.2,4.28,4.35,4.5,4.74,5.07,5.51,6.2) (2.2,2.2,2.29,2.4,2.6,3.39,4,4.88,6.3)
Gap 3.36 7.01 5.91
ustomer
#7 #8 #9
Indicator
Product (3.1,3.32,3.53,3.67,4.2,4.69,5.06,5.64,6.7) (4.74.76,4.8,4.9,5.2,5.66,5.82,6.17,7) (3,5.13,5.95,6.76,7.7,7.75,7.77,7.82,8)
service (2,2.21,2.14,2.26,2.6,3,3.27,3.74,4.6) (8.3,5.8,5.45,5.87,6.4,6.56,6.72,7.09,8) (5.2,5.22,5.24,5.3,5.72,6,6.32,6.9)
Network (2.8,3.74,4.37,4.97,6,6.28,6.36,6.45,6.7) (6,6.86,7.23,7.53,8,8,8,8,8.1) (2.6,3.01,3.15,3.4,3.9,4.32,4.48,4.76,5.3)
System (2.6,2.74,2.81,2.96,3.3,3.6,3.84,4.07 4.5) (5.7,6.1,6.25,6.56,7,7.04,7.07,7.07,7.2) (4.2,4.28,4.34,4.4,4.7,5.38,5.82,6.34,7.7)
Gap 3.92 6.41 5

Table 4. Dataset 2
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A Variation of Particle Swarm Optimization for
Training of Artificial Neural Networks
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1. Introduction

Particle swarm optimization (PSO) is a stochastic global optimization method (Eberhart
& Kennedy, 1995) that belongs to the family of Swarm Intelligence and Artificial Life.
Similar to artificial neural networks (ANN) and genetic algorithms (GA) which are the
simplified models of the neural system and the natural selection of the evolutionary
theory, PSO is a simplified model of psychological principles and social behaviors
(Reynolds, 1987). PSO is based on the principles that flocks of birds,schools of fish, or
swarm of bees searches for food sources where at the beginning the perfect location is
not known. However, they eventually reach the best location of food source by means
of communicating with each other.

PSO is also conceptually compared to evolutionary computation methods such as GA
(Eberhart & Shi, 1998). The uniqueness of PSO is the dynamic interaction among the
particles.The optimization method starts with randomly generated particles (the
population) in a defined domain called the search space. Particle locations are updated
in each generation (iteration) to explore the search space for an optimum solution. In
PSO, particle positions and velocities are updated based on cooperation and
competition. Each particle finds its next position in the search space according to its
own search experience and the best experience of the particles located in its local
group, neighborhood and the entire population. Neighbors are the particles located
within a pre-defined distance of a specific particle.

In this article, we propose a method to update the velocities and positions of particles
when the maximum search space boundary and velocity are reached. The efficiency of
the proposed particle swarm optimization method is investigated through the training
of feed-forward artificial neural networks used for classification. The experiments
show the particle swarm optimization lends itself very well to training of neural
networks and is also highly competitive with the other methods of training feed-
forward ANNs. We have conducted four classification experiments using feed-forward
ANNs with PSO based training. The data sets used in the experiments are from the
UCI repository (Asuncion & Newman, 2007) commonly used in the literature.
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2. Related works

The most widely used method of training for feed-forward ANNs is back-propagation
(BP) algorithm (Hecht-Nelso R., 1989). Feed-forward ANNs are commonly used for
function approximation and pattern classifications. Back-propagation algorithm and its
variations such as QuickProp (Fahlman, 1998) and RProp (Riedmiller and Braun, 1993)
are likely to reach local minima especially in case that the error surface is rugged. In
addition,the efficiency of BP methods depends on the selection of appropriate learning
parameters. The other training methods for feed-forward ANNs include those that are
based on evolutionary computation and heuristic principles such as Genetic
Algorithm(GA), and PSO.

Although, Genetic Algorithm (Mitchell M., 1988) is a suitable choice for the trainnig
due to its exploration and exploitaion properties and solves the gradient-based
drawbacks, however it sufferes from the mutation problem leading to premature
convergences and needs more time to converge to an optimum solution comparing to
the particle swarm optimization. As we discuss about the properties of PSO later, it
has been shown that PSO is a better evolutionary candidate for optimization (Eberhart,
and Shi, 1998). The PSO algorithm posseses imprtant chractristcs such as memory and
costructive cooperation among the individuals that can prevent mutation problem
exitst in GA. Different variations of PSO have been applied to train the feed-forward
ANN:s for non-linear function approximation and classification problems. The training
of neural networks is achieved basically in two ways:

1- Adjusting the connection weights when the ANN structure is predefined such
as the number of hidden layers, the number of neurons and their connections,
and activation function parameters.

2-  Evolving a ANN structure which is not predefined and adjusting the weights
simultenously.

Training of fixed structure ANN has been experimented by basic PSO method (Mendes
et al., 2002). In this study, it has been shown PSO’s performance is competitive to BP
methods and especially in some problems where the number of local minima is high.

Also, the variant of PSO with minimum velocity constraint was proposed and tested
for function approximations using feed-forward ANNs (Xiaorong et al., 2007). Applying
the velocity constrains reduces the premature convergences and alleviates the effect of
dimentionality increase. This is done by guiding the particle in the search space by
limiting the maximum moving distance in each iteration. Thus, it prevents the particle
to go out of the bound (search space) or to stop when the velocity increases or
decreases. The very effective modifications focusing on optimizing the update
equations of PSO were made in (Russ et al., 2000), (Kennedy, 2000). These
modifications are adding the inertia weight and improving the PSO performance with
cluster analysis. Using cluster analysis methods, the update equations are modified in
a fashion that particle attempt to merge to the center of their cluster instead of merging
to the global best location. This approach improves the performaces in some classes of
problems. In (Angelin,1999), a selection mechanism was proposed for PSO similat to
that already used in genetic algorithm to improve the quality of the particles in a
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swarm. Another modified PSO is the cooperative learning proposed in (Van den Bergh
& Engelbrecht, 2004). The application of this method to neural network training has
yield promising results. In this approach, input vectors are distributed into several
sub-vectors which are optimized in their own swarms cooperatively. Performace
improvment in this case are due to splitting the main vector into several sub-vector
that in turn results in better credit assignments and reduces the chance to omit a
possible good solution for a certain componet in the vector.

Training of ANNs by Multi-Phase PSO (MPPSO) is another variation which evolves
simeltiously multiple groups of particles that change the direction of search in
different phases of the algorithm (Al-kazemi & Mohan, 2002). Each particle in this
method is in a specific group and phase at a given time. MPPSO boosts the wider
exploration of the search space, increases pupolation diversity and prevents premature
convergences. Furthermore, MPPSO has different update equations comparing to the
basic PSO and permits changes to the locations of the particle that only lead to some
improvements. PSO also has been used as a means to evolve ANN architectures
(Chunkai et al., 2000). In this study, the network structure is adaptively adjusted and
the PSO algorithm is applied to evoles the nodes of the neural network with specific
generated structure. The techniques such as the combination of partial training and
evolving added nodes are employed to generate the desired architecture and then PSO
is used to evolve the nodes of the pre-defined structure. Hybrid of genetic algorithm
and particle swarm optimization (HGAPSO) is another modified PSO that was
employed to design recurrent neural networks [Juang, 2004]. In HGAPSO method, the
individuals of the next generation are created not only by crossover and mutation
operators but also by PSO. The upper-half of the best-performing individuals in a
population are ehanced using PSO and the other half is generated by applying the
crossover and mutations. Unlike GA, HGAPSO removes the restrictions of evolving
the individuals within the same generation. In this article, the proposed method is
another variation of particle swarm optimization for fixed structure ANNs where only
weights are adjusted.

3. Particle Swarm Optimization

The Particle Swarm Optimization algorithm is represented by the evolution of a population
in the form of an n-dimensional vector x=(xi,...,Xn) ,i=1,..,n. These particles represent an
approximation of the desired solution, and the number of dimensions depends on a given
problem. Each particle has a memory pi, i=1,..m where m is the number of particles) which
keeps the best location that ith particle has found since its search started. Furthermore, every
flying particle has a velocity vi(t) that shows its direction and speed at the time instance t. In
each iteration, particle locations and velocities are updated according to equations (1), and
(2). The global best location, ps, found by any particle, and local best location, pL;, found by
neighbors of the ith particle, are the two elements of shared information in the entire
population. To evaluate each particle’s performance, a fitness function is defined. There are
two types of PSO, global and local (Bergh & Engelbrecht, 2002). The local version of PSO
that is proven experimentally to be able to find the global optimum is shown by equation
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(3). This method is computationally extensive since for each particle a neighborhood of size
k is identified in each iteration as shown in Figure 1.

vi(t+1)=w.vi(t)+cr.ri(pi—xi(t))+ cora(ps-xi(t)) , i=1,...m 1)
xi(t+1)= xi(t)+ vi(t+1) 2)

In the local version of PSO, the equation (1) is changed to (3).
vi(t+1)=w. vi(t)+ci.ri(pi -xi(t))+ co.r2(ps -xi(t))+ ca.r3(pti-xi(t)) , i=1,...m (3)

The initial values of positions and velocities are calculated for each particle by the equations
(4), and (5).
Vi(0)=Vmin + rand(Vmax- Vmin), i=1,..,m 4)
X1(0)=Xmin + rand (Xmax- Xmin), 1=1,..,m (5)

In equation (1), r1, 2 are two random vectors with values ranging from zero to one. The
inertia w is a predefined positive value that is decreased in each iteration to slow down the
speed of particles which are closing gradually to the global best particle (Shi & Eberhart,
1998). As a result, this parameter gives more chance to particles to explore the search space
and bound the increase of velocity. The expression ci.ri(p' -xi(t)) in equation (1) is the
particle memory influence which indicates the scale that a particle relies on its own best past
experience. Also, the expression cz.r2(ps -xi(t)) in equation (1) is swarm influence indicating
the degree that a particle follows the best experience of the entire population or the local
group which is shown the expression cs.r3(pti-xi(t)) in equation (3). The three confidence
measures which are self-confidence, swarm and local-group confidences are denoted by ci,
c2 and c3 respectively. These are positive constant values ranging from 1.5 to 2.5. The inertia
value is usually chosen from 0.4 to 1.4 (Shi & Eberhart, 1998). Schematics for the equation
(1), (2