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1. Department Vision & Mission 
Vision

· To educate, train and develop world class IT Professionals with not only hardware and software skills but also soft skills for professional success.
· Provide intellectual inputs to knowledge-based industries in the form of qualified and trained manpower.
· Create facilities of training and research in new thrust areas of computing thus promoting continuing education facilities.
Mission

· Offer quality education through linkages with Industry and research organizations by offering need based courses.
· Promote education, R&D for societal and rural development
2. List of PEOs and Pos
Program Educational Objectives 
The students graduated in Computer Science & Engineering (CSE) will:

I. Be able to choose diverse professional careers in software industry, research, cademia, engineering and administrative services.
II. Be able to apply the principles of Basic Sciences, Mathematics and Information Technology to solve real world problems using digital computing systems.
III. Be able to analyze, design, implement and evaluate robust, scalable and cost-effective   computer-based systems and processes in the industry.
IV. Be able to lead and work in their profession with multidisciplinary approach,  cooperative attitude, effective communication and interpersonal skills. 
V. Be aware of professional and ethical practices in the context of social impacts of  computing.
VI. Be able to engage in sustained learning through higher studies, professional improvement opportunities and self-directed learning to adopt them to changes in computing technologies in the local and global context.
Program Outcomes  
The graduates in Computer Science & Engineering (CSE) will:

a) Demonstrate an ability to apply the knowledge of Mathematics, Information Technology appropriate to the development of software systems to solve real world problems.

b) Demonstrate an ability to analyze a problem and design a computing system or a component or a process confirming to standards using various methodologies and architectures.

c) Be able to analyze and understand an existing software& hardware system and extend the system to meet evolving requirements.

d) Demonstrate an ability to implement and test a computing system or a component or a process, to evaluate and compare efficiencies of alternative solutions.

e) Demonstrate an understanding of the emerging technologies and a working knowledge of software and hardware tools.

f) Be able to interact professionally with peers and clients with diverse cultures and medium of communication located in geographically dispersed locations in the context

of computing and software engineering.

g) Have the knowledge of professional and ethical responsibilities in the corporate sector and be aware of contemporary issues.

h) Demonstrate the ability to communicate effectively in both verbal and written form. 

i) Have an ability to analyze the social and human context of computing and be aware of contemporary issues.

j) Recognize the need for continuing education, research and professional development. 
k) Possess the knowledge and skills for employability and to succeed in national and international level competitive examinations.
3. Mapping of Course Objectives, Course Outcomes with PEOs and Pos  
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4.  Syllabus Copy 

Unit-I: Single Random variables and probability distributions: Random variables – Discrete and continuous.

Probability distributions, mass function/ density function of a probability distribution . Mathematical Expectation,

Moment about origin, Central moments Moment generating function of probability distribution.

Binomial, Poisson & normal distributions and their properties. Moment generating functions of the above three

distributions, and hence finding the mean and variance
Unit-II: Multiple Random variables, Correlation & Regression: Joint probability distributions- Joint probability mass /

density function, Marginal probability mass / density functions, Covariance of two random variables, Correlation -

Coefficient of correlation, The rank correlation.

Regression- Regression Coefficient, The lines of regression and multiple correlation & regression
Unit-III: Sampling Distributions and Testing of Hypothesis

Sampling: Definitions of population, sampling, statistic, parameter. Types of sampling, Expected values of

Sample mean and varience, sampling distribution, Standard error, Sampling distribution of means and sampling

distribution of varience.

Parameter estimations – likelihood estimate, interval estimations.

Testing of hypothesis: Null hypothesis, Alternate hypothesis, type I, & type II errors – critical region, confidence

interval, Level of significance. One sided test, two sided test,

Large sample tests:

(i) Test of Equality of means of two samples equality of sample mean and population mean (cases of

known varience & unknown varience, equal and unequal variances)

(ii) Tests of significance of difference between sample S.D and population S.D.

(iii) Tests of significance difference between sample proportion and population proportion & difference

between two sample proportions.

Small sample tests:

Student t-distribution, its properties; Test of significance difference between sample mean and population mean;

difference between means of two small samples

Snedecor’s F- distribution and it’s properties. Test of equality of two population variences

Chi-square distribution , it’s properties, Chi-square test of goodness of fit
Unit-IV: Queuing Theory: Structure of a queuing system, Operating Characteristics of queuing system, Transient and

steady states, Terminology of Queuing systems, Arrival and service processes- Pure Birth-Death process

Deterministic queuing models- M/M/1 Model of infinite queue, M/M/1 model of finite queue .
Unit-V: Stochastic Processes: Introduction to stochastic processes-markov process classification ofstates-examples of markov chains, 

stochastic matrix , limiting probabilities.

5.Individual Time table 
P. Bhuvaneswari P&S (II A,B&C)  WL = 15
	DAY/
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	9.10-10.10
	10.10-11.00
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6.Session Plan
	TOPICS
	SUB TOPICS
	NO. OF PERIODS
	SUGGESTED BOOKS
	REMARS

	      UNIT-I

     Single Random    variables and probability distributions
	   Random  variables
	L1
	T1,T2,R2
	

	
	 Discrete and continuous.
	L2,L3
	T1,T2,R1
	

	
	variables Probability distributions, mass function/ density function of a probability distribution .
	L4,L5,L6
	T1,T2,R2
	

	
	Expectation,

Moment about origin
	L7
	T1,T2,R2
	

	
	 Central moments Moment generating function of probability distribution.
	L8
	T1,T2,R2
	

	
	Binomial, Poisson & normal distributions and their properties
	L9
	T1,T2,R2
	

	
	Moment generating functions of the above three distributions
	L10
	T1,T2,R2
	

	
	finding the mean and variance.
	L11,L12
	T1,T2,R2
	

	      UNIT-II

     Multiple    Random variables, Correlation & Regression

	        Joint probability distributions
	L13
	 T1,R1,R2
	

	
	Joint probability mass /density function
	L14
	T1,T2,R2
	

	
	Marginal probability mass / density functions
	L15, L16
	T1,T2,R2
	

	
	Covariance of two random variables
	L17, L18
	T1,T2,R2
	

	
	Correlation -Coefficient of correlation,
	L19
	T1,T2,R2
	

	
	The rank correlation.
	L20, L21
	T1,T2,R2
	

	
	Regression ,The lines of regression, , and multiple correlation & regression


	L22,L23,L24, L25
	T1,T2,,R1,R2
	

	    UNIT-III

   Sampling Distributions and Testing of Hypothesis
	Sampling: Definitions of population, sampling, statistic, parameter. Types of sampling
	L26
	T1,T2,,R1,R2
	

	
	Expected values of

Sample mean and varience
	L27
	T1,T2,,R1,R2
	

	
	sampling distribution, Standard error
	L28
	T1,T2,,R1,R2
	

	
	Sampling distribution of means
	L29
	T1,T2,R2
	

	
	sampling

distribution of varience.


	L30
	T1,T2,R2
	

	
	Parameter estimations – likelihood estimate, interval estimation
	L31
	T1,T2,R2
	

	
	Tests of hypothesis Null and Alternate hypothesis ,type I&II errors
	      L32, L33
	T1,T2,R2
	

	
	Critical region confidence  interval for mean 
	L34
	T1,T2,T3,R2
	

	
	Large sample tests:

(i) Test of Equality of means of two samples equality of sample mean and population mean (cases of

known varience & unknown varience, equal and unequal variances)


	L35, L36, L37
	T1,T2,T3,R12
	

	
	(ii) Tests of significance of difference between sample S.D and population S.D.


	L38
	T1,T2,T3,R12
	

	
	(iii) Tests of significance difference between sample proportion and population proportion & difference

between two sample proportions
	L39
	T1,T2,T3,R12
	

	
	Small sample tests:

Student t-distribution, its properties; difference between means of two small samples


	L40, L41
	T1,T2,T3,R12
	

	
	Test of significance difference between sample mean and population mean;


	L42
	T1,T2,T3,R2
	

	
	Snedecor’s F- distribution and it’s properties. Test of equality of two population variences


	L43
	T1,T2,T3,R2
	

	
	Chi-square distribution , it’s properties, Chi-square test of goodness of fit
	L44,L45, L46
	T1,T2
	

	     UNIT-IV

    Queuing theory
	 Structure of a queuing system, Operating Characteristics of queuing system, Transient and

steady states, Terminology of Queuing systems
	L47
	T1,T2,R2
	

	
	Arrival and service processes- Pure Birth-Death proces
	L48
	T1,R1T2
	

	
	Deterministic queuing models

- M/M/1 Model of infinite queue
	L49,L50
	T1,T2
	

	
	M/M/1 model of finite queue
	L51, L52
	R1,R2,T1
	

	    UNIT - V

Stochastic processes
	Introduction to Stochastic processes
	L53
	  T1,T2,T3,R1
	

	
	Markov process classification of states
	L54,L55
	T1,T2,R2
	

	
	Examples of markov chains
	L56,L57
	T1,R1,T2
	

	
	Stochastic matrix,limiting probabilities
	      L58,L59,L60
	T1,R1,T2
	


Suggested Books

TEXT BOOKS:

1. Probability & Statistics, T. K. V. Iyengar, B. Krishna Gandhi and Others S. Chand &

Company. –T1

2. Probability & Statistics, by William mendenhall & others cengage pub.- T2

3. Higher engineering mathematics by b s grewal m khanna pub.-T3

4. Higher engineering mathematics by jain and iyengar , narasa publications

5. A first course in probability & statistics by BLS Prakasa rao. Home scientific.

6. Probability & Statistics for Engineers, Miller and John E. Freund, Prentice Hall of India

REFERENCES:


1. Probability & Statistics, D. K. Murugeson & P. Guru Swamy, Anuradha Publishers-R1
             2. Probability & Statistics for engineers by GSS.Bhima rao, Scitech publications.-R2
7.Detailed Lecture Plan 
	Lecture No.
	JNTUH Topic            
	Objective of each Topic
	COURSE Outcome
	Applications
	Method of Teaching

	                                                            UNIT-I        single Random    variables and    probability distributions

	L1
	  Random  variables
	Definations and mean and variance of randam and discreat variables 
	        CO1
	 A discrete variable is a variable whose value is obtained by counting. A continuous variable is a variable whose value is obtained by measuring
	M1,M4

	L2,L3
	 Discrete and continuous variables.
	Understand a random variable that describes randomness or an uncertainty in certain realistic situation.

It can be of either discrete or continuous type.
	
	 A discrete variable is a variable whose value is obtained by counting. A continuous variable is a variable whose value is obtained by measuring
	M1 ,M4

	L4,L5,L6
	Probability distributions, mass function/ density function of a probability distribution 
	In the discrete case, study of the binomial and the Poisson random variables and the Normal random

variable for the continuous case predominantly describe important probability distributions. 

	
	function that tells the probability that any real observation will fall between any two real limits or real numbers, as the curve approaches zero on either side. Normal distributions are extremely important in statistics and are often used in the natural and social sciences for real-valued random variables whose distributions are not known.
	M1,M4 

	L7
	Expectation,

Moment about origin
	Most of the random situations are described as functions of many single random variables
	
	If neurons are encoding according to the efficient coding hypothesis then individual neurons must be expressing their full output capacity.
	M1,M4 

	L8
	 Central moments Moment generating function of probability distribution.
	In this unit, the objective is to learn functions of many random variables through joint distributions
	
	Manual efforts to accomplish identity correlation require a great deal of time and people effort, and do not guarantee that the effort will be completed successfully or in a compliant fashion.
	M1,M4&M7 



	L9
	Binomial, Poisson & normal distributions and their properties
	Definations and mean and variance of  Binomials
	        CO2  


	The Poisson distribution is a good approximation to the binomial
	M1,M4&M7

	L10
	Moment generating functions of the above three distributions
	Important statistical properties for these random variables provide very good insight and are essential for industrial

applications
	
	Normal distributions are extremely important in statistics and are often used in the natural and social sciences for real-valued random variables whose distributions are not known.[1]

 HYPERLINK "http://en.wikipedia.org/wiki/Normal_distribution" \l "cite_note-2" [2]
	M1,M4

	L11,
L12
	finding the mean and variance.
	Poisson distribution and mean , variance and mode and normal distribution and mean , variance and mode and sums.
	
	If neurons are encoding according to the efficient coding hypothesis then individual neurons must be expressing their full output capacity
	M1,M4

	                                                  UNIT-II                               Multiple    Random variables, Correlation & Regression

	L13
	        Joint probability distributions
	Concept of joit probability and its formulae
	CO2
	probability density function. An important application is constructing computational models of oil reservoirs given the observed data.
	M1,M4

	L14
	Joint probability mass /density function
	Generating joint probability mass / density functions
	
	The joint probability distribution can be expressed either in terms of a joint cumulative distribution function or in terms of a joint probability density function (in the case of continuous variables) or joint probability mass function (in the case of discrete variables)
	M1,M4&M7

	L15, L16
	Marginal probability mass / density functions
	Generating marginal probability mass/ density functions
	
	the marginal distribution of a subset of a collection of random variables is the probability distribution of the variables contained in the subset.
	M1

	L19
	Correlation -Coefficient of correlation,
	Y=ax+b, y=ax2+bx+c modal sums.
	       CO3                               
        CO3
	Correlations are useful because they can indicate a predictive relationship that can be exploited in practice.
	M1

	L20, L21
	The rank correlation.
	Coefficient of correlations of X and Y
	
	A rank correlation coefficient measures the degree of similarity between two rankings, and can be used to assess the significance of the relation between them.
	M1,M4&M7

	L22,L23L24, L25
	Regression ,The lines of regression, , and multiple correlation & regression


	Rank Correlations  sums
	
	 linear regression is an approach for modeling the relationship between a scalar dependent variable y and one or more explanatory variables denoted X. The case of one explanatory variable is called simple linear regression. For more than one explanatory variable, the process is called multiple linear regression.
	M1,M4&M7

	                                                        UNIT-III             Sampling Distributions and Testing of Hypothesis

	L26
	Sampling: Definitions of population, sampling, statistic, parameter. Types of sampling
	The types of sampling, Sampling distribution of means ,


	           CO3


	If neurons are encoding according to the efficient coding hypothesis then individual neurons must be expressing their full output capacity.
	M1,M4

	L27
	Expected values of

Sample mean and varience
	Sampling distribution of variance, Estimations of statistical parameters, Testing of hypothesis of few unknown statistical parameters
	
	Manual efforts to accomplish identity correlation require a great deal of time and people effort, and do not guarantee that the effort will be completed successfully or in a compliant fashion.
	M1,M4

	L28
	sampling distribution, Standard error
	Concept of sampling distribnution and its types and finding the S.E
	
	The sample mean and the sample covariance matrix are unbiased estimates of the mean and the covariance matrix of the random vector [image: image2.png]


, a row vector whose jth element (j = 1, ..., K) is one of the random variables.[
	M1,M7

	L29
	Sampling distribution of means
	Types of samples and large and small samples.
	
	the sample mean is a good estimator of the population mean, where a "good" estimator is defined as being efficient and unbiased. 
	M1

	L30
	Sampling

distribution of varience.


	Without replacement and with replacement sums
	
	Thus the sample mean is a random variable, not a constant, and consequently has its own distribution. For a random sample of N observations on the jth random variable, the sample mean's distribution itself has mean equal to the population mean.
	M1

	L31
	Parameter estimations – likelihood estimate, interval estimation
	Concept  of estimation and its types
	        CO4

       CO4    
	Parametric statistics is a branch of statistics which assumes that the data has come from a type of probability distribution and makes inferences about the parameters of the distribution.[1] Most well-known elementary statistical methods are parametric.[2]

	M1

	 L32, L33
	Tests of hypothesis Null and Alternate hypothesis ,type I&II errors
	Null, alternative hypothesis ,critical point, critical region
	
	The assumptions made about the process generating the data are much less than in parametric statistics and may be minimal
	M1

	L34
	Critical region confidence  interval for mean 
	Finding the 99% and 95% confidence interval for sample mean
	
	probability density function. An important application is constructing computational models of oil reservoirs given the observed data.[2]
	M1

	L38
	Tests of significance of difference between sample S.D and population S.D.
	99( and 98,95( confidance intervels and Bayesion estimation sums.
	
	Statistical hypothesis tests define a procedure that controls the probability of incorrectly deciding that a default position is incorrect based on how likely it would be for a set of observations to occur if the null hypothesis were true. 
	M1

	L39
	 Tests of significance difference between sample proportion and population proportion & difference

between two sample proportions
	Two types of errors and definitions and sums.
	
	Every hypothesis test requires the analyst to state a null hypothesis and an alternative hypothesis.


	M1,M6

	L40, L41, L42
	Small sample tests:

Student t-distribution, its properties; difference between means of two small samples


	Single mean and difference between the means formulas and sums
	       CO4
        
	The hypotheses are stated in such a way that they are mutually exclusive. That is, if one is true, the other must be false; and vice versa.
	M1,M6

	L43
	Snedecor’s F- distribution and it’s properties. Test of equality of two population variences


	T, f disttibution mean and variance sums
	
	A t-test is any statistical hypothesis test in which the test statistic follows a Student's t distribution if the null hypothesis is supported. It can be used to determine if two sets of data are significantly different from each other, 
	M1,M7

	L44,L45L46
	Chi-square distribution , it’s properties, Chisquare test of goodness of fit
	                Chi- square sums.
	
	The chi-squared distribution is used in the common chi-squared tests for goodness of fit of an observed distribution to a theoretical one, the independence of two criteria of classification of qualitative data, and in confidence interval estimation for a population standard deviation of a normal distribution from a sample standard deviation
	M1,M7

	UNIT-IV QUEUEING THEORY

	L47
	 Structure of a queuing system, Operating Characteristics ofqueuing system, Transient and

steadystates,Terminology of Queuing systems
	arrival theorem and applications.
	       CO5
	It is most often used when comparing statistical models that have been fitted to a data set, in order to identify the model that best fits the population from which the data were sampled.
	M1

	L49,
L50
	Deterministic queuing models

- M/M/1 Model of infinite queue
	Pure birth and death process M/M/1 Modals
	
	Queueing theory is generally considered a branch of operations research because the results are often used when making business decisions about the resources needed to provide a service
	M1,M7

	L51, L52
	M/M/1 model of finite queue
	Queuing Theory a) first in first out and last in last out ( and( sums
	
	
	M1,M7

	                                                                  UNIT –V    Stochacstic processes

	L53
	Introduction to Stochastic processes
	Introduction about Stochastic and morcov and regular and irreducible
	                                                                   CO5
	Stochastic time series include stock market and exchange rate fluctuations, signals such as speech, audio and video, medical data such as a patient's EKG, EEG, blood pressure or temperature, 
	M1,M7

	L54,

L55
	Markov process classification of states
	Definition of Stochastic process
	
	stochastic process is a random field, whose domain is a region of space, in other words, a random function whose arguments are drawn from a range of continuously changing values.
	M1,M4

	L56,

L57
	Examples of markov chains
	Definition of morcov process
	
	A Markov process can be thought of as 'memoryless': loosely speaking, a process satisfies the Markov property if one can make predictions for the future of the process based solely on its present state just as well as one could knowing the process's full history
	M1,M7&M4

	L58,L59,L60
	Stochastic atrix,limiting probabilities
	 Definition of stochastic matrix
	
	process satisfies the Markov property if one can make predictions for the future
	M1,M7&M4




METHODS OF TEACHING:

	M1 : Lecture Method
	M6 : Tutorial 

	M2 : Demo   Method
	M7 : Assignment 

	M3 : Guest Lecture 
	M8 : Industry Visit 

	M4 : Presentation /PPT
	M9 : Project Based 

	M5 : Lab/Practical /Activity
	M10 : Charts / OHP/Others  


COURSE OUTCOMES:

CO1: Students would be able to identify distribution in certain realistic situation. It is mainly useful for circuit as

well as non-circuit branches of engineering. Also able to differentiate among many random variable

involved in the probability models. It is quite useful for all branches of engineering.

CO2 :The student would be able to calculate mean and proportions (small and large sample) and to make

important decisions from few samples which are taken out of unmanageably huge populations .It is

Mainly useful for non-circuit branches of engineering.

CO3: The students would be able to find the expected queue length, the ideal time, the traffic intensity

and the waiting time. These are very useful tools in many engineering and data management problems

in the industry. It is useful for all branches of engineering.

CO4: The student would able to understand about the random process, Markov process and Markov chains

which are essentially models of many time dependent processes such as signals in communications,

CO5 : The time series analysis, queuing systems. The student would be able to find the limiting probabilities and

the probabilities in nth state. It is quite useful for all branches of engineering
5. Session Execution Log
	Slno
	Unit
	Scheduled Completion date
	Actual Completed Date 
	Remarks 

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Assignment Questions
Unit-1

Set-1

1.  A random variable X has density function   
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2.A random variable X has density function: 
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      Find the value of k and the probabilities that X will take on a value

(a)
between 0.1 and 0.2 
(b)     greater than 0.5.


3.
A bag contains 10 gold and 8 silver coins. Two successive drawings of 4 coins are made such that the coins are replaced
 (b)     not replaced before the second trial. Find the probability that the first drawing will give 4 gold and the second 4 silver coins.


 

4.
State the multiplication rule of probabilities. The students in a class are selected at  Random one after the other for an examination. Find the probability that the boys and girls in the class alternate if the class consists of    (a) 4 boys and 3 girls;     
(b) 3 boys and 3 girls.


Set-2

1.  If
[image: image7.wmf]X

 is a normal variate with mean 30 and the standard deviation 5, find the probabilities that 

(a)     
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2.
In a normal distribution, 7% of the items are under 35 and 89% are under 63. Find the mean and   the standard deviation of the distribution.                           

3.  In a normal distribution 31% of the items are under 31% and 8% are over 64. Find the mean and standard deviation of the distribution.

4.  If the height of 300 students are normally distributed with mean 172 centimeters and standard deviation 6 cm, how many students have heights greater than 184 centimeters; between 164 and 180 centimeters (inclusive) and equal to 172 centimeters?


Set-3

1.
In a normal distribution, 7% of the items are under 35 and 89% are under 63. Find the mean and   the standard deviation of the distribution.                           

2.  In a normal distribution 31% of the items are under 31% and 8% are over 64. Find the mean and standard deviation of the distribution.

3.  If the height of 300 students are normally distributed with mean 172 centimeters and standard deviation 6 cm, how many students have heights greater than 184 centimeters; between 164 and 180 centimeters (inclusive) and equal to 172 centimeters?


4.
Prove that Poisson distribution is a limiting case of a binomial distribution (Alternatively this may be proved by using mgf)   

Set-4

1.
In a normal distribution, 7% of the items are under 35 and 89% are under 63. Find the mean and   the standard deviation of the distribution.                          

2.A random variable X has density function: 
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      Find the value of k and the probabilities that X will take on a value

(a)
between 0.1 and 0.2 
(b)     greater than 0.5.


3.  If
[image: image11.wmf]X

 is a normal variate with mean 30 and the standard deviation 5, find the probabilities that 

                  (a)     
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 4.  If the height of 300 students are normally distributed with mean 172 centimeters and standard deviation 6 cm, how many students have heights greater than 184 centimeters; between 164 and 180 centimeters (inclusive) and equal to 172 centimeters?

 UNIT-II

SET-1

 1.The following are measurements of the air velocity (
[image: image14.wmf]x


[image: image15.wmf]sec)

/

cm

 and evaporation coefficient (
[image: image16.wmf]y


[image: image17.wmf]2

mm

/sec) of burning fuel droplets in an impulse engine:
	x
	60
	61
	100
	140
	180
	220
	260
	300
	340
	380

	y
	0.18
	0.37
	0.35
	0.78
	0.56
	0.75
	1.18
	1.36
	1.17
	1.65



             Fit a straight line to the above data by the method of least squares.           
2.Given the following data, find the least-squres regressin lines of 
[image: image18.wmf]X

 on 
[image: image19.wmf]y

 and of 
[image: image20.wmf]Y

 on
[image: image21.wmf]x

:

	  

Weight of father 
[image: image22.wmf]kg)

(

X


	Weight of son 
[image: image23.wmf]kg)

(

Y


	Weight of son 
[image: image24.wmf]kg)

(

Y


	Weight of son 
[image: image25.wmf]kg)

(

Y



	65
	68
	70
	68

	63
	66
	66
	65

	67
	68
	68
	71

	64
	65
	67
	67

	68
	69
	69
	68

	62
	66
	71
	70


3.Find the correlation coefficient for the following bivariate distribution:
    

	
	15 – 25
	25 – 35
	35 - 45
	45 – 55
	55 – 65
	65 -75

	15 – 25
	1
	1
	
	
	
	

	25 – 35
	2
	12
	1
	
	
	

	35 - 45
	
	4
	10
	1
	
	

	45 – 55
	
	
	3
	6
	1
	

	55 – 65
	1
	
	
	2
	4
	2

	65 -75
	
	
	
	
	1
	2


4. Fit a straight line to the following data:


                    

x:     1      2      3      4      6      8

y:   2.4     3    3.6     4      5      6   

SET-2

1.Estimate 
[image: image26.wmf]Y

 at 
[image: image27.wmf]25

.

2

=

x

 by fitting an indifference curve of the form 
[image: image28.wmf]b

ax

y

+

=

 to    

	
[image: image29.wmf]x


	1
	2
	3
	4

	
[image: image30.wmf]y


	3
	1.5
	6
	7.5


                          the following data: 

2.Given the following data, find the least-squres regressin lines of 
[image: image31.wmf]X

 on 
[image: image32.wmf]y

 and of 
[image: image33.wmf]Y

 on
[image: image34.wmf]x

:

	  

Weight of father 
[image: image35.wmf]kg)

(

X


	Weight of son 
[image: image36.wmf]kg)

(

Y


	Weight of son 
[image: image37.wmf]kg)

(

Y


	Weight of son 
[image: image38.wmf]kg)

(

Y



	65
	68
	70
	68

	63
	66
	66
	65

	67
	68
	68
	71

	64
	65
	67
	67

	68
	69
	69
	68

	62
	66
	71
	70


3.     Fit a parabola for the following data:


	X
	
1   
2     3    4      5     6     7     8     9

	Y
	
2    6     7     8    10   11   11   10    9                                                     


4.    Predict 
[image: image39.wmf]Y

 at 
[image: image40.wmf]75

.

3

=

x

 by fitting a power curve to the following data:
                 

	X
	1
	2
	3
	4
	5
	6

	Y
	2.98
	4.26
	5.21
	6.10
	6.80
	7.50


SET-3

1.   Fit an exponential curve of the form 
[image: image41.wmf]x

b

e

a

y

=

 to the following data:

    

	
[image: image42.wmf]x


	1
	2
	3
	4

	
[image: image43.wmf]y


	7
	11
	17
	27


2.    Predict the mean radiation dose at an altitude of 3000 feet by fitting an exponential curve to the         following data:
	Altitude 
[image: image44.wmf])

(

x


	50
	450
	780
	1200
	4400
	4800
	5300

	Dose of radiaton 
[image: image45.wmf])

(

y


	28
	30
	32
	36
	51
	58
	69


3.     Find the correlation coefficient for the following bivariate distribution:
    

	
	15 – 25
	25 – 35
	35 - 45
	45 – 55
	55 – 65
	65 -75

	15 – 25
	1
	1
	
	
	
	

	25 – 35
	2
	12
	1
	
	
	

	35 - 45
	
	4
	10
	1
	
	

	45 – 55
	
	
	3
	6
	1
	

	55 – 65
	1
	
	
	2
	4
	2

	65 -75
	
	
	
	
	1
	2


4.  Explain the method of least squares
SET-4

.1.
Explain the method of least squares.




      

  Write a short note on the method of least squares to fit a straight line.              
2.
The following are measurements of the air velocity (
[image: image46.wmf]x


[image: image47.wmf]sec)

/

cm

 and evaporation coefficient (
[image: image48.wmf]y


[image: image49.wmf]2

mm

/sec) of burning fuel droplets in an impulse engine:

	x
	60
	61
	100
	140
	180
	220
	260
	300
	340
	380

	y
	0.18
	0.37
	0.35
	0.78
	0.56
	0.75
	1.18
	1.36
	1.17
	1.65



             Fit a straight line to the above data by the method of least squares.                      
3.        
Fit a straight line to the following data:


                    

x:     1      2      3      4      6      8

y:   2.4     3    3.6     4      5      6   
4.
The following data pertain to the number of jobs (x) per day and CPU time (y) required: 
	X
	1
	2
	3
	4
	5

	Y
	2
	5
	4
	9
	10


      Use the above data to obtain a least squres line of fit to the observations as on CPU time and     also estimate the mean CPU time at 
[image: image50.wmf].

5

.

3

=

x





             
UNIT-3

SET-1

1. On the basis of their total scores, 200 candidates of a civil service examination are divided in to    two groups ,the upper 30% and the remaining 70%. Consider the first question of the examination .Among the first group,40 had the correct answer, where as among the second group,80 had the correct answer. on the basis of these results , can one conclude that the the first question is not good at discriminating ability of the type being examined here?

2. A manufacture of electronic equipment subjects samples of two completing brands of transistors to an accelerated performance test . If 45 0f 180 transistors of the first kind  and 34 0f 120 transistors of the second kind fail the test, what can conclude at the level of significance 0.05 about the difference between the corresponding sample proportions.
3.On the basis of their total scores, 200 candidates of a civil service examination are divided in to       two groups ,the upper 30% and the remaining 70%. Consider the first question of the examination.Among the first group,40 had the correct answer, where as among the second group,80 had the correct answer. on the basis of these results , can one conclude that the the first question is not good at discriminating ability of the type being examined here?
SET -2

1.  Explain the Student’s 
[image: image51.wmf]-

t

distribution. What is the importance of 
[image: image52.wmf]-

t

distribution in Statistics
2.  In an air pollution study, the following amounts of suspended benzene soluble organic matter   (in micrograms per cubic meter) were obtained at an experiment station for eight different samples of ir: 2.2, 1.8, 3.1, 2.0, 2.4, 2.0, 2.1 and 1.2. Construct 95% confidence interval for the corresponding true mean

3. The standard deviation of the heights of 16 male students chosen at random in a school of 1000 male students is 6.10 cm. Find 95% and 99% confidence limits of the standard deviation for all male students at the school.




                 

4. A random sample of size 25 from a normal population has the mean 47.5 and the standard deviation 8.4. Does this information tend to support the claim that the mean of the population  is ( = 42.1?     

SET-3

1.  Samples of three kinds of materials, subjected to extreme temperature changes, produced the       results shown in the following table:

	
	Material A 
	Material B
	Material C
	Material D

	Crumbled
	41
	27
	22
	90

	Remained intact
	79
	53
	78
	210



Use 0.05 level of significance to test whether under the stated conditions, the probability of crumbling is the same for three kinds of materials.


               

2. Explain the Chi-square test for independence of two attributes.          

3.
To determine whether there really is a relation between an employee’s performance in the company’s training program and his or her ultimate success in the job, it takes a sample of 400 cases from its very extensive files and obtains the results shown below:

	Success

in

job
	
	Performance

	
	
	Above average
	Average
	Below average

	
	Poor 
	23
	60
	29

	
	Average 
	28
	79
	60

	
	Very good 
	9
	49
	63


    
Use 1% level of significance to test the null hypothesis that the performance in the training program and success in the job are independent. 




4.
A large electronics firm that hires many handicapped workers wants to determine whether their handicaps affect such worker’s performance. Use 5% level of significance to decide on the basis of the sample data shown in the following table whether it is reasonable to maintain that the handicaps have no effect on the worker’s performance:
                                                                                               



                        

	
	Performance

	
	Above average
	Average
	Below average

	Blind
	21
	64
	17


SET-4

1.  Explain the Student’s 
[image: image53.wmf]-

t

distribution. What is the importance of 
[image: image54.wmf]-

t

distribution in Statistics
2.  In an air pollution study, the following amounts of suspended benzene soluble organic matter   (in micrograms per cubic meter) were obtained at an experiment station for eight different samples of ir: 2.2, 1.8, 3.1, 2.0, 2.4, 2.0, 2.1 and 1.2. Construct 95% confidence interval for the corresponding true mean

3. The standard deviation of the heights of 16 male students chosen at random in a school of 1000 male students is 6.10 cm. Find 95% and 99% confidence limits of the standard deviation for all male students at the school.




                 

4. A random sample of size 25 from a normal population has the mean 47.5 and the standard deviation 8.4. Does this information tend to support the claim that the mean of the population  is ( = 42.1?     

UNIT-IV

SET 1

1.Briefly explain the main characteristics of Queuing system.
2. The ABC company’s quality control department is managed by a single executive, who takes on a average 5 minutes in checking parts of each of the machine coming for inspection. The machine arrive once in every 8 minutes on the average. One hour of the machine is valued at Rs.15 and a clerk’s time is valued at Rs.4 per hour. What are the average hourly queuing system costs associated with quality control department?

3. What are the assumptions of single Queue?

4. At the election commission office , for the Voter’s identity card, a photographer takes a passportsize photo at an average rate of 24 photos per hour. The photographer must wait until the voter blinks or scowls, so the time to take photo is exponentially distributed. Customers arrives at Poisson distributed average rate of 20 votes per hour. Find What is the Utilization of Photographer. How much time , the voter has to spend at the election commission office an average.
SET 2

1.  A manager of a local hamburger restaurant is preparing to open a new fast food restaurant called hasty burgers. Based on the arrival rates at existing outlests. Manager expects customers to arrive at drie in window according to a position distribution. The drive in windows is single server operation. What service rate is needed to keep the average number of customers in the service system to 4.For the service rate in part(i), what is he probability that more than 4 customers are in the line and being served?

2.  At a certain petrol pump ,customers arrive in a poison process with an average time of five  minutes between arrivals. the time intervals between serves at the petrol pump follows exponential distribution and the mean time taken to service a unit is two minutes. Find thefollowing:

I. Average time a customer has to wait in the Queue .

II. By how much time the flow of the customers be increases to justify the opening of                 another service point ,where the customers has to wait for five minutes for the service.

3.  A fast-food restaurant has to drive-in window . It is estimated that cars arrive according to a  poisson distribution at the rate of 2 every 5 minutes and that there is enough space to  accommodate a line of 10 cars. other arriving cars can wait outside this space ,if necessary. it takes 15 minutes on the average to fill an order, but the service time actually varies according to an exponential distribution. Determine the following The probability that the facility is idle. The expected no of customers waiting to be served.
SET 3

1.  Briefly explain the main characteristics of Queuing system.

2. The ABC company’s quality control department is managed by a single executive, who takes on a average 5 minutes in checking parts of each of the machine coming for inspection. The machine arrive once in every 8 minutes on the average. One hour of the machine is valued at Rs.15 and a clerk’s time is valued  at Rs.4 per hour. What are the average hourly queuing system costs associated with quality control department?

3.  The ABC company’s quality control department is managed by a single executive, who takes on a average 5 minutes in checking parts of each of the machine coming for inspection. The  machine arrive once in every 8 minutes on the average. One hour of  the machine is valued at   Rs.15 and a clerk’s time is valued at Rs.4 per hour. What are  the average hourly queuing  system costs associated with quality control department 
SET 4

1.Briefly explain the main characteristics of Queuing system.
2. The ABC company’s quality control department is managed by a single executive, who takes on a average 5 minutes in checking parts of each of the machine coming for inspection. The machine arrive once in every 8 minutes on the average. One hour of the machine is valued at Rs.15 and a clerk’s time is valued at Rs.4 per hour. What are the average hourly queuing system costs associated with quality control department?

3. At the election commission office , for the Voter’s identity card, a photographer takes a passportsize photo at an average rate of 24 photos per hour. The photographer must wait until the voter blinks or scowls, so the time to take photo is exponentially distributed. Customers arrives at Poisson distributed average rate of 20 votes per hour. Find What is the Utilization of Photographer. How much time , the voter has to spend at the election commission office an average.

4.  A manager of a local hamburger restaurant is preparing to open a new fast food restaurant called hasty burgers. Based on the arrival rates at existing outlests. Manager expects customers to arrive at drie in window according to a position distribution. The drive in windows is single server operation. What service rate is needed to keep the average number of customers in the service system to 4.For the service rate in part(i), what is he probability that more than 4 customers are in the line and being served?
UNIT-V

SET 1

1. Is the process with the following transition matrix irreducible?

                    P=    
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What can you  say about the values of p and q?

Draw the transition graph for the process represented by p.                                    

2. Explain stochastic process and classification of Stochastic process.

3. Explain the Markov process.

4. Consider a homogeneous markov chain with state space S={1,2,3} and transition matrix.

                         P=    
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   calculate the 3-Step transition matrix.

SET 2

1. Explain about the classification of states in a Markov process.

2. Explain about types of states.

3. Define and expain transition matrix transition graph.

4. Explain the procedure of calculating the long run probabilities of markov chain.
SET 3

1.Is the process with the following transition matrix irreducible?

                    P=    
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What can you  say about the values of p and q?

2.Draw the transition graph for the process represented by p.                                         

3.explain Stochastic process and classification of Stochastic process.

SET 4

1. Define markov chain and give example.

2. Explain about the classification of states in a Markov process.

3. Explain about types of states

4. Explain about limiting distribution of a markov chain.
6. Sample Assignment Scripts : (To be attached) 
7. Unit Wise Course material: (attached) 
8. Mid Question papers: (To be attached) 
9. Mid & Quiz exam marks (To be attached) 
10. List of slow learners   (To be attached)
11. Remedial classes schedule for slow learners (To be attached)
12. Subject wise (attendance monthly) (to be attached) 
13. Slow learner’s attendance (To be attached here) 
14. Sample mid answer scripts  (To be attached here)
15. Slow learner’s performance in mid questions (To be attached here)
16. Result analysis (To be attached here)
17. Material collected from Internet/Websites ( To be Attached) 
18. Power point presentations (To be Attached )
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